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This module gives a high-level overview Quality of Service (QoS), including QoS components in the Microsoft® Windows® 2000 Server operating system, policy (because policy is an important part of QoS), and how you can QoS-enable applications. An end-to-end policy example is also included. 
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This section defines QoS and discusses it in the context of the problem that it is trying to solve. 
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There’s a lot of debate about whether it’s better to implement QoS or just over-provision. Over-provisioning is a fine solution in certain cases; when you can afford to over-provision you should. But no matter how much fat pipe you have, there will always be bottlenecks, for example between a customer and an ISP. Bottlenecks are inescapable.

Therefore, network managers need tools that let them allocate bandwidth and that control the impact of bottlenecks on certain applications. Inside a corporation, for example, SAP may be much more important than Web traffic, so the administrator needs to be able to assure that SAP traffic always has priority over general Web surfing. IP telephony is another application that can’t afford delay; you need to minimize delay in order for it to work.

More and more, prioritization of nonpersistent traffic, such as Web traffic, is being requested. QoS, or Quality of Service, helps you manage your network efficiently so you can guarantee bandwidth and prioritize network traffic.
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QoS means that you can more seamlessly integrate your voice traffic, video traffic, and data traffic so that they’re not competing. You can have guaranteed bandwidth when you need it, high-priority marking when you want it, yet not starve out other types of traffic. To make that work optimally, you also need smart, integrated policy.

What is needed is for applications to be aware of the network and of the impact they’re having on the network, and for the network to be selective and smart about assigning the bandwidth an application needs. The goal of QoS, then, is to let you manage your network from a business perspective, not from a proactive, or reactive, perspective.
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Many people think QoS is a single thing, but in fact, it’s an umbrella term that refers to a number of different mechanisms. There are two primary models:

1. The first model is the concept of reservations and admission control. The most commonly used protocol for this model is called RSVP, or Resource Reservation Protocol. 

2. The second model, Traffic Prioritization Packet Marking, is also a classic service. There are primarily two types: 

· Differentiated Services, or Diffserv, which appears at the IP

· 802.1p, which occurs on Ethernet

QoS also encompasses the way to shape traffic and to sequence packets.

Policy is a crucial element because you have policy serving the directory, you have placed policy servers at strategic locations through the network, and some defined protocols, such as COPS, are used with policy servers. 
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As mentioned previously, the first model, RSVP, is the most widely used.

RSVP, an end-to-end signaling protocol, has a state between a sender and a receiver. What makes RSVP so important is that it provides very detailed information about who is requesting a reservation, including:

· User name 

· Application name 

· What the packet looks like

· IP ports

· The requested service

· The projected impact on the network

· What parts of the network will be affected

RSVP carries information about the packets and the traffic, as well as information that can be used to apply policy. This enables an administrator to look at a packet and decide whether to give this particular packet a high priority or not.

Because RSVP is a personalized signaling, it’s essentially for a simple session and requires state in processing, which can have a lot of overhead across a network. The advantage is it give you the ability to control admission, based upon policy, and to give very strict guarantees of resources to those applications that must have it, such as a streaming media application.

RSVP is traditionally well suited for the lowest types of applications, called quantitative applications. These applications understand very well the network resources that they require in order to deliver a good experience for users. As a result, they’re quantifiable and typically very persistent in length. 

Now RSVP can support another type of application: qualitative applications. A qualitative application is something like SAP, an enterprise resource planning (ERP) application, or e-mail. An application of this type has traffic of a persistent length but doesn’t understand exactly what it needs in terms of resource requirements. It just knows that it’s SAP and that it needs some high-priority treatment. 
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How does RSVP signaling work? It’s a new direction of protocol in that a request works in both directions. If the user receiving the request decides to participate, a reservation confirmation is sent from the receiver back to the sender. Any element—such as a policy server, router, or switch—at any point along the path can choose to reject the request. 

However, if confirmation is received back at the sending end, bandwidth is guaranteed for that particular session. 
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Diffserv, a much looser form of QoS, works at Layer 3 IP. Basically, Diffserv aggregates traffic into handling distinct classes.

Diffserv now uses the Co-Point Field, which used to be known as the IP Precedence Setting. 
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Typically, RSVP-enabled devices indicate how much bandwidth they have, while Diffserv keeps track of how much bandwidth can be allocated.

Many people think that Diffserv and RSVP are separate, that they are in competition; in fact they should be used in combination, with mapping between the two. You want to use RSVP where it’s applicable, where you want very tight control and strict guarantees, and where you can afford to have the overhead. Diffserv is best used when you don’t need to guarantee resources, and when you don’t want the overhead required by RSVP processing. Most likely, this will be in a LAN environment or an ISP environment. 

Diffserv also does aggregate data handling, scales into a LAN environment, and allows true end-to-end QoS to occur. 
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Working together, Diffserv enables RSVP to scale to large networks, and RSVP enables Diffserv to offer stricter guarantees. 
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In addition to RSVP and differentiated services, the other crucial piece needed to make QoS work end to end is policy. 

Today the concept of quality in the network means that every packet is treated the same and in general all get the network’s best effort. QoS introduced the concept of end quality, the concept that some users’ needs are more critical than others’, or that some application traffic can be marked a higher priority than other application traffic. Policy makes this possible. Network managers now have the ability to assign bandwidth, either in a strict form (a percentage used to guarantee resources to an application or a user), or in loose form (a percentage used just for high-priority traffic). This allows administrators to give mission-critical applications like SAP the ability to coexist with other applications. 

But this raises the issue of possible effects on SLA (service level agreement) enforcement, and again the importance of policy comes into play.
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· The two policy models are:

· Signaled, in which the policy server is actually listening to RSVP and can look up the information from RSVP 

· Provisioned, which is the top-down approach in that data is being pushed down

· The policy store contains the backup policy data.

· Policy decision points, commonly called PDPs in the QoS industry, make policy decisions based upon information in the data store, or “policy servers,” so to speak.

· Policy enforcement points, commonly called PEPs, are the network devices that determine whether they have the amount of bandwidth that you want to allocate. A router, switch, and even a Windows 2000–based host can act as PEP, so that it can be a host platform. PEPs actually enforce the decisions based upon information from the PDP and from the policy server. 

· The other piece that Windows 2000 adds to the policy picture is the host, which shapes, signals, and marks traffic. 
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This diagram of Microsoft’s current implementation of the policy server points out how the various policy elements might be arranged.

A router functions as a PEP. A policy store, which is accessed by the policy server and potentially by the PEP, goes across a Diffserv-enabled RSVP backbone to a company at the other end, which also has a PEP/PDP combination called Active Channel™ Agent Services (ACS). 
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This diagram illustrates the signaled model. 

1. In a signaled model, the message is generated from the host, and the RSVP request actually contains the policy information about who is asking for the reservation or the guarantee. This information can be a user I.D. or application I.D. 

2. That information is passed up to the policy enforcement point. Information about policy—about who is making the request—is stripped from the IP header, and passed up to a policy decision point. The protocol between the PDP and the PEP is a common protocol called COPS.

3. Information is returned from the data store, in this case, an Active DirectoryTM data store, using LDAP. 

If the PEP and the PDP together decide that an end user can have a reservation, the message goes along its path to the receiver. If the user’s policy prohibits a reservation or request, or insufficient bandwidth exists to fulfill the request, the request is rejected. 

In the signaling model, all this occurs dynamically. So, as each message comes out, the administrator can look in the directory and determine whether an end user has access and can have the requested bandwidth. 
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The provisioning model is very much a top-down, push model. Information is preconfigured, prestored, and pushed down to the PEP device.

This model is much more geared toward network devices. This diagram shows that a trusted host might be optionally marking packets. Policy data is first pushed down to the PEP—it’s not dynamic at all. Now, the two inbound requests come from a host, asking for a certain amount of bandwidth or for priority service. Information is passed to the PEP, and at that point a decision is made, based upon classifiers and filters that are already set up in the PEP.

Clearly this method is not dynamic. Even if the host marks the packets, the router can, in fact, re-mark them. The same action occurs when the request is approved: The packets go to the receiver, the request is rejected, and the rejection notice is sent back to the sender. 

The most important distinction between the two models is that one is dynamic and the other is quick-provisioned.
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This illustration shows how end-to-end QoS works. 

In the upper-left corner is a NetMeeting® conferencing software client. Currently, NetMeeting indicates whether the client is Windows 98–based on Windows 2000 platforms; if RSVP is being used, the client asks the network for priority. That request passes through a LAN environment and goes to a policy server, and it may very well be an RSVP-enabled campus network.

The policy server looks at the packet to see who is asking for the resource. The policy server then approves or rejects priority, based upon a policy stored in the Active Directory service, for instance. If it is accepted, the message is allowed to pass on through, and it may do a policy look up at several different points.

This process has taken place in the LAN environment. It may be repeated at the ingress to other crucial areas—in this diagram, a Diffserv backbone that could be an ISP. The point is that you need to place policy servers at strategic locations. You may have allowed the user to have a resource reservation on the LAN, but you may disallow it here, depending on what the user is asking for. 

At this point, SLA is enforced.
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These components make up QoS:

· RSVP, as discussed in previous sections.

· Diffserv, also covered in previous sections.

· Extensibility through an API that sits on both platforms is called GQoS (Generic Quality of Service). There’s also a traffic control API. The difference between these two is that GQoS abstracts much of the traffic marking and handling. Another API, called Local Policy Module, lets you add different types of mechanisms into a Windows NT® operating system environment, for RSVP specifically. 

· Policy protocols are also implemented. One is called SBM (Subnet Bandwidth Manager). This protocol allows you to do resource-based reservations in a particular subnet, whether the right amount of bandwidth is available or not. Also, authenticated RSVP with directory services is supported.

· Additional marking for media support includes 802.1p, as well as ISSLOW (Integrated Services over Slow Links). ISSLOW will probably be useful in your environments because it’s for dial-up connections. It lets you handle traffic marking and optimization over dial-up phones, and because it actually fragments packets, audio packets don’t get delayed behind larger data packets.

· Packet marking.

· Queuing and scheduling.
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This diagram shows one possible QoS architecture.

The box on the right side of the screen is a Windows 2000–based host. The cloud shape is actually a cross components that hooks up to Windows 2000. A box at the top signifies a crossover application such as NetMeeting or SAP.

You’ll see a QoS service provider, a traffic marking piece, a packet classifier, and a packet scheduler. In this diagram, the policy server is SBN.


[image: image23.wmf]Winsock2/GQOS API

n

Allows applications to request QoS 

they need

n

Targeted at quantitative and qualitative applications

n

Provides notifications to applications regarding 

availability of end

-

to

-

end QoS


The GQoS API is the piece that sits on the host, between QoS and the application that wants to signal. GQoS abstracts the difficulties, or the technicalities of understanding, the components involved in QoS from an application that does QoS calls, like NetMeeting. Because this API is targeted at both quantitative and qualitative applications, NetMeeting and SAP both can use it.

And the API gives back notifications to the applications about end-to-end QoS. If an application’s request is rejected by the network, that information passes back to the application so it can do something like tell the user that the requested resource isn’t available, ask whether the user wants to try again later, or ask if the user wants a lower level of service. Applications that currently use the GQoS API include NetMeeting, Kappa Three, SAP, and the Microsoft NetShow® server; others are forthcoming.
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As mentioned previously, GQoS abstracts the underlying QoS mechanisms from applications that are less aware. Yet GQoS allows QoS-aware applications to have very detailed control so that they can make very specific requests for bandwidth. 
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Sitting beneath the API is a piece called a Service Provider, which takes the API calls and calls out traffic control pieces as appropriate. It forms the path made up of information about the user and the application, takes information at the CODAP, and passes that information to the piece that actually does the marking. The Service Provider also formulates information from the network and passes it back to the application itself. 


[image: image26.wmf]Traffic Control (TC) API

n

The QoS SP uses the TC API to invoke kernel traffic control

n

“Third

-

party” applications may use TC API on behalf of other 

apps or groups 

of applications

l

Typically, network management applications

n

‘Traffic Control Consumers’

l

GQOS, management applications

n

‘Traffic Control Providers’

l

Packet scheduler driver, ATM NICs, etc.

n

Remoteable COM wrapper


Traffic Control, or TC API, is another way for an application to access traffic control components. It basically bypasses all the policy pieces and lets an administrator mark packets directly on a particular server. For example, you could have a network management application make a request on behalf of another application and mark packets for that application. Therefore, it is typically used by network management applications.

There is a remote-capable COM wrapper to this API. Once an application has sent a request, the service provider formulates the request and passes it off to Traffic Control, which handles all the other pieces. 
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Traffic Control, therefore, does the packet classification, and marks the packets for both Diffserv and 801.p, and shapes and sequences the packets. This is also where things like ISSLOW get invoked, if appropriate. Traffic Control also handles client-to-server jobs, or situations that involve math or Layer 2–level signaling. 

In summary, the Windows 2000 host is where the APIs and the Traffic Control pieces reside. 
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Another piece that also resides on Windows 2000, but that sits on a different server, is ACS. Active Channel Agent Services (ACS) is Microsoft’s current implementation of a policy server, and it’s very specific to QoS. In the future Microsoft will have another policy server that is more generic in overall networking overall; this one is meant to apply just to QoS policy.

ACS has a policy server that acts as an Active Directory service, and it also takes advantage of certain commonly used protocols, including RCP and SBM. Separate Bandwidth Management (SBM) allows administrators to determine whether enough bandwidth exists on a particular subnet and to apply policy accordingly. In other words, ACS will essentially allow you to set up policy and then approve or deny resources based upon the user ID, organizational unit, or enterprise level—in the future, it will also allow you to make decisions based upon application IDs.
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As a policy server, ACS looks at the packet, determines who is asking for a resource, and looks in the directory to ascertain whether the share can have the resource. It then does a resource check to see whether enough bandwidth is available. If it is, ACS actually enables that policy to be applied. 

A standard part of Microsoft Management Console (MMC), ACS has an MMC–based interface, from which you can create policy, based upon either an enterprise level or a subnet level. In other words, if you want to have a policy specific to a subnet, ACS will let you do that. 
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ACS enables you to set up policy in several ways:

· You can check policy both on a sender and on a receiver, so that you can apply policy when the message is going out from a sender or coming in to a receiver; when a message is coming back from a receiver to a sender; or in both directions. 

· You can check policy according to the type of traffic.

· You can set limits based upon the flow, either aggregate or per flow. 
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And finally, you can configure the logging information for the server itself, including accounting information and maximum per-flow rates.
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To summarize, Microsoft Windows 2000 for QoS has all the pieces you need to do traffic handling, packet marking, and requesting the APIs. QoS is very much dependent on host and network elements, so Microsoft’s contribution is only one part of the QoS picture. Because Microsoft recognizes that you also need good interoperability with the network elements, it works very tightly with most major network vendors. To give you an overall picture of QoS interoperability, the following section highlights some of these relationships. 

Microsoft has worked with Cisco to provide support for qualitative applications, which are applications that support things like SAP. That’s just the beginning. Cisco’s CAT 6K switch supports SAP, and Cisco also has a policy server that allows you to apply policy for applications like SAP. Cisco’s router and switches are fully enabled, as are those of many other vendors.

As for PEP/PDP support, a number of vendors offer policy servers or routers and switchers that have the ability to enforce or provide QoS. Lucent, HP Policy Xpert, Packateer, ExtremeNetworks, and Nortel are just some of the vendors that support PEP/PDP. 

SAP has just released a product that does signaling. It works in conjunction with a policy server to signal that it wants priority or some resource. Using an allocation administrator, you can create a policy in the policy server that specifies that any traffic from SAP should be marked in a certain way, which ensures that the packet is marked correctly once the information comes back from the policy server.

More and more QoS-enabled applications like SAP will begin to come out, and Microsoft is working internally as well as externally to make this a reality. 
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The other side of vendor support is 802.1p. When you’re doing 802.1p—that’s Layer 2—you need both network interface card support and switch support. Microsoft has worked with 3Com, Intel, Compaq, and others to provide support with the NICs and with Cisco, 3Com, ExtremeNetworks, Intel, and many others to provide 802.1p support in switches. 
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The message that needs to be evangelized now is that all persistent types of applications should be QoS aware. Microsoft is talking with application vendors and encourages you to do the same with vendors of the applications you use.

QoS awareness is important, both for IP-traffic-based and streaming-media-based applications as well as for ERP applications. What “QoS awareness” means is the application’s ability to provide its application ID, subtype, subapplication information, and other information, so that you can implement the traffic prioritization and traffic handling that you want in your network. 

Although this is becoming less of a priority, applications such as Web surfing and authentication should have top-down QoS provisioning in the network.


[image: image36.wmf]Summary

n

QoS for Windows

l

RSVP and Traffic Control (TC)

l

ACS 

–

Policy based resource management

l

API’s (Winsock2 GQoS, TC, Local Policy Module)

n

QoS enabled apps

l

NetMeeting, TAPI 3.0, 

Netshow

, major ERP vendor(s), others to 

follow….

n

ISP/Carrier deployments

l

Microsoft QoS program works with ISPs

n

QoS Policy, Management, Billing, SLA tools needed  

--

huge 

opportunity!

QoS and Policy is about enabling Network managers to control the

network


In conclusion, the important information you need to know about QoS for Windows 2000:

· QoS for Windows will provide RSVP signaling and traffic control. 

· The QoS policy server is called ACS.

· A suite of APIs that allow an application to signal or to request signaling on its behalf. 

· A number of QoS-enabled applications are currently available, including TAPI 3.0, NetShow, and SAP 

· Microsoft is actively encouraging network tool vendors to build management applications, such as billing and SLA tools.
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Microsoft, Active Channel, Active Directory, NetMeeting, NetShow, Windows, and Windows NT are either registered trademarks or trademarks of Microsoft Corporation in the United States and/or other countries. The names of actual companies and products mentioned herein may be the trademarks of their respective owners.
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QoS: Signaled

PDP

1) RSVP requests 

contain identity

Rejected requests

4) Approved requests

Directory Data Store

PEP

COPS

LDAP

2) Request forwarded 

to PDP

3) Policy Info 

returned
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Winsock2/GQOS API

		Abstracts details of underlying QoS mechanisms for QoS unaware applications

		But allows QoS savvy applications fine grain control of QoS functionality. 

		Netmeeting, TAPI 3.0, SAP, WMS soon and others
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ACS:  MS QoS Policy Server

		Leverages SBM functionality:

		Ability to insert itself into reservation path

		Topology awareness

		Couples resource reservation with directory services in an open manner

		Local Policy Module interface (on ACS)

		Enables approval/denial of resources based on user ID, organizational unit, policies
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Partner Activities

		Cisco:  

		Qualitative Appl Support in Cat6K switches and QPM

		Router: RSVP & SBM/DSBM; Switch: 802.1p 

		SAP

		SAP R/3 4.x supports simple qualitative QOS via GQoS API (appl., version and execution subsystems (terminal services, g/w services…) 



Nov 99 Product Ship

PEP/PDP support

		Lucent

		H-P PolicyXpert 

		Packeteer 

		ExtremeNetworks

		Nortel

		…
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Applications

		All persistent applications should be QoS aware

		quantitative: Netmeeting, Netshow, TAPI3

		qualitative: ERP, etc. (e.g.  SAP)

		provide application ID and sub application ID

		Network management applications top-down provision QoS on behalf of non-persistent applications

		web-surfing, authentication, etc. 
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ACS Configuration

Bandwidth that can be used by these types of applications

Other tabs include logging and accounting information
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Summary

		QoS for Windows

		RSVP and Traffic Control (TC)

		ACS – Policy based resource management

		API’s (Winsock2 GQoS, TC, Local Policy Module)

		QoS enabled apps

		NetMeeting, TAPI 3.0, Netshow, major ERP vendor(s), others to follow….

		ISP/Carrier deployments

		Microsoft QoS program works with ISPs

		QoS Policy, Management, Billing, SLA tools needed  -- huge opportunity!



QoS and Policy is about enabling Network managers to control the network
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Partner Status

		802.1p NIC

		3COM, Intel, Compaq and others

		802.1p switches

		Cisco, 3COM, ExtremeNetworks, Fore, …





What equipnent needed for deploymnet

need 3com switch version

cisco - can run 12.0 w/ some problems
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ACS Policy

		Direction policy applies to - send, receive, both

		Type of traffic

		Per flow and aggregate limits for the user or OU
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Partner Activities In Summary
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ACS
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Traffic Control (TC) API

		The QoS SP uses the TC API to invoke kernel traffic control

		“Third-party” applications may use TC API on behalf of other apps or groups 

of applications

		Typically, network management applications

		‘Traffic Control Consumers’

		GQOS, management applications

		‘Traffic Control Providers’

		Packet scheduler driver, ATM NICs, etc.

		Remoteable COM wrapper
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Kernel Traffic Control

		Packet classification

		Packet scheduling

		Differentiated service field setting

		802.1p header generation

		ISSLOW (latency reduction on slow links)

		Invocation of layer 2 signaling (e.g., ATM)

		Greedy Vs. Non-Greedy functionality
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QoS Service Provider

		Invoked by applications via GQOS

		Generates RSVP signaling to network

		including policy checks with ACS and industry standard routers 

		Provides feedback to apps

		Invokes kernel traffic control

		Can suppress either RSVP signaling 

or local traffic control 
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Overview of Microsoft QoS Components
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MS QoS Architecture



QoS-aware 

application

QoS SP

TCP/IP

Packet 

Scheduler

Netcards

Network mgmt. 

application

WinSock2
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At the Bottom of the Windows Stack there is a Traffic Control Multiplexor

Classifies Packets into Flows

Schedules Outgoing Packets according to the Flow’s Traffic Parameters

Flow Establishment

GQoS established flows via RSVP

One specific classifier per flow

Traffic Control API will establish flow

Generic/multiple classifiers per flow

By default - always a Best Effort Flow

Traffic Isolation - limit interference
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Winsock2/GQOS API

		Allows applications to request QoS 

they need

		Targeted at quantitative and qualitative applications

		Provides notifications to applications regarding availability of end-to-end QoS
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Microsoft QoS Components

		RSVP 

		Differentiated Services (DiffServ)

		Extensibility via APIs: GQoS, TC, LPM

		Policy: SBM, Authenticated RSVP with Directory Services (Active Directory)

		Media support: 802.1p, ATM, ISSLOW

		Packet marking

		Queuing/Scheduling





Admission Control Service (ACS) manages QoS policy

RSVP policy

Differentiated Service policy (via RSVP/DiffServ integration)

Ability to insert itself into reservation path

Topology awareness

Active Directory integration

QoS policy stored in the directory

Policy enabled

Enables approval/denial of resources based on user ID, organizational unit, policies

Policy is per subnetwork/per user

Can be abstracted to per Enterprise/Per Group

Enables approval/denial of resources based on user ID, service requested, etc. 

Can map reservation requests into priority 

Extensibility

LPM interface (on ACS)

IDPE interface (on hosts)

Third party support (I.e. COPS client and server)
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An End-to-End Example of QoS and Policy
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QoS (with RSVP and DiffServ)

RSVP-enabled 

campus network

RSVP-enabled 

campus network

Differentiated service network(s)

Policy: “Yes, you may have Priority Gold” or “No, you may not have Priority now”



Service Level Agreement:

PHB = EF; TokenBucket = TB2

(e.g. equiv to virtual leased line)

Policy server

Client: “May I have Priority, Please”

NetMeeting Client

Data Store

NetMeeting Client





































































































































































































































































































































































































































































































































































































































































































































































































































































































































Differentiated services (diffserv) offers scalable QoS

quantitative applications (e.g. multimedia) 

qualitative applications (e.g. SAP)

Diffserv has no inherent admission control

thus need Policy (policing)

necessary for quantitative applications

RSVP provides admission controlled QoS for quantitative applications

 scalability is questioned.

 Diffserv + RSVP - a match made in heaven

diffserv extends the reach of RSVP 

relies on mapping of intserv to diffserv services
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QoS: Provisioned

PDP

Rejected request

4) Approved request

Directory Data Store

PEP

(Classifiers / Filters)

1) Policy Data is pushed down

2) Inbound request

“Trusted Host”

Host

optionally
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RSVP Signaling

Sender

Receiver

PATH

RESV















































































































































































































































































RSVP:

Resource reSerVation Protocol

Signaling protocol

Operates at Layer 3 (IP)

Inherent topology awareness

Reservation request

Flowspec - specifies QoS

Filterspec - specifies the flow that gets the QoS

Signaling messages

PATH

Setup state through the network

Carries QoS parameters advertised by the sender 

Carries policy data

User ID

Application ID

RESV

Retraces same route as PATH

Reserves resources in the network

Carries QoS parameters requested by the receiver

Carries policy objects

User ID

Application ID





Unidirectional

Soft state. Refresh every 30 sec
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Policy: Why is it Needed?

		Policy is required for end2end QoS consistency:

		Users and applications are no longer treated equally



Allow Joe in Marketing to setup NetMeeting calls between 9am and 5pm

Mission critical SAP traffic should be given priority at all times.

		Required for network admins to control the network



How will SLA enforcement occur?

		ISPs will charge for value added services

		Admission Control allows / disallows flows based on resources and policy
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QoS Policy Models

		Models: Signaled and Provisioned

		Policy store

		Contains the policy data 

		Policy Decision Points (PDPs)

		Makes policy decisions based on info in data store

		Policy Enforcement Points (PEPs) 

		The devices (e.g. routers, switches, hosts) enforcing decisions on packet priority

		Hosts

		Optionally shaping and marking traffic

		Signal user and application Ids
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Policy Models

ISP’s DS network

PEP

(Router)

PDP

(Policy Server)

Policy Store

(Directory)

PEP/PDP

(ACS)
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Deploying Policy










_1011358499.ppt


RSVP, DiffServ Combined

		RSVP-enabled devices indicate availability of requested bandwidth immediately.



		DiffServ is used where RSVP is not enabled (e.g. core network, expensive WAN links)



		DiffServ enables looser prioritization of  traffic than signaled QoS, allowing end- to-end QoS in heterogeneous networks

		Aggregate data handling

		Scales more easily across large networks
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RSVP, DiffServ Combined

		DiffServ enables RSVP to scale to large networks

		RSVP enables DiffServ to offer stricter guarantees
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Differentiated Services (Diffserv)

		Layer 3 (IP) QoS Mechanism

		Diffserv aggregates traffic into distinct classes.

		DS field (6 bits) in the IP header carries classification information.

		Obsoletes IP Precedence, TOS bit





Some PHBs

Best Effort

Assured Forwarding (AF) - high probability of delivery

Premium

Expedited Forwarding (EF) - low loss, low latency, low jitter, assured bandwidth
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QoS: What’s the Problem?

		There are bottlenecks 

		Local Loop between Customer and ISP

		Streaming Media Server Farms on a Corpnet

		Net Managers need to allocate bandwidth and control delay

		“SAP is more important than web”

		IP telephony has to work



no loss, minimize delay and jitter

		Prioritizing non-persistent traffic (e.g. Web)
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QoS Mechanisms

		QoS is an umbrella term that covers many mechanisms:

		Reservations and Admission Control



RSVP

		Prioritization, Class of Service (CoS)



Differentiated Services - IP

802.1p – Ethernet

		Traffic shaping and scheduling

		Policy Management



Directory and Schema

Policy Servers in the network

Policy Protocols – e.g. COPS
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RSVP

		End-to-end QoS signaling protocol

		who am I? (user ID, application ID)

		how can you recognize me (IP addrs/ports)? 

		what do I want? (service type, quantity)

		what part of the network will I impact?

		Carries policy information (e.g. user ID)

		Per-flow signaling

		Requires per-flow state and processing

		Enables admission control/stricter guarantees

		Traditionally suited to quantitative applications

		quantifiable resource requirements

		persistent sessions

		Qualitative application support now





(e.g. Controlled Load @ 1.5 Mbps) 
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Why QoS?

		Efficient usage of network

		Traffic prioritization

		Voice/Video/Data integration

		Policy Networking

		Application aware networking



Manage network resources from a business perspective
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Topics

		Overview of QoS

		Why does QoS need policy

		Deploying Policy

		An End-to-end QoS & Policy Example

		Windows 2000 QoS Components

		Summary

		Discuss ITG QoS Findings (demo?…)
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Overview of QoS
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Quality of Service












