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Why?

n

To provide a satisfactory experience for users.

n

Optimization of server performance based on its role, 

e.g: FTP uses less memory than WWW service

n

Performance of a server changes over a period as traffic 

and site content change.


This module approaches the concept of performance tuning from two sides:

· Where bottlenecks occur, what creates them, and how they can be avoided

· Tools that help detect those bottlenecks so you know when you have a problem

The goal of performance tuning is to provide a satisfactory experience for users. You may even decide that it’s better to have fewer users who are getting the level of performance that they need, rather than to serve more people at a less than satisfactory level. At this point, you may stop allowing incoming connections to a server or Web site because degradation is starting to affect the people who are already connected. 

Optimization is key to performance tuning. To define what optimization means for a particular server and identify how to achieve it, you need to begin by looking at that server’s role. 

Also, it’s important to understand that, over time, a server’s content and purpose changes, as does the hardware itself. A server is not something that you can just set up and then walk away from. Good performance tuning requires management, oversight, and review. 
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n

Disk Optimization

l

Avoiding Hard

-

disk bottlenecks

n

Memory Management

l

Balancing memory requirements against disk access 

speed

n

Processor Utilization

l

Finding Processor bottlenecks, and throttling use by 

applications

n

Network Capacity

l

Planning network capacity, and maximizing 

connection performance


On any server, you can expect to see bottlenecks in four places:

· The hard disk

· RAM

· The speed, power, and number of CPUs

· Network capacity—if the network is saturated, performance will be degraded, regardless of the server’s size

Your job is to figure out which of these areas is causing the bottleneck and then decide what to do about it. None of these areas really stand alone as isolated processes; they all rely on one another. Therefore, you can’t just monitor one possible problem area and base your actions on what you see there. 

A classic example is when administrators notice a great deal of disk activity and conclude that a new hard disk is needed. When they look at some of the memory counters, however, they realize that the problem is actually insufficient RAM. The server is constantly writing to the page file, so it looks like a lot of disk activity. 

Therefore, it is crucial that you be aware of how these different areas relate to one another. 
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n

System Monitor

l

To monitor your server’s activity and summarize its 

performance at selected intervals.

n

Event Viewer

l

Records Events like errors, successful start of a service, 

failure to start a service

n

Task Manager

l

Used to view and manage ongoing tasks and threads


Several tools are available to help you find a bottleneck. Although the tools have gotten somewhat more robust in the Windows® 2000 operating system, the set is the same:

· System Monitor enables you to look at connected users and the shares they’re connected to.

· Event Viewer captures very specific events. In Windows 2000, Event Viewer can record many more events than it could in Windows NT®. 

· Task Manager is still a good way to get a snapshot of a server so that you can find out how hard the CPU is working, how much memory is available, what processes are causing problems, and other information of that nature.
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n

Network Monitor

l

Captures information on traffic to and from a computer, 

and gives detailed information about the frames being 

sent and received.


Continued

· Network Monitor gives you a way to analyze traffic. For example, if someone is trying to attack your server and bring it down, the Performance Monitor can capture information so that you can figure out where the traffic is coming from, what type of traffic is being generated, and so on.
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n

Hard disk bottlenecks are most often seen on sites with 

very large file sets and accessed randomly.

n

IIS file access is directly proportional to amount of RAM 

in the system, number and size of files requested.

n

If the %Disk Time counter is high while CPU and 

network are not, you have a disk bottleneck


When it comes to disk optimization, there are a few key points to keep in mind:

· A server running disk-bound applications or disk-bound content is making a lot of trips to the hard disk. Compared to everything else that happens on that server, accessing the hard disk takes an incredibly long amount of time. Therefore, the more RAM, the better your performance will be; because the system can carry more data in RAM, those trips to and from the hard disk will be faster. 

· As with any system, access to files in Microsoft® Internet Information Services (IIS), the Web server built into Windows 2000 Server, is proportional to the amount of RAM in the system. The more RAM a system has, the more it can cache and make available to users. At some point, you’ve got to study the correlation between the amount of content and the amount that gets used a lot. Generally, what you’ll find is that a relatively small percentage of content gets accessed most of the time. 

Home pages a great example. Because users access the home page on your site more than any other page, you’d expect to find this kind of content in RAM more often. If you’re running so many sites that you can’t keep all your home pages in RAM, you’re going to see a lot of disk activity as a result. 

· In general, if the %Disk Time is high, but the CPU and network percentages are not, the problem is a disk bottleneck. However, you will also want to check your memory counters; this situation may also indicate lots of cache misses that force the system to go to the hard disk for information when that shouldn’t be necessary.
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n

Methods to improve Disk performance

l

Use RAID to improve disk access

l

Use Disk drives with cache

l

Use Disk Controllers with Cache

l

Increase the memory in the system and the cache size 

of IIS


RAID, the redundant array of independent disks, is a wonderful solution for disk optimization. Windows 2000 continues to support the soft implementation of RAID—and now it no longer requires you to reboot the server. Also, the newer disks support the mirror-set, the stripe-set, and so on, without requiring a reboot. 

There are few things you should keep in mind if you use RAID to improve disk performance:

· As the environment grows, the hardware implementation of RAID generally becomes a more popular option. 

· The more cache your disk drives and disk controllers have, the better your disk performance will be. 

· Realize that the IIS cache parameter also affects performance. For example, if you have a machine that is a dedicated Web server, you can increase its performance by changing in the registry the amount of variable RAM set aside for IIS cache pages.
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n

Key Memory Management Issues

l

RAM Usage

l

Balancing Memory Use Against Response Speed


RAM also plays an important role in memory management in two ways:

· How RAM is used

· Balancing the use of RAM against response speed
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n

Dependencies for IIS RAM Usage

l

The amount of RAM used for cache

l

The size of the swap file

l

The amount of free disk space

l

The number of services running

l

The type of Processor

l

The Size of content files

l

The number of content files

l

Number of open connections

l

Other applications that require RAM


As mentioned previously, the more data that can be put in RAM, the better return you should see. When you apply this rule specifically to IIS, you have to look at the size of your IIS cache, how many services you have running, how many and what types of processors are running—really all the same considerations that apply to building bigger, better boxes. 

The other issue is that service providers tend to have smaller pages than those in an enterprise environment. For example, in a business environment, 1,000 users might get to work at 8:15 A.M., log on, and download that Microsoft Excel spreadsheet that they were working on yesterday. That is, in an enterprise, users are accessing big files less frequently.

Conversely, in your environment, you tend to experience much more frequent hits to the server with smaller files. As a result, if this data can’t be kept in RAM, your servers will be making too many trips to the hard disk. 

And finally, the old rule of thumb applies: If you don’t need the service, don’t install it. 
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n

Balancing Memory Use Against response Speed

l

To increase request response speed you must 

dedicate memory or processor resources to individual 

connections, thereby reducing resources available for 

other applications during times when requests are not 

being received

l

Sites with different IP addresses but the same port 

number share the same set of sockets. Thus, creating 

multiple sites with different IP address but all using 

port 80 does not significantly increase the non

-

paged 

memory consumption of IIS . IIS uses these sockets 

flexibly among all of these sites, reducing its resource 

consumption. 


Another important memory management practice is to balance memory against response speed. Basically, you must look at how much RAM you have and decide how many users can be handled with that amount. This decision touches on a philosophy mentioned earlier—that at some point, you may prevent new connections so that users who are already connected get the level of response that they are used to.

Also, keep in mind that sites with different IP addresses but the same port number share the same set of sockets. If you’re doing public Web hosting, you have no a choice but to use Port 80. Therefore, it’s important to keep in mind that at some point your use of Port 80 may reach maximum. 
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n

Counters used for Tuning Memory

l

Cache Flushes

l

Cache Hits

l

Cache Hits %

l

Cache misses

l

Cache File handles

l

Directory Listings

l

Objects

v

Note:

These counters belong in Internet Information Services 

Global Performance Object


Many counters can also be used for tuning memory. The counters listed here are all found in the Internet Information Services (IIS) Global Performance Object.

The counters in an IIS server can help you assess things like cache flushes, for example. If the server frequently has to dump pages from RAM in order to bring in new pages, it doesn’t have sufficient space to store the content that users want access to. 
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n

Estimating Traffic

l

If the number is set slightly higher than the actual 

number of connections, the connections are made 

faster and server performance is improved. If the 

number is set much greater than the actual 

connection attempts, server memory is wasted, 

reducing overall server performance


Estimating traffic is another important aspect of memory management. 

You need to estimate how many concurrent connections your system will be handling. Take this number, raise it slightly, and set the server for this number. Then continue to monitor it. If you set the number too high, you’re wasting memory, which is never a good idea.
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n

Estimating Traffic

1.

Use System Monitor to log the value of the Total 

Connection Requests counter and the Current 

Connections counter, both of which are in the Web 

Service object. 

2.

Collect data in log files for several days if possible, to get 

a realistic record of the conditions that your server 

experiences. 

v

Note:

Some connection requests may fail, so the Total 

Connection Requests counter is not necessarily fully 

accurate


Estimating Traffic, Continued

· Use System Monitor to look at the total number of connection requests, the number of connections that were denied, how long people were connected, and the types of activities that they performed during that connection. For example, were the connections active, with lots of moving around and opening pages, or were the users connected but not really accessing anything? 

· Collect data in log files to understand the server’s usage patterns. For example, in a business environment, administrators expect to see very heavy usage early in the morning. No doubt a similar situation exists in your environment. You might see heavy usage at certain times—for instance, when the business day starts on the east coast. 

Therefore, it’s important to monitor usage for an extended period of time; longer monitoring periods will yield more reliable averages. And then you can utilize these numbers to make informed decisions about how to maintain high performance during periods of heavy use.
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n

Estimating Traffic

1.

In the Internet Information Services snap

-

in, select 

the Web site and click the 

Properties

button to 

display its property sheets. 

2.

On the 

Performance

property sheet, set the value 

slightly larger than the estimated number of 

connections you anticipate receiving in a 24

-

hour 

period. 


Estimating Traffic, Continued

To help you manage memory effectively, IIS includes a tool for estimating traffic. The Performance property sheet features a slider that lets you set how many people you expect to hit the site and how many connections you expect to see. In this way, you can allow more memory for more connections just by moving the slider. Again, for this setting you want to pick a number that is a little larger than the number of expected hits. Make sure you reserve enough RAM for the activity on that server.
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About Processor Utilization

Identify Processor Bottle: 

Processor bottlenecks are characterized by very high 

CPU % Utilization numbers while the network adapter 

card remains well below capacity. If CPU % Utilization 

is high, you can:

l

Upgrade the CPU. 

l

Add additional CPUs to the same computer. 

l

Replicate the site on another computer and          

distribute traffic across both computers. 

l

Move processor

-

intensive applications such as 

database applications to another computer. 


A processor bottleneck occurs when a very high percentage of the CPU is being utilized fairly often. You can expect CPU use to spike—that’s a normal, quick response to an event. But if a CPU consistently runs at approximately 90 percent or above, that indicates a processor problem. In this case, there are a number of actions you can take:

· Upgrading the CPU is usually a good idea. 

· Additional CPUs can help.

· Move some of the processors off that machine onto another one, or implement network load balancing policies. (See the “Network Load Balancing” module for more information.) By spreading content across a number of servers, you are in effect spreading out the impact of the hits to all those servers. 

Note: As you add more processors and more RAM, don’t forget about your level 2 cache. The L2 cache should grow as the amount of RAM increases, or you may not realize the performance gains you expect. 
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n

About Network Planning

n

Choosing the right connection

n

Calculating Connection Performance

n

Throttling Bandwidth

n

Limiting Connections and Setting Connection Timeout

n

Enabling HTTP Keep

-

Alives

n

Enabling HTTP Compression


Network capacity is another important area of performance tuning. There are a number of capacity issues to keep in mind:

· Be aware of the saturation of the network card. If you are running on a 10-MBps card, you’re going to saturate it quickly. 

· You can throttle the CPU power allocated for a Web site just as you do for a server, and for essentially the same reason: You do not want a particular Web site to consume more resources than it’s supposed to have.

· As discussed earlier, limiting connections is an excellent way to plan network capacity.

· Set some connection timeout values in cases where connections do not break on their own. 

· HTTP Keep-Alives are when you open a browser session, minimize it, but keep the session running. HTTP Keep-Alives are wonderful, provided that the browser that your customer is using can handle them. 

· A new feature called HTTP Compression actually compresses data before it goes out on the wire. There’s a trade-off, of course, because more CPU resources are required for the compression.
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n

Throttling the connection bandwidth of IIS, you can 

maintain available bandwidth for other applications, 

such as e

-

mail or news servers. 

n

Throttling bandwidth on individual sites assures that 

bandwidth is available for all the sites sharing the 

network card. 

n

Bandwidth limits set on individual Web sites overwrite 

the limits set on the computer level.


Bandwidth restrictions can be applied by Web site or by application. An example of the latter would be cases in which you’re willing to sacrifice the performance of e-mail servers to make sure that the Web site performs better. 

Set bandwidth restrictions globally for all sites. You can then independently raise or lower the bandwidth allocated to specific sites, depending on usage patterns, the customer’s service plan, and so on.
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n

By limiting the number of simultaneous connections to 

a Web site, you can conserve resources for other 

services using the same connection, or other 

applications using the same computer 

Note: that most browsers typically make up to four 

simultaneous connections to download text and 

graphics from a page.


Like limiting incoming connections, limiting simultaneous connections helps ensure that the users who are already connected are able to get to the resources they need. 
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n

On a moderately busy site, IIS can completely saturate a 

10

-

Mbps Ethernet card. To prevent the server from 

being restricted by limited network capacity, use either 

multiple 10

-

Mbps Ethernet cards, or install a 100

-

Mbps 

Ethernet or FDDI network card. To check for network 

saturation, check for CPU % Utilization on both the 

client and the server

.


Finally, network connection capacity is an important consideration in performance tuning. The goal is to avoid saturating the network card; a 10-MBps card can become saturated fairly quickly. To check for saturation, look at the percentage of CPU utilization on both the client and the server. 
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Memory Management

		Dependencies for IIS RAM Usage

		The amount of RAM used for cache

		The size of the swap file

		The amount of free disk space

		The number of services running

		The type of Processor

		The Size of content files

		The number of content files

		Number of open connections

		Other applications that require RAM
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Common Tools for Performance Tuning

		System Monitor

		To monitor your server’s activity and summarize its performance at selected intervals.

		Event Viewer

		Records Events like errors, successful start of a service, failure to start a service

		Task Manager

		Used to view and manage ongoing tasks and threads
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Performance Tuning

Why?

		To provide a satisfactory experience for users.

		Optimization of server performance based on its role, e.g: FTP uses less memory than WWW service

		Performance of a server changes over a period as traffic and site content change.
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Disk Optimization	

		Hard disk bottlenecks are most often seen on sites with very large file sets and accessed randomly.

		IIS file access is directly proportional to amount of RAM in the system, number and size of files requested.

		If the %Disk Time counter is high while CPU and network are not, you have a disk bottleneck
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Memory Management

		Estimating Traffic



Use System Monitor to log the value of the Total Connection Requests counter and the Current Connections counter, both of which are in the Web Service object. 

Collect data in log files for several days if possible, to get a realistic record of the conditions that your server experiences. 

Note:  Some connection requests may fail, so the Total Connection Requests counter is not necessarily fully accurate
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Key Components of Performance Tuning a Website

		Disk Optimization

		Avoiding Hard-disk bottlenecks

		Memory Management

		Balancing memory requirements against disk access speed 

		Processor Utilization

		Finding Processor bottlenecks, and throttling use by applications

		Network Capacity

		Planning network capacity, and maximizing connection performance
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Disk Optimization

		Methods to improve Disk performance

		Use RAID to improve disk access

		Use Disk drives with cache

		Use Disk Controllers with Cache

		Increase the memory in the system and the cache size of IIS
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Common Tools for Performance Tuning. Cont

		Network Monitor

		Captures information on traffic to and from a computer, and gives detailed information about the frames being sent and received.
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Memory Management

		Key Memory Management Issues

		RAM Usage

		Balancing Memory Use Against Response Speed
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Memory Management

		Estimating Traffic



In the Internet Information Services snap-in, select the Web site and click the Properties button to display its property sheets. 

On the Performance property sheet, set the value slightly larger than the estimated number of connections you anticipate receiving in a 24-hour period. 
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Memory Management

		Counters used for Tuning Memory

		Cache Flushes

		Cache Hits

		Cache Hits %

		Cache misses

		Cache File handles

		Directory Listings

		Objects



Note: These counters belong in Internet Information Services Global Performance Object
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Memory Management	

		Balancing Memory Use Against response Speed

		To increase request response speed you must dedicate memory or processor resources to individual connections, thereby reducing resources available for other applications during times when requests are not being received  

		Sites with different IP addresses but the same port number share the same set of sockets. Thus, creating multiple sites with different IP address but all using port 80 does not significantly increase the non-paged memory consumption of IIS . IIS uses these sockets flexibly among all of these sites, reducing its resource consumption. 
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Memory Management	

		Estimating Traffic

		If the number is set slightly higher than the actual number of connections, the connections are made faster and server performance is improved. If the number is set much greater than the actual connection attempts, server memory is wasted, reducing overall server performance
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Network Capacity

		About Network Planning

		Choosing the right connection

		Calculating Connection Performance

		Throttling Bandwidth

		Limiting Connections and Setting Connection Timeout

		Enabling HTTP Keep-Alives

		Enabling HTTP Compression
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Processor Utilization

About Processor Utilization

Identify Processor Bottle: 

    Processor bottlenecks are characterized by very high CPU % Utilization numbers while the network adapter card remains well below capacity. If CPU % Utilization is high, you can:

		 Upgrade the CPU. 

		 Add additional CPUs to the same computer. 

		 Replicate the site on another computer and          distribute traffic across both computers. 

		 Move processor-intensive applications such as database applications to another computer. 
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Limiting Connections

		By limiting the number of simultaneous connections to a Web site, you can conserve resources for other services using the same connection, or other applications using the same computer 



Note: that most browsers typically make up to four simultaneous connections to download text and graphics from a page. 
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Restricting Bandwidth

		Throttling the connection bandwidth of IIS, you can maintain available bandwidth for other applications, such as e-mail or news servers. 

		Throttling bandwidth on individual sites assures that bandwidth is available for all the sites sharing the network card. 

		Bandwidth limits set on individual Web sites overwrite the limits set on the computer level.
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Network Connection Capacity

		On a moderately busy site, IIS can completely saturate a 10-Mbps Ethernet card. To prevent the server from being restricted by limited network capacity, use either multiple 10-Mbps Ethernet cards, or install a 100-Mbps Ethernet or FDDI network card. To check for network saturation, check for CPU % Utilization on both the client and the server. 
















