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overview

This document helps application service providers (ASPs) learn how to use the Microsoft® Exchange 2000 Server platform to develop and deploy hosted services. 

Hosted services are applications that customers can purchase but are hosted and managed by an ASP. In effect, customers outsource all or part of their information technology departments. Exchange is uniquely suited as a platform for hosting because messaging and collaboration are among the most important applications for commercial hosting due to their broad use and acceptance. Exchange 2000 builds on the architecture of Exchange Server 5.5 and Microsoft Commercial Internet System (MCIS), providing an excellent platform for hosting. Exchange 2000 provides commercial-grade scalability, partitioning of services, development features, and extensive native messaging and collaboration features. 

This document discusses key planning and configuration issues that you should consider when deploying Exchange 2000 as a hosting platform. This paper provides a broad overview of how to use Exchange 2000 as a hosting platform and points to sources of more detailed information. This paper assumes that you are designing the architecture or managing the operations of an ASP. This document does not describe detailed topological scenarios, APIs, or provide examples of how you can extend the features of Exchange 2000. A companion document, the Exchange 2000 ASP Deployment Guide, provides a step-by-step approach to deploying and configuring Exchange 2000 for hosted environments.

Planning for, installing, configuring, and maintaining Exchange 2000 requires a highly trained team. Microsoft Consulting Services (MCS) can play an important role in designing, planning and deploying your commercial service delivery platform, so that you can take advantage of the enhancements and integrated functionality that Exchange and Windows® 2000 Advanced Server offer. 

This white paper is based on Exchange 2000 Release Candidate 1 (RC1), which may not include all features. In addition, known issues may exist. When possible, these issues are documented in the white paper. This white paper will be updated as soon as Exchange 2000 is finalized or when Microsoft releases a service pack for Windows 2000. 

asp service delivery models and Exchange 2000

Application service providers (ASPs) are rapidly gaining attention as the next wave of outsourcing solutions to take advantage of the widespread use of Internet technologies designed to offer operational cost savings to business customers.  

The term ASP has been used broadly in the industry to mean providers of outsourced applications. In general, the ASP model consists of hosting business applications in a way that reduces costs and provides economies of scale to businesses of all sizes. 

The ASP business model offers significant opportunities for current and future revenue growth to various classes of vendors and suppliers. For example, traditional systems integrators can use the ASP model to leverage their expertise in delivering professional services and custom solutions. These companies can generate recurring revenues by charging ongoing hosting fees beyond the initial system development revenues.  

ASP managed messaging services is an emerging area where service providers are offering a wide range of integrated communication functions. These services are tailored to a particular customer’s needs or are offered horizontally, sometimes with added workgroup functionality (for example, calendaring and scheduling), collaboration (for example, Instant Messaging and real-time collaboration), unified messaging, and wireless computing. By hosting their customers’ messaging and collaboration infrastructure and applications, ASPs are helping a growing number of businesses focus on their core competencies—instead of on technology.
Microsoft created Exchange 2000 with ASP hosting as a key design goal. Exchange 2000 Server builds on the strengths of Exchange Server 5.5 to better meet the demands of ASPs. With Exchange 2000, ASPs can offer new, exciting functionality to their customers in a cost-effective and highly reliable manner. Exchange 2000 enables ASPs to guarantee better service to customers by delivering greater reliability and security. It allows ASPs to keep up with the growth of their businesses by making it easy to add new customers and new server storage to their systems. New management features in Exchange 2000 allow ASPs to drive down operational costs. And Exchange 2000 provides new out-of-the-box services as well as a platform for developing custom services that can help ASPs differentiate their offerings from the competition and increase revenue opportunities. This document is designed to help you plan for your managed messaging and collaboration services.  

HOSTING EXCHANGE 2000 ON THE WINDOWS DNA PLATFORM

Because of its multi-tier architecture, the Windows DNA platform is an ideal environment for hosting Exchange 2000 Server. Based on Windows 2000, Windows DNA is a comprehensive, integrated platform you can use to build and deploy applications for The Business Internet—from high-traffic e-commerce Web sites to enterprise supply chain integration—and provides a fast, easy route for Web application development. For more information about Windows DNA, go to http://www.microsoft.com/dna. For information on building Web sites using the Windows DNA platform, go to http://msdn.microsoft.com/library/default.asp?url=/library/en-us/dndna/html/dnablueprint.asp 
.  

Microsoft designed the Windows DNA architecture to provide the following benefits:

· Scalability

· High availability

· Tight security

· Manageability 

The following sections describe each of these benefits in detail.

Scalability 

To make your Exchange 2000 system scalable, you can deploy your servers in a front-end and back-end configuration. The front-end system is a collection of stateless protocol servers that clients connect to. The front-end servers route or proxy requests to the back-end servers, some of which are also Windows domain controllers. The back-end servers provide the basic services of Exchange 2000. The following illustration shows an Exchange 2000 deployment in a front-end and back-end configuration.
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Figure 1. Exchange 2000 in a front-end and back-end configuration

When a client connects to a front-end server, the server polls the Windows 2000 Active Directory™ service to authenticate the user. Along with the user authentication, the back-end mail store and multiple database of the user are passed to the front-end server. Once the client’s credentials are validated, the front-end server either gets the contents of the mail store from the back-end server and renders a view of the mailbox (which includes the folder structure) to the client by means of HTTP, or the front-end server passes Post Office Protocol version 3 (POP3) or Internet Message Access Protocol version 4 (IMAP4) protocol requests to and from the client and to and from the store. 

In this type of configuration, your front-end servers must be able to communicate with Active Directory through remote procedure calls (RPCs). The front-end servers must register to receive notifications from Active Directory and use RPC to do this. 

Note: MAPI clients such as Outlook® 2000 connect directly to the store and communicate by means of the standard mechanisms based on MAPI RPCs. For more information about using Outlook 2000 as a client, see “Clients” later in this paper.

Load-balancing systems, such as Network Load Balancing Services (NLBS) or load-balancing hardware solutions, distribute the load across the systems on each tier. You can add servers one or two at a time, depending on the capacity you need. It is recommended that you configure at least two servers as Windows 2000 domain controllers for a typical data center.

High Availability

Configuring hosts in an NLBS cluster makes your front-end systems highly available, and load balancing distributes the load across the hosts. Building failure detection into the load-balancing system also increases availability. When a host fails or goes offline, NLBS automatically reconfigures the cluster to redirect client requests to the remaining computers in the NLBS cluster. Once you’ve completed the necessary maintenance, the offline computer can transparently rejoin the cluster and regain its share of the workload. 

For more information on configuring NLBS, see the NLBS online documentation: 

1. Log on to your front-end server. From the desktop, right-click My Network Places, and then select Properties.
2. Right-click the network adapter running NLBS and select Properties.
3. Select Network Load Balancing, click Properties, and then click Help.
You can make your back-end systems highly available by using failover clustering for each partition. Failover clustering means that an application can resume functioning on another computer that has access to the disk subsystem of the failed system. Partition failover occurs when the primary node supporting requests to the partition fails and requests to the partition automatically switch to a secondary node. For failover to work, the secondary node must have access to the same data storage as the failed node. The data storage should also be replicated. A replica increases the availability of a site by being available at a remote geographic location. You create replicas of your data storage using storage area network (SAN) management software from a third-party vendor. For more information on failover, see the white paper Introducing Windows 2000 Clustering at http://www.microsoft.com/windows2000/techinfo/howitworks/cluster/introcluster.asp. 
The front-end systems function as protocol proxies to the back-end systems, providing a reliable and scalable architecture. While the front-end protocol servers do not require stateful operation, the back-end Exchange servers maintain connection, so you should make sure your back-end servers have the CPU and hard disk performance capabilities required for high-capacity, high-reliability storage access. These back-end servers should be large multiprocessor computers that are connected to each other by a high-speed connection and isolated from the Internet or any public network connections. To provide high availability, you should deploy these servers in a clustered environment based on two active nodes with common disk storage. If any one server stops functioning, failover automatically shifts its load to another server to provide continuous service. Windows 2000 Advanced Server provides two-node clustering in conjunction with Exchange 2000. For information on how to ensure multiple database integrity in case of failover, see the companion to this white paper, Exchange 2000 ASP Deployment Guide.
This multi-tiered approach, which incorporates front-end and back-end servers, also helps you address three mail load issues: 

· Secure Sockets Layer (SSL) overhead. You can use SSL for the connection between the client and front-end protocol server. This approach provides a secure communication channel for messaging and collaboration without requiring the back-end servers to support the CPU-intensive SSL process for multiple concurrent sessions.

· Slow connections. A modem connection increases the use of server resources because the server must buffer data, control flow, and maintain a larger pool of connections. The front-end protocol server acts as a connection proxy between the client and the store process, offloading the client session load from the store.

· Shared connections. The front-end servers combine client connections by multiplexing them over existing connections to the back-end servers. This eliminates the overhead caused by setting up and tearing down connections between the front-end servers and back-end servers. Additionally, it reduces overhead on the back-end servers because they have fewer connections to support.

Tight Security
A multi-tier distributed architecture provides security in three principal domains, each separated by a firewall: the public network; a DMZ (derived from the military term “demilitarized zone”), where front-end servers and content servers are placed behind firewalls and packet filters; and a secure network, where content is created or staged and secure data is managed and stored. You can help ensure security by creating multiple security domains in which you place systems with different security needs and by protecting each domain with a network filter or firewall. You should configure your firewall to block all ports except those specifically required for the type of service to be delivered. These ports include the following:

· SMTP on port 25

· POP3 on port 110

· IMAP4 on port 143

· domain name service (DNS) on port 53

· HTTP on port 80

· HTTP server (HTTPS) on port 443

For a complete list of protocols and their accompanying ports, go to ftp://ftp.microsoft.com/services/isn/ops/security/ipfilters.doc.
Manageability 

Administrative simplicity, ease of configuration, ongoing monitoring, and failure detection are important in managing Windows DNA-based Web sites. Often, ASPs must manage and monitor their Windows DNA-based Web sites remotely. If you are hosting Exchange 2000, you can use Microsoft Management Console (MMC) and a number of MMC snap-ins to do this. 
This front-end and back-end configuration is very scalable. If your organization is small, you can set up this type of system with only six servers: three front-end servers hosting different protocols (POP3, IMAP4, SMTP) and Outlook Web Access, and three back-end servers hosting Exchange 2000, Active Directory, and the global catalog. 

If your organization is large, you can use this approach to set up Exchange 2000 to host multiple companies with thousands of users by adding front-end and back-end servers as appropriate. Your front-end system can include dedicated servers for each protocol in addition to servers for inbound and outbound SMTP. Your back-end system can include full-size servers for Exchange 2000, Active Directory, and the global catalog, each with 8 processors and 4 gigabytes (GB) of memory. You can configure your back-end servers in two-node clusters to share disk space in a SAN solution. The following illustration shows the topology for an Exchange 2000 deployment in a large organization.
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Figure 2.  Exchange 2000 in a large environment

The Exchange 2000 ASP Deployment Guide provides an example of how you can set up Exchange 2000 for hosting.

windows 2000 and exchange 2000

Exchange 2000 Server is fully integrated with Windows 2000 Advanced Server, allowing you to take full advantage of the features that Windows 2000 Advanced Server offers. In particular, Windows 2000 Advanced Server provides the Active Directory service, clustering and failover capabilities, and the Microsoft Management Console (MMC). This section discusses how you can use Active Directory for the management functionality, security, and scalability support you need to host Exchange 2000. 

How Exchange 2000 Uses Active Directory

Active Directory, a key service in Windows 2000, presents a logical view of information on the network, which is organized hierarchically as trees in a forest. Active Directory stores information about objects on the network and makes this information easy for administrators and users to find, use, and manage. Objects in Active Directory represent users, groups, applications, and resources, and you can manage these objects centrally within the structure of Active Directory. 

Exchange 2000 uses Active Directory for object browsing, security, and name resolution. Group Policy, address book lookups, user authentication, and mailbox stores are all tied to Active Directory.

In Exchange 2000 deployments, Active Directory stores Global Address Lists, access control lists (ACLs), Offline Address Lists, and Recipient Policies—Exchange e-mail rules that map to Active Directory users and groups. Active Directory also provides a centralized point of administration for Exchange security policies. This centralized design makes it possible for you to delegate administration separately for each customer.

Centralized Management Services

The Active Directory service provides you with a single point of administration for hosting Exchange 2000 and other applications on Windows 2000 Advanced Server. Whether you provide services from a single data center or multiple, distributed data centers, the multi-master Active Directory structure provides a single, scalable repository for application configuration data, user authentication and service information, and organizational hierarchies. This single information store greatly simplifies the management process for companies that provide business messaging and collaboration services to thousands of customers. Active Directory has been tested to several million users, accommodating the level of growth that ASPs require.

The Active Directory structure is based on a single forest that can support thousands of domains. The root is partitioned to host multiple companies. For redundancy, you should configure at least two domain controllers (one primary and one backup) and at least two global catalog servers. A domain controller is a Windows 2000-based server holding an Active Directory partition; global catalogs contain a partial replica of every Windows 2000 domain in the directory and allow users and applications to find objects in Active Directory easily. Exchange uses global catalog servers to authenticate users so they can access various Exchange services. When you configure the first Active Directory server in a forest, Windows 2000 automatically configures that server as a global catalog server.

You configure each of your customers as an organizational unit in Active Directory. An organizational unit is a logical container within an organization that can store other objects such as users, groups, security settings, Exchange rules, and other company-specific information. Configuring organizational units allows you to delegate administrative rights to distinct sub-trees of the directory. The following illustration shows an example of an organizational unit hierarchy.


[image: image4.wmf]MyASP.com

ou=CompanyA.com

ou=marketing

ou=sales

allUsers@CompanyA.com

user1@companyA.com

ou=CompanyB.com

ou=CompanyC.com

ou=HR

ou=research

allUsers@CompanyC.com

user1@companyC.com


Figure 3.  Hierarchy of Organizational Units

If you host multiple organizations with multiple domain names in a single forest, you can use User Principal Names (UPNs) to provide your customer’s employees with user-friendly logon names and e-mail addresses. 

With a UPN, a user can log on as user1@CompanyA instead of having to use a user name that includes the name of your company; for example, user1@CompanyA.MyHosting.com. This is much more user-friendly and less prone to user errors. With UPNs, all authentication requests are automatically redirected to a user’s organizational unit, the only unit to which he or she has the rights to log on.

Using UPNs eliminates the namespace collision issues that may occur when you host both bob@CompanyA and bob@CompanyB. Because the UPN format uses the domain name and the user ID to differentiate between users, each domain can have its own namespace.

Within organizational units, you can create sub-organizational units to represent groups within a given organization; for instance, within the primary organizational unit called CompanyA.com, you might nest a secondary organizational unit called marketing and another called sales. For details about how to set up an organizational unit and assign security properties to an administrator ID for that organizational unit, see the companion to this white paper, Exchange 2000 ASP Deployment Guide.

You can create a top-level organizational unit and then create separate child organizational units for your own company and each company you host. This way, you can easily grant users in the companies you host a restricted set of permissions without affecting the permissions of the users in your company.

Global Catalog

A global catalog is automatically created when you set up Active Directory on the domain controller. The global catalog contains a partial replica of every Windows 2000 domain in the directory and allows users and applications to find objects in an Active Directory domain tree given one or more attributes of the target object. It also contains the schema and configuration of directory partitions. This means the global catalog holds a replica of every object in Active Directory. The global catalog is a Lightweight Directory Access Protocol (LDAP)-compliant partition within the directory that is optimized for address book lookups. In Exchange 2000, the global catalog contains a Global Address List, an address book of all users in an organization. 

The global catalog also stores a full replica of all objects in the domain to which the global catalog belongs and a partial replica of objects on other domain partitions. The global catalog performs two key directory roles:

· It enables network logon by providing universal group membership information to a domain controller when a user initiates a logon process. There is no need for a user to be associated with a particular global catalog server, and this provides high reliability and availability of the authentication process.

· It enables users and applications to find directory information regardless of which domain in the forest actually contains the data.
When a user logs on to the network, the global catalog provides universal group membership information for the account sending the logon request to the domain controller. If only one domain controller exists in a Windows domain, it is also a global catalog server. If multiple Windows domains exist in the forest, each domain has its own domain controller, but you should also configure at least one global catalog server for each domain. If a global catalog is not available when a user initiates a network logon process, the user is only able to log on to the local computer.

The global catalog responds to user and programmatic queries for objects anywhere in the forest with maximum speed and a minimum of associated network traffic. Because a single global catalog contains information about objects in all domains in the forest, a query for an object can be resolved by a global catalog in the domain in which the query is initiated. Thus, finding information in the directory does not produce unnecessary query traffic across domain boundaries.

For more information on planning an Active Directory deployment, see the Deployment Planning Guide in the Windows 2000 Server Resource Kit.

Security

Security is an important aspect of directory design, and you should consider all aspects of security thoroughly when designing your Exchange deployment. In a hosted Exchange 2000 Server deployment, security falls into two broad categories:

· Logon authentication, a consistent user name and password policy that allows users to access Exchange services. 

· Directory security, a method of controlling the extent to which specific users can access network resources. 

The following sections describe the Exchange 2000 and Windows 2000 mechanisms that you use to define security. 

Logon Authentication

If you are deploying Exchange 2000 with Windows 2000, you can choose from four types of logon authentication, depending on the level of security you need. They are listed here from least to most secure.

· Anonymous access—This type of authentication is appropriate for public information that you want users to be able to access without supplying a user name and password. However, Internet Information Services (IIS) 5.0 requires a user account to access this information and creates a special user account, IUSR_machinename, for this purpose during installation. 

· Basic (clear-text) authentication—This type of authentication requires that a user provide a user name and password to gain access to a Web site. The user’s logon credentials are sent in clear text over the Internet. All browsers support basic authentication, but because clear text is easily intercepted by network “sniffers,” basic authentication is not very secure. To use this type of authentication, you must grant the IUSR_machinename account Logon locally rights in IIS.

· Basic authentication with Secure Sockets Layer (SSL)—This method works the same way as basic authentication except that the user’s logon credentials are SSL-encrypted when traveling between the client and the server, making this a more secure logon method than basic authentication. Because SSL encryption incurs overhead on the server to which the client connects, using this method can potentially affect server performance.

· Integrated Windows authentication—With this type of authentication, formerly known as NTLM Challenge/Response, the browser first attempts to log on with the current user’s credentials from the logon domain. If those credentials are rejected, the user is prompted for a user name and password; however, the password is not sent over the network. This is a more secure method than basic authentication, but you cannot use it if users’ logon credentials must pass through a firewall.
Integrated Windows authentication uses the Kerberos V5 authentication protocol, which is the default for network authentication on computers running Windows 2000. To get a Kerberos V5 service ticket for authentication with a server, a client must first contact the Key Distribution Center (KDC) for the domain of that server, which is usually the domain controller. Because the client must contact the KDC directly, Kerberos V5 protocol is better suited for intranets than for the Internet. An exception to this would be a client that is using Point-to-Point Tunneling Protocol (PPTP) to connect to a virtual private network (VPN). For information about the clients you can use to set up a VPN, see “Clients” later in this paper.

In addition, digest authentication is available in IIS for HTTP. This type of authentication uses the same features as basic authentication but encrypts passwords before sending them to the server. Users with browsers that support digest authentication are authenticated on an IIS Server without compromising their logon credentials.

Directory Security

Directory security restricts what a user can see in the directory. Because users in all hosted companies reside in the same instance of Active Directory, it is important to set up a directory structure that grants the appropriate access permissions to each group of users. If you set up security correctly, users can see only information regarding their own company. 

The following diagram illustrates how this works.
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Figure 4.  Directory security
Active Directory uses the following mechanisms to determine the extent to which users can access network resources:

· ACLs—permissions that control which users can view and access objects in Active Directory. 

· Access control entries (ACEs)—permission entries such as Read, Write, Execute, and so on.

· Security policies—policies that define the security functionality of the system. By using Group Policy objects in Active Directory, administrators can centrally apply explicit security profiles to various organizations within the directory.

For information about how to configure Active Directory permissions to support compartmentalized directory lookups, see the Exchange 2000 ASP Deployment Guide.

Directory security also applies to the permissions you give to your customers’ administrators. An administrator should be able to administer only his or her organization’s portion of Active Directory, and not the entire directory. Customers’ own administrators, who are responsible for maintaining users, mailboxes, and access to specific services, should use a special administration tool that allows them to manage users within their company, but does not give them permission to administer other parts of Active Directory. Assigning permissions will be covered later in this paper.

Exchange 2000 includes a delegated permissions wizard, which you can use to assign or delegate administrative rights to people or groups within Active Directory. After completing the steps in the wizard, you have several options for setting administrative rights. You can create a custom snap-in for the Microsoft Management Console (MMC) so that only part of Active Directory is visible. Building a special tool with the Visual Studio® development system using the Active Directory Service Interfaces (ADSI) and Collaboration Data Objects for Exchange Management (CDOEXM) is another solution. Later sections of this paper discuss the MMC, ADSI, and CDOEXM in detail.

Note: The delegated permissions wizard allows you to delegate control over the configuration of Exchange servers. The wizard is not intended to provide fully delegated user configuration control to your customers’ administrators who administer users and not servers.

For more information on security, please go to http://www.microsoft.com/security and http://www.microsoft.com/Exchange/techinfo/administration/2000/default.asp#Security .

Clients

You can use the following clients to access Exchange services:

· Outlook Express—you can configure Outlook Express to use the POP3 or IMAP4 protocol to access your servers running Exchange; however, Outlook Express uses Basic authentication with these protocols. If you need a more secure connection, you can use Outlook Express to set up a VPN. With a VPN, you can configure Outlook Express to use Secure Password Authentication (SPA), which is designed to work with NTLM.

· Outlook Web Access—you can configure Outlook Web Access to use HTTP or HTTPS to access Exchange services. Outlook Web Access uses basic authentication as a default; if you need a more secure connection, you can use basic authentication over SSL. 

· Outlook 2000—you can configure Outlook 2000 as an Internet client or a MAPI client. 

· When you configure Outlook 2000 as an Internet client, it uses the POP3 or IMAP4 protocol and basic authentication. 

· You can configure Outlook 2000 as a MAPI client by setting up a VPN. MAPI uses remote procedure calls (RPC) to communicate, which works only with a workgroup, or VPN, connection. Because VPNs use a dedicated connection through a firewall, you can use Integrated Windows authentication.

The following table lists the clients and protocols you can use and the advantages and disadvantages of each.

	Client
	Authentication
	Protocols
	Advantages
	Disadvantages

	Outlook Web Access
	Basic,

Basic over SSL,

NTLM,

Digest
	HTTP,

HTTPS
	Basic is browser independent,

easily partitioned for hosting,

client-neutral, 

no client updates,

with SSL the entire session is encrypted
	No offline capabilities,

secure connection requires SSL,

SSL slows performance,

NTLM requires a VPN,

NTLM does not work in a front-end and back-end topology



	Outlook 2000
	NTLM,

Basic
	MAPI, POP3, IMAP4
	Rich functionality,

large installed base


	MAPI not easily partitioned in hosted environment,

MAPI clients connect only to the back-end servers (where the mailbox stores are),

MAPI requires a VPN,

increased network traffic

	Outlook Express
	Basic,

Basic over SSL,

NTLM


	POP3, IMAP4, LDAP
	Large installed base,

little overhead, good performance


	SSL slows performance,

NTLM requires a VPN



	Generic POP3, IMAP4 clients
	Basic
	POP3, IMAP4
	
	


Scalability and Availability

Exchange 2000 running on Windows 2000 Advanced Server can support more than 1 million users and mailboxes in typical Internet usage profiles. Microsoft will publish scalability reports and hardware guidelines as Exchange 2000 and Windows 2000 Advanced Server continue to be tested with different usage profiles and higher numbers of users.

Depending on the expected load, which depends on the message profile, the number of concurrent users, and the number of other services enabled such as calendaring and free/busy scheduling, a single server running Exchange 2000 can support 5,000 or more users. This assumes that you are running Exchange on a computer with eight processors and 2 to 4 GB of RAM.

For more information on Active Directory server sizing and planning, see the Active Directory sizing utility in the Windows 2000 Server Resource Kit.

It is important to configure more than one global catalog and domain controller. If you have only one domain controller and it fails, the domain and Active Directory disappear. Similarly, if you have only one global catalog and it fails, users cannot log on to the network. They can log on to the local server, but only if the user has a local account on the server.

Deploying Exchange 2000

This section of the white paper discusses aspects of an Exchange 2000 deployment that are particularly important to ASPs, including partitioning, configuring, and clustering.

Partitioning Exchange 2000

The first step in deploying Exchange 2000 is partitioning. You can partition Exchange 2000 in the following ways:

· Create multiple storage groups. These are groups of databases that share a set of transaction log files, and you can manage them individually or as a group. Multiple storage groups provide the advantage of distributing your data.

· Place multiple customers in storage groups. You can use these groups for small customers. You place the data of one customer in one database and place multiple databases for multiple customers in one storage group.

· Create multiple databases. Unlike with Exchange 5.5, with Exchange 2000 you can place data in multiple databases. This allows you to completely separate data among different customers while allowing you to define different databases in terms of their service level and support.

· Create multiple databases for each customer. You can partition Exchange this way for large organizations. You distribute the data among several databases to ensure a reliable and high-performance environment to meet the standards of a Service Level Agreement (SLA).

When partitioning Exchange 2000, keep in mind the SLA you have signed with your customers, and limit the size of your storage groups so that you can restore the database in a reasonable amount of time in case of a failure. The time it takes to restore the database also limits the number of users that you can host on one Exchange server, because one Exchange server can hold up to four storage groups containing up to five message databases each.

Using multiple databases for a customer provides more space for storage groups. Because the data is divided among several databases, you can configure larger storage groups. Again, the SLA you have with each customer will determine the size of each storage group. 
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The following diagram illustrates two ways of configuring storage groups.

Figure 5.  Sample storage group configurations

Note: It is a good idea to allocate a set of storage groups with the same backup and restore policy to customers that have the same SLA. You can maintain different policies for customers sharing the same database, but this can be difficult to manage. If different SLAs require different backup and restore policies, you should contain each within a hardware cluster to simplify management.

Configuring Administrative Groups

An administrative group is a group of computers running Exchange that you manage as one logical unit. The configuration for an administrative group is stored in the naming context of Active Directory, which allows the configuration to be replicated throughout the entire organization. An administrative group can contain any number of policies, routing groups, public folder trees, monitors, servers, conferencing services, and chat networks.

Using administrative groups, you can organize administrative objects into groups for the purposes of navigation and permissions. You can also limit the visibility of administrative groups in the user interface for small- and medium-sized companies that do not need administrative group functionality.

Note: In a hosted environment, you do not need to implement more than one administrative group, although it may be desirable if you manage a large server farm that delivers multiple service levels to different customers. ASP administrators manage the Exchange servers, but administrators at the hosted companies handle their own user management through delegated administration. 

Configuring Routing Groups

Routing groups are groups of servers that are connected by reliable, full-time, high-speed connections. Every Exchange server in a routing group can contact every other server directly, so messages from one server to another are delivered in only one hop.

When only one group of Exchange servers have full-time, reliable connections, you can use only one routing group. However, this assumes that: 

· The Exchange servers belong to the same instance of Active Directory.

· A permanent SMTP connection exists between the Exchange servers.

· All Exchange servers can contact the routing master server.

You can deploy multiple routing groups if specific company boundaries exist.

The following illustration shows a view of an administrative group and a routing group in MMC.
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Figure 6.  Administrative group and routing group in MMC

Using Clustering

Exchange 2000 Server and Windows 2000 Advanced Server support active/active clustering. A cluster consists of two or more computers, or nodes, that are connected to each other and a shared storage device. One or more Exchange virtual servers exist in the cluster and each virtual server runs on one of the nodes in the cluster. Exchange 2000 can support multiple virtual servers on a single node. Clients connect to the virtual servers the same way they connect to a stand-alone server.

Exchange clustering provides high availability for messaging. The cluster service monitors the virtual servers in the cluster, and in the event of a failure, the cluster service restarts or moves the affected virtual servers to a healthy node. For planned outages, you can manually move the virtual servers to other nodes. In either event, your customers will experience a brief interruption of service only while the virtual server is online or offline pending. Using multiple servers reduces system costs while increasing reliability because you do not need dedicated failover-only servers.

Configuring Failover

There are two kinds of failovers—planned and unplanned.

Planned failovers, such as maintenance, should be scheduled during non-business hours. In a planned failover, Extensible Storage Engine (ESE) buffers are flushed to the databases, storage groups are dismounted, and the failover takes place. Next, the storage groups are mounted on the other server and the appropriate protocol servers are started.

When the servers fail in a catastrophic event, storage groups are mounted, log files are replayed from the checkpoint and the appropriate protocol servers are started. As a result, the failover time after a catastrophic event depends on the size of the shared log files. The databases are not accessible before all log files are replayed. You should keep this in mind when designing databases and storage groups.

Configuring Public Folder Virtual Roots

Exchange 2000 Server uses its support for multiple databases to provide multiple public folder trees, or top-level hierarchies (TLH). Each tree replicates to only one public folder store for each server. This means that you can maintain a departmental set of public folders on only one server for better administrative control. Additionally, replication is possible across servers.

To use public folders, users log on to a mailbox in a private store that has a default public folder store, which is associated with a public folder tree through replication. By default, users see only the tree with which their public folder store is associated.

You configure public folders the same way you do other elements of Exchange 2000. Each customer, or organizational unit, should be able to see only one public folder root. To accomplish this, you create sets of peer-level public folders—one set for each customer. This way, each customer can see only its own public folders and not those of other customers. 

After you configure the security settings, users in every organizational unit can see only the public folders for which they have permissions.

Managing Exchange

This section describes the tools you use to manage Exchange and outlines the types of custom tools that you can build.

Microsoft Management Console

The Microsoft Management Console (MMC) displays administrative tools in a unified user interface and includes snap-ins that you can use to administer networks, computers, services, and other system components. The MMC is installed by default with Windows 2000 Server, and you can use it to administer many applications, including Exchange 2000 Server. Using the MMC, you can create, save, and open collections of administrative tools called consoles. Consoles contain items such as snap-ins, extension snap-ins, monitor controls, tasks, and wizards, in addition to the documentation you need to help you manage many of the hardware, software, and networking components of your system. 

You administer Exchange 2000 Server using discrete MMC snap-ins that provide toolsets for managing both network and messaging resources. You can also tailor the MMC for administrators who have specific roles; for example, you can configure the MMC to allow a messaging system administrator to see an administrative view of user accounts or to allow a system architect to view all Exchange server properties. For more information about MMC consoles, see the Windows 2000 Server documentation. 

System Manager

The System Manager snap-in allows you to administer all facets of Exchange 2000 Server through a common interface. System Manager also allows you to organize administrative objects to improve navigation and make setting permissions easier. The System Manager snap-in is a saved console file that you can launch from the Start menu after you install Exchange.

System Manager connects to a domain controller to get the appropriate configuration information and populate the snap-ins. In certain instances, however, you may want to direct the snap-ins to a particular part of the domain or to a particular domain controller. If you want to control or bypass Active Directory replication latency, connect to a specific domain in a Windows 2000 forest, or connect to different domain controllers in different Windows 2000 forests to manage different companies or divisions, you will need to redirect these snap-ins.

Building Custom Tools

In addition to using standard modules such as System Manager or Active Directory Users and Computers snap-in, you can use Visual Basic®, Visual Basic Scripting Edition (VBScript), Visual C++®, or Visual InterDev® to create your own applications. These utilities use the Active Directory Services Interface (ADSI), Windows Management Instrumentation (WMI), Collaboration Data Objects for Windows 2000, Collaboration Data Objects for Exchange Server (CDOEX), and Collaboration Data Objects for Exchange Management (CDOEXM) to interact with the operating system, Active Directory, and the Exchange servers. The following sections provide an overview of each of these interfaces.

Active Directory Service Interface

To allow you to access Active Directory on a deeper level than you can with the standard MMC tools, Microsoft has created ADSI. ADSI is a collection of COM interfaces that give you the ability to build your own applications, scripts, or Active Server Pages to manage Active Directory.

ADSI objects are COM objects that represent persistent objects in the directory service. You manipulate an ADSI object using one or more COM interfaces. ADSI objects are divided into two groups: directory service leaf objects and directory service container objects. A container object can contain other ADSI objects, but a leaf object cannot.

An ADSI provider contains the implementation of ADSI objects and dependent objects for a particular namespace. The following diagram shows how a client communicates with Active Directory though an ADSI provider.
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Figure 7.  Client using ADSI to communicate with Active Directory

With ADSI you can use Visual Basic, VBScript, JavaScript, C, C++, Windows Scripting Host, Visual C++, or Active Server Pages to create and modify all kinds of objects in the directory.

The Exchange 2000 ASP Deployment Guide contains examples of how you can use VBScript and Visual Basic in combination with ADSI. For more information on ADSI, see the ADSI section in the Microsoft Platform SDK.

Windows Management Instrumentation

To enhance the manageability of Windows 2000 and Exchange 2000, Microsoft developed WMI technology. WMI is based on the Distributed Management Task Force (DMTF) Web-Based Enterprise Management (WBEM) initiative that extends the Common Information Model (CIM) to represent management objects in Windows-based management environments. WMI includes the managed objects that CIM defines in addition to an extension of the CIM model.

WMI consists of three layers. The first layer is the managed system, which can be the computer, a hard disk, the operating system, or a process within the operating system.

The second layer is the provider. The provider extracts system information from the various systems. The provider then passes this information, which is now in a standard format regardless of the managed system, to the Common Information Model Object Manager (CIMOM). This is done through a standard set of COM interfaces. You can think of CIMOM as a broker for requests. CIMOM and its repository are represented on the system by a system service called WinMgmt.

The third layer of the WMI is the WMI Consumer, which is the management application. This can be an MMC snap-in, a management application such as Microsoft Systems Management Server (SMS), an application you create in Visual Studio, or a script.

The following diagram illustrates WMI architecture.
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Figure 8.  WMI architecture

Exchange 2000 Server includes the following WMI providers:

· ExchangeQueueProvider

· ExchangeRoutingTableProvider

· ExchangeClusterProvider

These providers contain the following classes, which you can use to gather information about the status of different Exchange services:

· ExchangeLink

· ExchangeQueue

· ExchangeConnectorState

· ExchangeServerState

· ExchangeClusterResource

Windows 2000 offers other WMI providers, which Exchange 2000 can use also. The following Windows 2000 WMI providers can be useful to developers who are creating Exchange 2000 applications.

· Event Log Provider

· Performance Monitor Provider

· Registry Event Provider 

· Windows Installer Provider

· Registry Provider

· Security Provider 

· Simple Network Management Protocol (SNMP) Provider

· Windows Driver Model (WDM) Provider

· Win32® Provider

· Directory Services Provider

· Performance Counters Provider

· Power Management Provider

· View Provider

For sample scripts on how to monitor Exchange 2000 using WMI, see the Exchange 2000 ASP Deployment Guide. For more information about WMI, see the WMI SDK, which is available in the Platform SDK at http://msdn.microsoft.com/downloads/sdks/platform/platform.asp 

Bundling Additional Services

This is a placeholder for this section, which will be added after RTM.

Managing Operations

This section details the events and management mechanisms that you can manage with MMC. Microsoft also works closely with a variety of third-party vendors that provide comprehensive solutions for ASPs. For additional information on management with Microsoft tools, see the Exchange 2000 documentation and SDK or go to http://www.microsoft.com/management.

Collaboration Data Objects for Windows 2000

Collaboration Data Objects (CDO) for Windows 2000, sometimes called CDO 2.0 or CDOSYS.DLL, provides an object model for the development of messaging applications on Windows 2000. CDOSYS is based on the Simple Mail Transport Protocol (SMTP) and Network News Transfer Protocol (NNTP) standards and is available as a system component on Windows 2000 Server. CDO for Windows 2000 is the standard API for building bulk-mailing or Web-based messaging applications on Windows 2000 Server.

You can use CDO for Windows 2000 to create two types of components:

· Messaging applications that can send e-mail messages using the SMTP and NNTP protocols. The message can be a simple text message or a message according to the Multipurpose Internet Mail Extensions (MIME) specifications.

· Transport event sinks that can synchronously intercept messages that arrive at a local SMTP or NNTP service and examine the message content and envelope fields.

You can implement the following types of functionality using CDO for Windows 2000:

· Create and send messages using the SMTP and NNTP protocols. 

· Append disclaimers or other notices to e-mail sent through your server. 

· Create Active Server Pages applications with messaging capabilities. 

· Detect and discard unsolicited bulk mailings. 

· Detect and discard inappropriate newsgroup postings. 

· Check inbound messages for viruses. 

· Forward and filter messages automatically.

CDO for Exchange Server

When you upgrade a computer running Windows 2000 with Exchange 2000, a new COM component, CDO for Exchange 2000, replaces the CDO for Windows 2000 component. The CDO for Windows 2000 component provides a subset of the functionality offered by CDO for Exchange 2000, so all components, including transport event sinks, continue to function properly. When you install Exchange 2000, the CDO for Windows 2000 component is unregistered from the system and COM run time.

CDO for Windows 2000 and CDO for Exchange use a common set of globally unique identifier (GUID) values, interface definitions, enumerations, module constants, and so on; therefore, you don’t need to recompile an application written in Visual Basic, Visual C++, or Visual J++® when you install Exchange 2000. The application will simply load the new CDO for Exchange 2000 component at run time.

Note: You need to redesign any application using CDO for Windows 2000 if it uses the drop directory provided by the SMTP or NNTP services on the computer. When you install Exchange 2000, the Exchange Web Storage System becomes the drop location for messages and NNTP files posted on the server; the SMTP and NNTP services no longer drop messages to the file system drop directory.

CDO for Exchange Management

CDO for Exchange Management (CDOEXM) allows administrators to programmatically access management information on an Exchange 2000 Server. CDOEXM encapsulates and simplifies Exchange management tasks so that data in both Active Directory and Exchange are managed as needed. The user need not work at the granular level of Active Directory using ADSI.

CDOEXM includes two interfaces:

· ImailRecipient

· ImailboxStore

System administrators can use these interfaces to manage users, groups, and contacts.

CDOEXM also includes five stand-alone COM objects:

· FolderTree

· PublicStoreDB

· MailboxStoreDB

· StorageGroup

· ExchangeServer

For more information about CDOEXM, see the Exchange 2000 SDK or go to http://msdn.microsoft.com/library/techart/cdo_roadmap.htm.

CDOEXM and ADSI
You can perform many Active Directory configuration tasks using ADSI, but ADSI is a generic API that has no specific functions for managing the Exchange data in Active Directory. Also, ADSI cannot access data on the computer running Exchange 2000. 

You use CDO in conjunction with ADSI. To create a user in Exchange, you can first create the user in Active Directory using ADSI. You can then switch to CDOEXM to create the user’s mailbox in the store. When CDOEXM creates the mailbox, it automatically sets properties on the Exchange 2000 server to associate the Exchange mailbox with the user in Active Directory.

For sample scripts on how to manage Exchange 2000 using CDOEXM, see the Exchange 2000 ASP Deployment Guide.

Transport Events

The Windows 2000 SMTP and NNTP services provide an architecture for the addition of customized synchronous transport event sinks. A transport event occurs when some form of message data is transported into or out of the services. A common example of an inbound transport event is the arrival of a message to the SMTP service either over the network or in the SMTP pickup directory. 

When a transport event occurs, a source for this event notifies or executes transport event sinks, each of which can take some type of action based on the type of data the message contains. The term synchronous event means that the event source performs no other action with the message data after passing it to the sink until the sink has returned. In other words, the source is blocked while the sink is running. While the sink is running, it has exclusive control of the message data and state.

You can use CDO and transport events to synchronously intercept mail or news messages and headers after the SMTP or NNTP service receives them but before they are stored or relayed to subsequent services.

You can use transport events to: 

· Check for viruses. 

· Redirect a message from its original delivery path. 

· Block unwanted e-mail from specific senders. 

· Create customized services such as auto-reply and out-of-office responses. 

· Archive messages. 

· Create mailing list services. 

· Restrict the number of recipients who can receive inbound mail based on the domain of the sender or other attributes. 

· Post messages to newsgroups that arrive through SMTP to newsgroups. 

· Use SMTP to send messages that arrive through NNTP. 

SMTP Service Events

An SMTP service event is the occurrence of an activity within the service, such as the transmission or arrival of an SMTP command, or the submission of a message into the SMTP service transport component. When an event occurs, the SMTP service uses an event dispatcher to notify registered event sinks of the event. When notifying event sinks, the service passes information to the sink in the form of COM object references.

SMTP service events fall into two broad categories: 

· Protocol events, which occur when SMTP commands are either received or transmitted over the network. These events occur when: 

· A client SMTP service or Messaging User Agent (MUA) transmits messages for delivery to the local service using SMTP. 

· The SMTP service relays messages to other SMTP services. 

· Transport events, which occur when a message has been received by the service and that message passes through the SMTP core transport. When the message passes through the transport, the message is categorized (examined and placed into categories) and then either delivered to a local storage location or relayed to another destination if it is not local. 

Using SMTP Service Events

SMTP protocol events and transport events allow you to enhance and extend the functionality of the SMTP service. For example, through SMTP service events, you can create high-performance applications that: 

· Alter or extend the protocol commands the service supports. 

· Examine a message for incorrectly formatted or unsafe content, and block transmission or delivery of the message. 

· Provide custom logic to categorize messages, including resolving relay or delivery locations and expanding distribution lists. 

· Install a custom store for local message delivery other than the default SMTP service drop directory. 

· Enhance or extend the routing logic of the service by providing extensions that use custom logic to determine where the SMTP service should connect to relay a message not categorized for local delivery.

Web Storage System Events

Web Storage System events occur when Web Storage System items are saved or deleted, when an information store starts or stops, or when a specific time interval has elapsed. You can register to be notified of these events, and you can write COM event sink classes to receive those notifications. Your event sink class then responds to these notifications programmatically. Exchange defines the sink class interfaces and methods that correspond to the events, and you can implement these interfaces in your sinks to receive event notifications. 

Typical applications that use event sinks include:

· Workflow applications: You can register to receive an event notification whenever a workflow item is moved in the Web Storage System. Each time a workflow item is saved, your event sink is notified, allowing you to handle the item programmatically as it moves through the workflow.

· Item validation: Event sinks can validate or check items when they are saved to the Web Storage System. For example, your sink class can handle a delete notification by checking some custom criteria to see if the person has the rights to delete the item. Or when a save occurs, it can check the formatting of the item being saved.

· Web Storage System maintenance: Whenever an item is deleted in the Web Storage System from a particular location, other items outside the Web Storage System may need to be modified or deleted. You can write event sinks to automatically handle this task.

For more information on event sinks and how to register for events, see the Exchange 2000 Server SDK.

Provisioning

This section describes the administrative services you need to provide to your customers and offers an overview of how you can implement those services.

Provisioning

When you host multiple companies or virtual organizations within one instance of Active Directory, you must create a provisioning framework. New customers must be able to automatically subscribe their companies or subscribe new users without worrying about MMC, Active Directory, or security settings.

A provisioning system consists of several building blocks. First there’s a provisioning engine with a COM interface that accepts XML, HTTP, and Distributed Authoring and Versioning (DAV).

The provisioning engine can act as a single unit; for example, when information comes directly from an end user by means of a Web page. It can function in a master/slave configuration; for example, the master can be a billing system that sends its subscription data to the provisioning engine, with the provisioning engine acting as a slave.

The provisioning engine communicates with a configuration object. This configuration object is an interface to different systems such as Active Directory and Exchange 2000. You can also create custom configuration objects for a custom database or a billing service.

Communication between the provisioning engine and the configuration object is transaction based and takes place through Microsoft Transaction Services (MTS). This ensures that when an error occurs, the transaction can be rolled back. Active Directory and Exchange 2000 configuration objects use ADSI and CDOEXM for interacting with Active Directory and Exchange services.

The following diagram shows a graphical representation of a provisioning system.
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Figure 9.  Provisioning system

To transfer information to Active Directory, the Active Directory configuration object uses the following ADSI and CDOEXM commands:

· CreateOrganization

· DeleteOrganization

· CreateUser

· DeleteUser

· CreateDistributionList

· DeleteDistributionList

· EnableUser

· DisableUser

· AddUserToGroup

· RemoveUserFromGroup

· ChangePassword

· ListAllFromGroup

· GetProperties

· SetProperties

· CreateContact

· DeleteContact

· ResetPassword

· LookupOrgFromTrustee

· LookupOrgFromUPN

To transfer information to the Exchange server, the Exchange configuration object uses the following ADSI and CDOEXM commands:

· CreateOrganization/DeleteOrganization

· DisableMailBox

· EnableMailBox


· CreateMailBox


· DeleteMailBox


· SetDefaultMailBoxSize

· GetMailBoxSize

· MoveMailBox

If you create your own provisioning system, you must map these commands to the underlying ADSI and CDOEXM interfaces.

An audit trail with the history of all transactions that go through the provisioning engine is stored in a Microsoft SQL Server™ database. This audit trail includes the result of each transaction (success or failure, and the reason the failure occurred), error codes, and messages.

All services log events. If you create custom configuration objects, all events must be logged also. You can set up your system to write events to the event log, but exposing these events as a WMI provider is a better solution. This creates a service that subscribes to these WMI events, collects them, and stores them in a SQL Server database. This gives you the ability to perform usage analyses and creates a possible interface for billing.

Note: Microsoft is currently working on this framework and plans to make it available later in 2000. 

Billing

As an ASP, you need a way of charging your customers for the services you deliver. To do this, you must set up a service plan that describes the services you offer and their cost. You must then monitor and log each service. Microsoft does not create billing software, but it offers a foundation that you can use to create billing software. This section contains a brief outline of how such a billing system might work. For more information on creating a billing system, contact your billing software vendor.

Every action, addition, or deletion that occurs through the provisioning engine creates events that can be logged in the Windows 2000 Server Event Log. Other events that are related to users, virtual organizations, and services are also logged in the Event Log. You can use these entries for billing.

A typical example of this is mailbox quota. When a user goes over his or her mailbox size limit, an alert is generated and placed in the event log. You can use this event to generate an automatic message to the user and to the billing system, offering the user the option of upgrading to a larger mailbox.

When you add a new company or new user, a configuration object places all entries in Active Directory and Exchange 2000. You (or a third-party billing software vendor) can write a custom configuration object that places the additional information for billing in a database. For a graphical representation of how this works, see the Provisioning section earlier in this paper.

The information that you use in your billing system must be collected from the various log files that are accessible through the WMI service. These include the Windows 2000 Server Event Log or the Windows 2000 Internet Information Service log file, for example. You can also use Web Storage System, protocol, or transport events to take specific actions based on usage.

When creating special billing services that perform transactions, make sure that all transactions are logged in the Windows 2000 Server Event Log at minimum. A better solution is to expose all information through a WMI provider. This allows another service to subscribe to the provider and use the information for other purposes.

A billing service should subscribe to the different WMI providers (both system and custom) and aggregate all information into a billing database. As mentioned earlier, you can also use this type of database for usage analysis.

Real Time Collaboration

Users need to be able to collaborate in real time and from any location. They need to be able to participate in group discussions, share files, have private conversations, and work together from anywhere in the world. You can offer these services to your customers using the following Exchange 2000 collaboration services:

· Instant Messaging

· Chat Service

· Conferencing Service

The following sections describe each service in detail.

Instant Messaging

With Instant Messaging, users can have a private one-on-one conversation and subscribe to each other’s presence information. Presence information includes Online, Invisible, Busy, Be Right Back, Away, On the Phone, Out to Lunch, or Appear Offline. A user who subscribes to another user’s presence information is notified instantly when that user’s status changes.

Unlike regular e-mail, Instant Messaging does not keep copies of messages in the system. After you end an Instant Messaging session, the instant messages are gone.

Instant Messaging consists of three fundamental elements:

· Instant Messaging domain—a logical collection of users and servers, represented by a virtual server.

· Instant Messaging home server—a virtual server that hosts Instant Messaging user accounts. The home server also maintains presence information.

· Instant Messaging router—receives instant messages and routes the messages to the appropriate home server.

Instant Messaging runs on Microsoft Internet Information Services (IIS) as an Internet Server Application Programming Interface (ISAPI) DLL. All user attributes and authentication information come from Active Directory. Presence information is stored in a node database, which is also an Extensible Storage Engine (ESE). Communication among IIS, the node database, and Active Directory takes place through a server application layer. Communication between the client and the server takes place by means of the rendezvous protocol, or RVP, which is an extension of the HTTP-Distributed Authoring and Versioning (HTTP-DAV) protocol. The following diagram illustrates Instant Messaging architecture.
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Figure 10.  Instant Messaging architecture

The Firewall Topology Module (FTM), a service within the Instant Messaging server, retains information about each Instant Messaging server, regardless of whether it is inside or outside the firewall. It also maintains information about how to get through the firewall. The FTM contains data that determines whether a given source IP can connect to a given destination IP and whether a proxy server is required. A proxy server is an Instant Messaging server that is between the firewall and the home or routing server.

All Instant Messaging users are identified by unique URL addresses. Each user has two URLs, a home server URL that points to the user’s home server and a domain URL that points to the Instant Messaging router. Users can choose to use an Instant Messaging user name instead of a URL, which you can configure as user@im_domain. To use these types of names you must register all Instant Messaging domains using domain name system (DNS).

Instant Messaging Scalability

A single Instant Messaging home server can handle up to 10,000 concurrent connections, and a single Instant Messaging router can handle up to 20,000 concurrent connections. A connection means that a user has started Instant Messaging on the client. 

Use of Instant Messaging differs between the consumer sector and the business sector. A typical business user is typically online 80 percent of the time, whereas consumers are typically online from 5 percent to 10 percent of the time. 

Clients connect to Instant Messaging routers, which relay incoming requests to the appropriate home server. The following diagram shows the topology of an Instant Messaging deployment.

[image: image12.wmf]Node

Database

IIS 5

Instant Messaging

Server

client PC

Active

Directory

Service application

layer

DNS

FTM


Figure 11.  Instant Messaging topology

For more information on Instant Messaging, see the Instant Messaging section of the Exchange 2000 Server documentation.

Chat Service

Using Chat Service, users can discuss topics in one-to-many forums, which are also known as channels or rooms. These rooms are organized into virtual communities, each with its own particular area of interest.

Exchange 2000 Chat Service is integrated with Windows 2000 and uses the following Windows 2000 features:

· Active Directory

· Windows 2000 security

· Clustering services

To set up Chat Service in a hosted environment, you need to consider the size of the companies you are hosting. A typical chat server can host up to 20,000 concurrent users in several communities. If you are hosting this many users, you should install Chat Service on a four-processor computer with 512 MB of RAM.

For smaller companies, you can create a community for each company. Use Active Directory for user authentication and set access control lists (ACLs) for each community to make the community invisible to other companies. For example, let’s say JohnB@companyA.com connects to your chat server. Because ACLs exist for all communities, JohnB can see only the channels for CompanyA.com.

For larger companies, you can configure a dedicated chat server that hosts communities for that company only. Give the server an appropriate name and a DNS entry and set the correct security settings. For information on how to do this, see the Instant Messaging section in the Exchange 2000 Server documentation. The following diagram shows an Instant Messaging deployment that has dedicated servers for specific companies.
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Figure 12.  Hosting Chat Service on dedicated servers

As a hosted service, Chat Service supports communities that are one or more virtual instances of Chat Service on a single server, but appear as autonomous Chat Services from the online user's perspective. You configure settings and security separately for each community, which allows for hosted services or departmental deployments.

Exchange 2000 Chat Service is integrated with Windows security so that you can apply ACLs to communities and registered channels, or rooms. You can use any Security Service Provider Interface (SSPI) for authentication, provided the chat client supports it, including third-party or customer providers. Additional security controls include bans and classes that you can configure to control or restrict user access and capabilities through the chat protocol.

Exchange 2000 Chat Service also supports the Server Extensibility model, which the Microsoft Platform SDK describes in detail. Using this model, you can develop custom extensions that allow you to monitor and respond to events that occur within the chat service.

You can write extensions that support COM, using languages such as Microsoft Visual Basic or Visual C++. Using the Chat Server Extensibility API, extensions can respond to server, user, and channel events, both locally and on the chat network. In addition to the extensibility API, the Chat Server Object Model facilitates a broad range of services by providing access to the server's channels and users. Lastly, the Chat Service Administration object model enables you to configure Chat Service itself. 

You can use extensions to create custom logins that can, in turn, be used for usage analyses or billing.

As with previous releases, Chat Service uses Windows performance counters as a primary method of monitoring performance. Chat Service and the chat communities provide several performance counters also. The counters for Chat Service provide information about Chat Service itself; for example, the total number of client connections, server operations queued, and active worker threads. The counters for chat communities allow you to view individual instances of a community; for example, the number of anonymous clients, number of authenticated clients, the number of channel joins, and the number of bytes received or sent. For more information on Exchange Chat Service events and performance monitor counters, see the Platform SDK.

Conferencing Services

Exchange 2000 Conferencing Server enables users to host virtual meetings. These multimedia services on the client include audio, video, file transfer, chat, and a shared whiteboard. Users can schedule online meetings and book the resources they need for virtual meetings through Microsoft Outlook 2000. The client PC uses the T.120 protocol, which is integrated into products such as Microsoft NetMeeting® conferencing software. 

Exchange 2000 is built on an extensible Conference Technology Provider (CTP) architecture. Exchange 2000 ships with two CTPs, one for multicast audio and video conferencing and one for data conferencing. To provide conferencing services, the Exchange 2000 server acts as a full T.120 data conferencing server and is capable of supporting IP multicast audio and video streams.

Multipoint data conferencing offers the following features: 

· Application sharing. A user can share a program such as Microsoft Word running on his or her computer with other participants in a conference. Participants can review the same data or information and see the actions as the person sharing the application works on a document.

· File transfer. A conference participant can send a file to one or all of the other participants. The file transfer occurs in the background as everyone continues sharing an application, using the whiteboard or chatting.

· Whiteboard. A multipage and multiuser drawing application that enables users to sketch or display other graphic information during a conference. 

· Chat. A user can type text messages to other conference participants or record meeting notes or action items.

The primary difference between a peer-to-peer conferencing solution such as NetMeeting and a server-based solution such as Exchange 2000 is that Exchange 2000 provides a central server that hosts the entire session. With NetMeeting, the client initiating the conference acts as host, and when that client leaves the conference, the conference ends.

Exchange 2000 Conferencing Server uses IP multicasting, an efficient one-to-many protocol that creates a spanning tree with only one path from one router to any other router. A client subscribes, or registers, itself with the multicast router. IP multicasting differs from broadcasting, in which all information is sent to every client on the network.

The transport protocol for IP multicast is Real-Time Transport Protocol (RTP), which provides a standard multimedia header including a time stamp, sequence numbering, and payload format information.

Exchange 2000 installs two Windows 2000 services for conferencing:

· Exchange Conferencing Service. This is the scheduling and reservation component of the Conference Service known as the Conference Management Service.

· Exchange T.120 multi-point control unit (MCU). This hosts the T.120 conference sessions.

The following diagram illustrates the components of Exchange 2000 Conferencing Server.
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Figure 13.  Exchange 2000 Conference Server

Windows 2000 supports Exchange Data Conferencing with the following services:

· Active Directory

· IIS

· Multicast-Enhanced Dynamic Host Configuration Protocol (DHCP) Server

· Quality of Service (QoS) functionality

Multicast-Enhanced DHCP Server

To provide multicasting services, the server must have an address for IP multicast conferences. The Multicast Address Dynamic Client Allocation Protocol (MADCAP) provides these addresses. MADCAP is an extension to the DHCP service and is packaged in the DHCP service, but it is independent of DHCP. MADCAP services can run on one server while DHCP runs on another. 

The server running Conference Management Service, and hence the Video Conferencing Service CTP, must have network connectivity to a Windows 2000 Server configured with MADCAP. You can run this service independently of any existing DHCP services, but you install it with the DHCP service.

QoS

Normal data traffic is based on a connectionless IP protocol that does not guarantee the delivery of each packet. Real-time applications, and in particular multimedia applications, depend on network availability and bandwidth, resulting in a need for QoS. Windows 2000 implements QoS with a number of components that can cooperate with (or invoke) one another, including  

· Support for real-time multimedia applications.

· Assurance of timely transfers of large amounts of data.

· The ability to share the network in a manner that avoids starving applications of bandwidth.

Conferencing Server in a Data Center

For large Exchange 2000 Conferencing Server deployments, you must configure dedicated servers for each service. The number of T.120 MCUs you need depends on your usage profile. The following illustration shows a Conferencing Server deployment that includes Conference Management Service and two T.120 MCUs. 
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Figure 14.  Exchange Conferencing Server deployment with Conference Management Service and two MCUs

There’s a distinct difference between using Conferencing Server in a corporate environment and in a hosted environment. In the corporate environment, communications between the clients and the server do not have to pass through a firewall or be transferred over the Internet. Implementing Conferencing Server in a hosted environment is more difficult, because Conference Management Service and the different MCUs are behind a firewall and users must access the Conferencing Server through this firewall.

This deployment becomes even more complex when the client is located in an organization and has to pass through the organization’s internal firewall to access the Internet. In this case, the client has to pass through two firewalls to access the Conferencing Server.

Video Conferencing Service

Video Conferencing Service creates an event source from which error messages are generated. These events must be created for all failures that will interrupt the defined services. A subsequent event will be reported when the failure state is corrected.

Video Conferencing Service implements the following performance counters:

· Active Conferences—number of active conferences

· Join Requests—number of calls to Join Request

· Active MADCAP—description of the scope that last serviced a multicast address

· Active Internet Locater Service (ILS)—name of the ILS server in which public conferences are published

· ILS Publish Errors—number of conferences that were unsuccessfully published to ILS

· Public Conferences—number of active public conferences

· Private Conferences—number of active private conferences

· Join Request Denied—number of join requests that were denied because the maximum number of participants were already involved

Logging

Conference Management Service creates a report log for a number of operations. The configuration to enable these events is defined on the Conference Management Service property page. Each reported event is written to a comma delimited text file that is named for the date the file was generated, just like IIS log files. 

Using these files, you can analyze Conferencing Server operations for billing purposes, usage analyses, and so on. 
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