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	Overview

Country or Region: United States

Industry: Manufacturing, aerospace and defense

Customer Profile

Northrop Grumman Space Technology (NGST) develops systems at the leading edge of space, defense, and electronics technology. The sector creates products that contribute significantly to U.S. security and leadership in science and technology. 

Business Situation

NGST wanted to improve access to high-performance computing. Engineers were looking for easier job entry and simplified HPC cluster deployment and management.

Solution

NGST installed Microsoft® Windows® Compute Cluster Server 2003, improving productivity through integration with Active Directory® and third-party applications.

Benefits

· Nodes deploy in one hour instead of months

· Job entry is easier, more consistent

· Typical projects complete 20 times faster

· Cluster availability can increase to 100 percent
	
	
	“Thanks to the simplified deployment process of Windows Compute Cluster Server, a new cluster takes maybe a week to get up and running versus months.” 

Thi Pham, PhD, Systems Engineer, Northrop Grumman Space Technology



	
	
	
	Northrop Grumman Space Technology (NGST), a sector within Northrop Grumman Corporation, a global defense company, wanted to improve access to high-performance computing within its sector. Engineers often waited months to begin projects, and managing isolated server clusters was difficult and time-consuming. To improve access and simplify administration, NGST worked with Microsoft to develop and deploy a cluster with Microsoft® Windows® Compute Cluster Server 2003. Because Windows Compute Cluster Server integrates with the sector’s Active Directory® service, it supports fast and secure access for more users. Engineers can further simplify cluster management by using the integrated Job Scheduler and gain support for running parallel programs simultaneously. With easier administration and better access to resources, engineers can complete projects up to 20 times faster than before.
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Situation

Northrop Grumman Space Technology (NGST) develops a broad range of systems at the leading edge of space, defense, and elec​tronics technology. Building on a heritage of inno[image: image5.wmf] 

vation, the sector creates sophisticated products that contribute significantly to the United States’ security and leadership in science and technology.

The Modeling and Simulation Center, a systems engineering department within the Space Technology sector, wanted to improve access to the high-performance computing (HPC) resources that help its engineers run simulations of satellite and other large, space-based systems. The Space Technology sector had established a large, Linux-based HPC cluster for a major project, but that cluster was being used to capacity and its availability for additional projects was limited. 

The sector resources for helping engineers gain access to existing HPC clusters or deploy new ones also were limited. Because the existing clusters were on separate networks, cluster administrators could not take advantage of the corporate management tools and implementation of the Active Directory® service. Even without those separations, HPC cluster management can be complicated, and most help-desk staff members did not have training in both Windows® and Linux platforms. 

Thi Pham, PhD, Systems Engineer, Northrop Grumman Space Technology, explains, “Engineering groups are typically isolated and running their own versions of cluster technology. Their clusters tend to be closed environments, with manual scripting and special ways to cross network boundaries, and they require advanced administrative skills. As a result, each HPC cluster in our sector had a specialized administrator committed to supporting not just that cluster, but also the high-priority jobs it processed.”

Because the large cluster was separately ad​ministered and already dedicated to several large projects, gaining access to it was not a simple process. An engineer needed to apply separately for a special account and then work with a dedicated administrator to learn how to use the system. According to Pham, getting access could take a long time if a project was not of the highest priority. He says, “It’s hard for a typical engineer to get that kind of resource help for a small to medium-sized task. You’re under a tight deadline, too, yet you face the challenges of a complicated process and limited access.”

Engineers attempted to set up clusters on their own, effectively becoming their own support staff in the process. However, learning to set up and maintain an HPC cluster could reduce the amount of time that engineers had available for their projects. And it could take months to deploy a cluster, during which time engineers needing that resource lost valuable work time. Pham comments, “The situation slowed down our entire delivery schedule because we needed to manage that aspect of computing on top of our normal engineering work.” In fact, projects could take on average five times longer to complete than initially projected. According to Pham, “The loss of opportunities and time is tremendous. If we cannot deliver our simulations on time, we lose large projects and new business opportunities.”

In addition to improving access, the Modeling and Simulation Center wanted an HPC cluster that integrated better with third-party applica​tions. The group depends on common lab applications like Matlab’s MathWorks, a math application designed for performing intensive computing tasks. The center also uses more specialized applications like Fluent, a computational fluid dynamics program; a.i. solutions’ FreeFlyer; AGI’s Satellite Tool Kit; Side Effects’ Houdini; and a variety of custom C++ and C# modeling applications. Engineers typically accessed and started each of those applications and the files created in the applications separately, and could not centrally manage or monitor programs.

The Modeling and Simulation Center at NGST wanted a solution that would make high-performance computing resources available to more sector users and that would enable engineers to manage jobs from their desk​tops. The center wanted an integrated system that would be easy to deploy and administer, so that users could spend less time on cluster management and more time on engineering projects.

Solution

Determined to make HPC resources available to more engineers, the Modeling and Simulation Center at NGST installed a small cluster consisting of eight linked CPUs. The center implemented Critical Software’s WMPI, a family of message-passing middleware products, and set up a firewall for security. Although the Modeling and Simulation Center now had its own HPC cluster, the engineers still had to manage applications separately and wanted a scheduler to facilitate job entry. Moreover, the cluster was isolated behind the department’s firewall; if the center wanted easier administration and easier user access, it would need to integrate the cluster with the rest of the network environment. Working with Microsoft, the center tested Microsoft® Windows Compute Cluster Server 2003 for the features it needed: integration with Active Directory; a scheduler permitting job entry from the desktop; and easier cluster administration.

In June 2005, the Modeling and Simulation Center set up a cluster to begin testing Windows Compute Cluster Server 2003. The center installed the Microsoft Windows Server® 2003 operating system on all the nodes in the cluster. The group then set up Windows Compute Cluster Server on the head node, and joined it to Active Directory. Next, it configured the compute nodes using the To Do List and installation wizards. The center also installed the Windows XP operat​ing system and the Cluster Job Submission and Monitoring Console on another CPU for remote cluster management. Remote Installation Services is part of Windows Compute Cluster Server, but to conform to an internal infrastructure policy, the center chose to use the Windows XP Sysprep utility and a third-party disk-imaging program for performing remote image–based node installations. The center also installed the Cluster Job Submission and Monitoring Console at each workstation. The console is an interface used for job creation, submis​sion, and monitoring.

The Modeling and Simulation Center piloted the cluster by running multiple applications simultaneously to determine how the operating system handled increasingly larger and varied computational problems. The center was satisfied that Windows Compute Cluster Server had the computational power and management features it needed, and in November 2005, the new cluster was joined to the Active Directory service. By March 2006, the center had increased the number of CPUs in the cluster from 20 to 100.

Integration with a wide variety of applications topped the list of NGST’s requirements for the new solution, and by April 2006, the Modeling and Simulation Center had started to integrate Matlab and Fluent, and had submitted Matlab jobs to the Job Scheduler. The next month, Fluent was running and monitored from the Job Scheduler, and for the first time the center was able to receive results on a shared server accessible to everyone within the sector. By May 2006, the center’s core simulation library, written in C#, successfully executed on the cluster.  

C# is a programming language that runs on the Microsoft .NET Framework. The group uses the .NET Framework to develop applica​tions and the Microsoft Visual Studio® Team System development system to manage the development process. The .NET Framework is an integral component of Windows that pro​vides a programming model and runtime for Web services, Web applications, and smart client applications. Both tools work with Windows Compute Cluster Server, allowing easier program management and debugging.

In June 2006, the center began evaluating Excel Services--part of Microsoft Office SharePoint® Server 2007--installed with Windows Compute Cluster Server. Excel Services combined with Compute Cluster Server will enable distributed, server-based spreadsheet calculations to return immediate results. This capability will be helpful for engineers who work with complex modeling spreadsheets. Pham points out, “Cost-risk analyses of large systems are done in Excel. This versa​tility is important because different users prefer different tools.” The Modeling and Simulation Center expects that increased access to shared files and data will boost productivity, and the group anticipates further gains as more applications are integrated with the cluster.

The Modeling and Simulation Center uses the integrated Job Scheduler to submit jobs and manage the workload from engineers’ desktops. Pham has developed an XML template that works with the Job Scheduler to make the process even easier. For example, Pham describes entering an in-house application that was originally written in C++ for a Linux and Solaris platform but quickly recompiled in the Windows environ​ment: “It’s pretty straightforward. You just open the Job Scheduler, enter all the parameters, and press Submit, and the XML template saves all the settings for you. You can make small variations on it and have a history of what you’ve done.” 

The Modeling and Simulation Center also uses the Microsoft Message Passing Interface technology for performing what Pham refers to as “fine-grain, parallel processing.” Pham has already run one successful test of the technology using Fluent and anticipates testing more third-party applications in the near future. Once testing is finished, the group expects to replace its WMPI middleware with the Microsoft Message Passing Interface technology that is integrated with Compute Cluster Server.

Benefits

By deploying Windows Compute Cluster Server, Northrop Grumman Space Technology sector has improved access to high-performance computing resources and can manage those resources more easily. Fast deployment and simplified administration will help the company cut costs, and engineers can quickly add more nodes to the cluster as needed. The integrated Job Scheduler will enable faster, more consistent job entry, and improved efficiency will help engineers complete projects up to 20 times faster. With more time to focus on engineering, the Modeling and Simulations Center can look forward to taking on larger, more com​plex projects.

Nodes Deploy in One Hour Instead of Months

Windows Compute Cluster Server is easy to deploy and manage because of features like To Do Lists and installation wizards. Pham reports, “Thanks to the simplified deployment process of Windows Compute Cluster Server, nodes deploy in an hour, and a new cluster takes maybe a week to get up and running versus months.” 

IT staff members also appreciate the easier cluster deployment and administration. “They like Windows Compute Cluster Server because it offers the potential for much more capacity; there’s more hardware available for more desktop users,” Pham explains. “Engineers no longer need to look for special​ists to administer the cluster. They can train their current administrators to do the job. So it saves them time and money and, at the same time, increases availability.”

By integrating with Active Directory and tools like Microsoft Management Console, Windows Compute Cluster Server enables secure, wider access and simplifies cluster administration. Pham points out that although many engineering groups choose to operate isolated HPC clusters to ensure optimum security, he believes that Windows Compute Cluster Server strikes the ideal balance, supporting both solid security and broader access.

Simplified cluster deployment can also be helpful from a business perspective. Pham explains that because engineers, support staff, and business managers benefit from fast deployment, it’s easy to justify increasing cluster size as needed. He says, “You can get Windows Compute Cluster Server up and running quickly with less cost.”

Job Entry Is Easier, More Consistent
Before the Modeling and Simulation Center installed Windows Compute Cluster Server, submitting jobs and managing workloads were laborious and time-consuming. In des​cribing the processes, Pham says, “Basically, we had to write the script ourselves. Submit​ting jobs wasn’t a graphical process, and we had to connect remotely to the head node to submit the job. We didn’t have a client-based tool like the Job Scheduler on our desktops before. By using the Job Scheduler, we can submit jobs up to three times more quickly.” 

In addition, the center expects better consis​tency now that jobs can be submitted through a standardized interface instead of indi​vidually written scripts. The standardized interface will particularly benefit new engineers, who can submit their jobs and get results quickly without having to learn another complicated process.

Typical Projects Complete 20 Times Faster
Increased access to high-performance computing resources will help NGST save both time and money. In one test situation, a parametric sweep operation that normally took almost six months to run was completed in less than one week. In another instance, a Matlab case that used to take 20 minutes to process on a stand-alone machine now finishes in about 1 minute. Pham notes, “That was back when we had just 20 linked CPUs and we did not use the Job Scheduler. Now that the Job Scheduler and Matlab are integrated with 100 CPUs, I expect more Matlab users will get results even more quickly and will start to think about how to develop parallel programs.”

Cluster Availability Can Increase to 100 Percent
Now that engineers will no longer be respon​sible for administering system access and job management will be easier, they will have more time to focus on projects. In addition, improved access to high-performance computing will expand the Modeling and Simulation Center’s potential for taking on more and bigger projects. Pham reports that installing Windows Compute Cluster Server has prompted a fundamental change in his thinking, and he is excited by the possibilities of taking on larger, more complex jobs. Before, limited high-performance computing resources had in turn limited the number and size of projects that Pham considered. Now, he says, “I feel enabled to think bigger.”


Microsoft Windows Server System
Microsoft Windows Server System™ is a line of integrated and manageable server software designed to reduce the complexity and cost of IT. Windows Server System enables you to spend less time and budget on managing your systems so that you can focus your resources on other priorities for you and your business.

 

For more information about Windows Server System, go to:

www.microsoft.com/windowsserversystem
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For More Information


For more information about Microsoft products and services, call the Microsoft Sales Information Center at (800) 426-9400. In Canada, call the Microsoft Canada Information Centre at (877) 568-2495. Customers who are deaf or hard-of-hearing can reach Microsoft text telephone (TTY/TDD) services at (800) 892-5234 in the United States or (905) 568-9641 in Canada. Outside the 50 United States and Canada, please contact your local Microsoft subsidiary. To access information using the World Wide Web, go to: �HYPERLINK "http://www.microsoft.com/"��www.microsoft.com�





For more information about Northrop Grumman Space Technology products and services, call (310) 812-4321 or visit the Web site at: 


�HYPERLINK "http://www.st.northropgrumman.com/"��www.st.northropgrumman.com� 





For more information about Microsoft in Manufacturing, go to: � HYPERLINK "http://www.microsoft.com/manufacturing" \o "http://www.microsoft.com/manufacturing" �www.microsoft.com/manufacturing�








“Now I feel enabled to think bigger.”


Thi Pham, Systems Engineer, Northrop Grumman Space Technology
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“We didn’t have a client-based tool on our desktops like the Job Scheduler before. By using the Job Scheduler, we can submit jobs up to three times more quickly.” 


Thi Pham, Systems Engineer, Northrop Grumman Space Technology
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