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Executive Summary

Microsoft, like many large enterprises, was having difficulty managing the many terabytes of dynamic collaboration content across the company. There were many platforms with inconsistent backup services, poor integration, and no metadata indicating the relevance, value, or status of the content. The Microsoft IT group turned to Microsoft® SharePoint™ Products and Technologies to solve these problems.
SharePoint Products and Technologies work together to deliver highly scalable collaboration solutions with flexible deployment and management tools. At Microsoft, the collaboration solution addresses four distinct business needs.

· Personal storage

· Team collaboration

· Group and division portals
· Enterprise services 

Before the centrally hosted collaboration solution described in this paper was deployed, Microsoft IT managed more than 26,000 SharePoint Team Services sites on many servers located around the world. 

Microsoft IT expected to minimize barriers to collaboration and information exchange, improve operations efficiency, and increase employee productivity. Because of the new centralized SharePoint infrastructure, they also forecast a reduction for the hardware cost related to storage. Microsoft IT paid approximately $450 US per gigabyte (GB) for standalone SharePoint Team Services servers and less than $100 US per GB for central Storage Area Networks (SANs). In addition, the new infrastructure provides easier administration and out-of-the-box integration with Microsoft Office Professional Edition 2003.

This paper is written for enterprise business decision makers, technical decision makers, IT architects, and deployment managers who want to deploy SharePoint Products and Technologies within enterprise environments. Although this paper provides recommendations based on Microsoft IT early-adopter experiences, it is not intended to serve as a procedural guide. Each enterprise environment has unique circumstances; therefore, each organization should adapt the plans and lessons learned described in this paper to meet its own specific needs.

Introduction

The Microsoft IT group deployment of a new collaboration platform was an opportunity to implement a solution in keeping with the recent corporate focus on centralization of hardware and services. The goal was to consolidate the service in regional data centers to minimize cost of ownership and support, while delivering to information workers the expected functionality, storage capacity, and performance. 
Microsoft IT observations showed that collaboration activities at Microsoft varied across the different types of audiences illustrated in figure 1. Typically, collaboration begins with one individual. An employee may generate an idea and share it with peers. Then teams form around ideas and projects, and those teams need to share and disseminate information to their members quickly. Teams working together on related projects might form a group or division. At the division level, so much information from the contributing teams has been generated that effective organization and categorization of content is important. At the enterprise level, leaders assess high level summaries and key documents as well as disseminate information across the organization. 
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Figure 1.   Collaboration at Microsoft occurs across different levels
At Microsoft, information flows both up and down the levels. Central management communications, administrative information, and best practices flow toward the team and individual. This type of content is typically provided in a central portal. New ideas and project information flow toward the division and enterprise from individuals and teams. This information is generally targeted to specific individuals and is difficult to share broadly without inundating the organization with excess communications and information.
Information Worker Uncertainty 

Although IT teams made all kinds of options available to users, users did not always know which option was the optimum choice for a given situation. Instead of being able to focus on their core business, they were forced to make decisions about how best to work with the technology. To Microsoft IT, it seemed clear that it would be better for IT to set up systems and technology to effectively manage information, rather than distracting users from their primary tasks. Figure 2 illustrates some of the common confusing choices that were available to information workers. IT staff also suffered the burden of managing the various platforms.
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Figure 2.   Information workers’ former choices for saving content
Employees at Microsoft often work in virtual teams comprised of information workers in various parts of the world, and from multiple disciplines. These employees need to quickly and easily find, review, comment on, change, and save documents and information. Everyone involved in a project must be able to access the most current information and document version. Otherwise, coworkers could be updating different versions of a document, which causes reconciliation issues and lowers productivity.
After the initial release of SharePoint Products and Technologies in 2001, information workers at Microsoft created sites at a higher rate than anticipated. Given the demand for collaboration features and the importance of working across teams, the Microsoft IT project team identified the following problems to be addressed in a new solution:
Workers faced too many choices for storing content.   When Microsoft information workers saved documents, they had many choices about where to store them, based on the content type, audience, purpose, publication readiness, and accessibility. In addition, content often has several different phases during its lifetime, a circumstance that requires information workers to make the storage decision several times. Once workers decided where to store content, they had to remember where they stored it so they could find it again when they wanted to reference, revise, or remove it. 
Teams had to learn to collaborate with each other.   The majority of collaborative work at Microsoft takes place within small work teams. As teams form and change, they need to be able to easily create a structure that supports common processes and store information so that it is reliably available and backed up. While the e-mail inbox was a common tool for collaboration, it was not effective when version history was important, or when information had to be published regularly to a wide audience. Furthermore, e-mail does not provide scoped search or browse capability across mailboxes, up-to-date documents, or a publishing model. With e-mail, one has to piece together the message threads to get a current view of a project or initiative. Therefore, new team members could not easily learn historical information or current project status from stored e-mail.
Employees had difficulty finding information relevant to their work.    Microsoft had 26,000 SharePoint Team Services team sites, and many of these sites had no apparent relationship to one another. Substantial manual effort was necessary to pull these together into a comprehensive portal. Most often, users were left to their own devices to identify, from among thousands of sites (as well as thousands of file shares and public folders), the top 10 to 12 sites that were relevant to their projects. An intranet Web search could identify many of these sites, but the sites would be listed among numerous search results that were irrelevant. Employees needed to know:
· Where to find closely related team sites (for example, sites of other teams within their division).
· That enterprise search results included relevant and up-to-date content.
Teams needed to focus on business rather than IT issues.   Across the company, many teams worked independently to solve similar problems, such as how to search within and across sites, and identify links to related team and organization sites. These efforts were redundant and did not directly relate to project goals. In fact, these extra tasks often hampered the teams’ efforts to reach project goals.

Enterprise Management Complex on Previous Platform
Although the SharePoint Team Services hosted solution worked well to support team solutions, it was not designed for management of thousands of sites. As the adoption of team sites increased at Microsoft, challenges arose around maintaining the solution at enterprise scale. There were also several alternative storage platforms which have features that overlapped with one another.
High Cost of Storage.   Because disk space was distributed among numerous platforms, excess space on each storage device was inaccessible to other platforms. The net result was a large amount of unused disk space across the enterprise. Furthermore, with such a large volume of content, there was always a percentage that was no longer relevant. However, Microsoft IT did not have data to determine which sites were still relevant and active. Because it could not just retire or archive an arbitrary percentage of the content to free capacity for new sites, it added storage and absorbed the expense of additional hardware and support.
Disjointed Support Process.   Because various teams within Microsoft IT owned storage platforms, there was no consistent support process for storage technologies. For example, messaging operations supported Exchange Server while a separate team supported SharePoint Products and Technologies. Therefore, users had to turn to a variety of experts to arrive at solutions to their issues. Rather than support fewer platforms well and focus effort on improvements in one area, Microsoft IT stretched to maintain numerous systems, each of which had a significant but not worldwide audience. Furthermore, delays in getting support frustrated users who did not care how the support teams were organized.

Fragmented Information Worker Strategy.   There had been no single IT team tasked with managing information worker processes. With several teams advocating and deploying technologies to suit the needs of their own audiences, a wide variety of solutions were available, but often did not work well together or integrate to take advantage of common data or platform.

Similarly, there was no advocate for the information worker strategy, thereby reinforcing the tendency towards disjointed solutions. Users were left in a position to decide for themselves how best to navigate to the solution that best met their needs.
Centrally Hosted Collaboration Platform
Centrally hosting SharePoint Products and Technologies addressed many of the issues Microsoft IT wanted to resolve, including the high costs for underutilized platforms, disjointed support processes, scalability limitations, and lack of content expiration.

Microsoft IT worked with product groups at Microsoft that were developing SharePoint Products and Technologies, Microsoft Windows® Server™ 2003, and Microsoft Office 2003 Editions to ensure that the products worked well together to enhance the user experience and support IT needs. Microsoft IT’s ownership of the Microsoft information worker strategy allowed Microsoft IT to design a solution that spans requirements from individual employees to the enterprise as a whole. Microsoft IT’s scenario-based training material helped users effectively apply the collaboration solution to existing projects and processes. 
Fewer Platforms to Support

Microsoft IT reduced costs and increased efficiency in managing and supporting user content in the following ways:
· Decreased number of servers.   Because an additional server is required for each 200 GB increase in storage capacity, each SAN avoids the addition of over 20 SQL Server™ computers.
· Decreased cost per gigabyte.   Implementing a SAN environment to consolidate content and to prepare for anticipated growth in content on team sites is projected to reduce storage cost per gigabyte to less than one-fourth the cost of the SharePoint Team Services hosted solution that Microsoft IT deployed in 2001.

End-to-End Infrastructure and User Support 

Microsoft IT consolidated hardware into three regional data centers because the data centers had the infrastructure to support the SANs that Microsoft IT’s design required and good network connectivity with the largest international locations. This consolidation simplified support, backup, administration, and patch management. 
Microsoft IT also provided backup services that included the ability to restore data at the site, list, and document level. The ability to restore specific content saved time both in the IT restore task and in the user’s work to assimilate restored content to the site. 

Because Microsoft IT designed the collaboration infrastructure as a single enterprise- wide solution, support issues were usually resolved by a single virtual team, reducing hand-off and communication delays that would otherwise compromise the quality of support and increase the time and cost to resolve the issue.

Highly Available Service
With the use of Windows Load Balancing, supported by SharePoint Portal Server 2003, Microsoft IT could take hardware offline for maintenance without interrupting service. This architecture was designed to provide redundancy for high availability of at least 99.5 percent and scalability to meet both growing storage needs and an increasing user base.
Scalable Service
The Microsoft IT architecture for Windows SharePoint Services and SharePoint Portal Server 2003 supported scalability. Increasing traffic volumes can be accommodated by adding additional front-end servers. By implementing a SAN, Microsoft IT was able to consolidate content onto scalable storage, thus reducing unused capacity that occurred with the more distributed storage approach.

Life Cycle Management
Windows SharePoint Services provided life cycle management features. Microsoft IT used these features to configure default content expiration policies and identify obsolete content that could be archived or removed to free disk space for active content.

Business Benefits
Windows SharePoint Services is the engine for creating Web sites that enable information sharing and document collaboration, which increases individual and team productivity. Team sites provide list management, announcements, calendars, site search, and site membership roles. Windows SharePoint Services now has many of the document collaboration features previously offered in SharePoint Portal Server 2001, such as version history, document access permissions, check in, and check out. It is a key piece of the collaboration infrastructure for information workers delivered in Windows Server 2003.

SharePoint Portal Server 2003 is the scalable portal server that connects people, teams, and information across business processes. It facilitates end-to-end collaboration by enabling aggregation and organization, and the ability to search for people, teams, and information. The new platform offers scalability and content consolidation through clustered servers, improved backup and restore functionality, and life cycle management. 
Microsoft IT’s new collaboration platform provided a consistent service and user experience while taking advantage of the cost efficiencies of centralization. For example, Web Parts, which are the basic building blocks for Web Part pages, provide functionality for lists, document libraries, and so on. Because these Web Parts are re-used throughout SharePoint Products and Technologies, the user interface is familiar. Users can customize existing Web Parts to modify their appearance and include them on multiple pages. 
Reducing the number of choices that information workers have to make is important in making the new collaboration solution easier to use than the old collaboration methods. Figure 3 illustrates the choices an information worker has for storing content with the new platform. 
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Figure 3.   New information worker choices for storing content
The following business benefits resulted from the adoption of the Microsoft IT collaboration solution.

Personal Storage.   With personal sites, called “My Site” in the SharePoint Portal Server 2003 user interface, users have a clear location for storing content where they can control who has access to it. This personal site has a private storage area for personal content and work in progress, as well as a public storage area for easily sharing the projects and documents they are working on. Because the personal site includes some profile information from the Active Directory® directory service, it also provides information to others about the role one plays within a team or organization.
Team Collaboration.   SharePoint Product and Technologies integration with the Microsoft Office 2003 Editions provided the Microsoft IT users with a single platform for content creation and collaboration. Saving from Microsoft Word, Microsoft Excel, and Microsoft PowerPoint® to a personal site or team site no longer required to the user to remember or look for the correct path. Microsoft Office 2003 Editions provide My Site as a storage place in the File – Save dialog box. 
Integration also streamlined team collaboration by making Document Workspace sites and Meeting Workspace sites available to team members working on a shared document. Microsoft Outlook® 2003 creates Document and Meeting Workspace sites from e-mail attachments and meeting requests. The sites are tailored specifically for collaborative work on documents and meetings.
Because the workspace provides access to the current version of documents and document history, using the Document Workspace and Meeting Workspace sites saved time and effort by reducing the need to send file revisions through e-mail. Meeting participants accessed the workspace from their browsers or from the client task pane and viewed, edited, and added information to the site. Up-to-date meeting agendas, minutes, and tasks were centrally available in an intranet site.

Team members working from different physical locations often used instant messaging to hold discussions. Microsoft Office Live Communications Server, a new product, provides presence information for most lists and is available in membership Web Parts on sites. Presence information enabled users to see if other team members were online, busy, or away and to initiate instant message or e-mail sessions from the workspace user interface itself. 

Group and Division Portals.   Out-of-the-box portals provided a single point for browser-access to linked team sites and enabled users to search linked sites on the portal independently of information available across the enterprise. In addition, information could be submitted to a portal from within a linked team site. Thus, portals were capable of providing a summary view of the most important information from the team sites.
Enterprise Services.   The advantages of a single enterprise collaboration platform included:

· Leveraging available knowledge for business decisions across the company by making relevant information easier to find with enterprise and portal search capabilities.

· Allowing information workers to focus on business issues while reducing IT costs for common site services. IT achieved economies of scale by centrally implementing shared best practices and offering common high volume service.

Shared services provided users with intuitive and effective methods for finding information and people across the organization. Shared services are SharePoint Portal Server 2003 features that were configured once and used throughout the collaboration platform so that teams did not need to worry about maintaining these services themselves. Microsoft IT deployed the shared services infrastructure, with search, notification, audiences, and profiling features.
Service Architecture and Design
The IT organization is unique at Microsoft in its breadth of responsibilities. Its primary role, like that of any other IT group in a large organization, is running the worldwide IT “utility.” Microsoft IT provides end-to-end services ranging from end-user support and telecommunications management to server and network operations. This role includes managing connectivity for over 150,000 PCs worldwide. Over 50,000 employees, 5,000 contractors, and 17,000 vendors in more than 400 Microsoft locations worldwide are able to access corporate network services and resources 24 hours a day, 7 days a week.

The primary business of Microsoft is software design. Consequently, Microsoft IT has a second mission that is unique among global IT enterprises. Besides running the IT utility, Microsoft IT is an early adopter of Microsoft technologies, testing and deploying Microsoft products such as SharePoint Products and Technologies, Windows Server 2003, and Exchange Server 2003 before their release to customers. This process is known within Microsoft as “eating our own dog food.”

The Microsoft IT deployment of a new collaboration platform was an opportunity to implement the corporate focus on centralization of hardware and services. The goal was to consolidate the service in regional data centers to minimize cost of ownership and support, while delivering functionality, storage capacity, and the overall collaboration experience to end-users. The solution was designed to meet Microsoft collaboration requirements for the next three years.
The Microsoft IT project team was headed by a program manager responsible for planning and overseeing deployment, architecture, training, support, communication plans and implementation. Other members of the team included a database architect and a service manager. Because Microsoft IT already had a designated team and processes for deploying new hardware into the Redmond and regional data centers, additional team members were not needed for the deployment of production servers. 
The deployment of the collaboration platform coincided with the internal Office Professional Edition 2003 and Microsoft Office Live Communications Server deployments. These products increase the value of SharePoint Products and Technologies because of integrated site creation and presence information in SharePoint sites.
Logical Organization
To meet Microsoft business requirements, Microsoft IT designed its central collaboration platform with three types of server farms, a team site farm, a portal farm, and a shared services farm. The team site farm provided the infrastructure for hosting team sites, which constituted approximately 90% of the data stored on the platform. The portal farm provided front-end servers for SharePoint Portal Server and used the SAN in the shared services farm for portal data storage. The shared services farm provided consistent search, notifications, audiences, and user profiles across the solution. Audiences allow portal administrators to target content to users based on the values of properties that are contained in user profiles, the reporting structure of the organization, or Active Directory groups to which users belong. Views of user profiles include properties imported from Active Directory, links to documents a user has written, links to team sites a user belongs to, and links a user has shared. The shared services farm in Redmond also hosted the central portal, called MSWeb, which provided intranet access to corporate information and services such as HRWeb, Microsoft ITWeb, and division portals.
Note   Within regional data centers outside of Redmond, the portal farm and the shared services farm are combined because the volume of activity in the regions does not justify a separate farm. 

Figure 4 shows a logical representation of the Microsoft IT collaboration platform service. The full architecture includes multiple division portals, and additional group portals that branch beneath the group portals illustrated.
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Figure 4.   Collaboration platform service topology  
The elements of the service work together to address enterprise collaboration requirements.
· Team Sites.   Windows SharePoint Services provides templates for various types of sites, which Microsoft IT generically calls team sites. Team sites include Document Workspace sites, Meeting Workspace sites, and sites created from links on portals. Team sites link with portals and offer basic collaboration features like document libraries, discussions, surveys, and lists.
At Microsoft, a team site often has sub-sites that include Document Workspace sites, Meeting Workspace sites, and other sites to organize projects, initiatives, or deliverables that the team is working on. A site and its sub-sites are called a site collection. A collection of team sites aggregates under a particular portal. 
· Portals.   A portal can associate with one parent portal. For example, a portal administrator can associate a portal that organizes information about employee benefits with a broader human resources portal. 
· Shared Services.   Portals can take advantage of the shared services that are common across the company. The shared services include enterprise-wide search, indexing, content change notifications, rule-based audience definitions, user profiles, and personal sites. 
Note   Although SharePoint Portal Server does not categorize personal sites as a shared service, Microsoft IT chose to provide personal sites as a service for storing personal data and for sharing work and employee “identity” information within the company. 
In general, providing the same services across the enterprise reduces training costs and help desk calls. Furthermore, the shared services infrastructure does not have to be duplicated for each portal. Network traffic created by the centralized indexing service is also less than would be created by numerous SharePoint Portal Server installations independently crawling content.
One example of how shared services solved a business problem relies on the definition of search scopes for the collaboration platform. For example, if a group with content in the Chofu data center region wants to have content and a portal hosted in the region, but also needs to be included in the search scope of a division portal hosted in the Redmond data center, it can associate with its parent division portal and still be included in searches specific to the content and portals with the Chofu data center.

Security 

The collaboration platform Microsoft IT deployed is available to users authenticated on the Microsoft corporate network. Because content databases are hosted on shared SANs, Windows authentication is the primary mechanism for controlling access to the content on a particular site. The finance site was hosted with independent front-end servers so that the site could employ custom Web Parts that employ business rules or data access without incurring the risk of putting additional code on the hosted infrastructure‘s shared servers.
Microsoft IT took the following steps to help secure the infrastructure:

· Removed the DEBUG verb for ASP.NET extensions on front-end servers.
· Removed Internet Information Services (IIS) file extensions not used by SharePoint.
· Configured connections to SQL Server with Windows Authentication.
· Created a SharePoint-specific domain service account that has only the rights required for the platform. Other Microsoft IT services, Microsoft Exchange Server for example, have similarly segregated service accounts.

Because it is inherently easy to store and share data with the collaboration platform, Microsoft IT informed users of their responsibility to follow company confidentiality, privacy, and security policies by requiring that users accept an end user agreement when they create new sites.

Team Site and Portal Farms
Microsoft IT created team site and portal farms that hosted team sites and portals in a centralized content repository built on top of Storage Area Network (SAN) hardware that provides up to 3.6 terabytes of database capacity in each farm. The portal farm in each region is an independent SharePoint Portal Server installation. 
Shared Services Farm
Shared services were offered within regions based on of relationships between content types as follows:  
· Team sites were linked with the appropriate group portal, division portal, or the central portal.  

· Within a region, portals consumed services from the regional shared services portal—MSWeb. The hierarchy among portals defined the scope for searches throughout the region.

As part of the SharePoint Portal Server deployment, Microsoft IT rolled out the following shared services:
· Search.   A portal search scope is automatically set to include the portal and all associated portals plus linked sites. This provides more relevant search results than a long list of results from across the corporate network. For example, a tester looking for a test matrix for a particular product can search that product’s portal and not be inundated with test matrices from all past and current product development efforts.
· Notification.   Shared services in each region alerted users about changes in a site or document. Change notifications were listed within each user’s personal site so that users can mange their alerts in a single location. (Independent of shared services, sites also provide notifications in e-mail messages.)
· Audiences.   Administrators define audiences based on group membership or other profile information. The experience and content for someone browsing a site can change based on audiences to which they belong. For example, managers may see additional information on a human resources page because they belong to the “managers” audience.
· Profile.   Information about people was imported from Active Directory into a profile that provides three views: a personal view that only a user can see, a public view that other uses see, and an edit view for updating optional items in the profile. Profile information appears in the default public view of a user’s personal site.
· Single sign-on.   Single sign-on is an out-of-the-box service for which Microsoft IT does not have a strong requirement. It is used for integrating back office systems and line-of-business applications that require a credentials database.
Search Service 

The shared services infrastructure provided a robust search capability that enabled users to conduct broad organizational searches in addition to targeted searches within a particular team site, personal site, or portal. Search service offered the following default search capabilities to Microsoft IT users:

· Enterprise-scope.   Users visited the search page for the central shared services portal to conduct an enterprise-wide search across all content and team sites. SharePoint Portal Server in the central shared services farm regularly crawled both central and regional content to create a comprehensive index of content and site directory information. In addition, these servers also crawl other content sources specifically included for enterprise search. 

· Division-scope and group-scope.   Group portals located in one of the regions could associate themselves with a division portal located in the Redmond data center. This association defined the search scope that allowed a user to find all content related to that division across regions. Search within a single group portal provides results for that portal, portals associated to that portal, and any team sites linked to portals within the search scope.
· Site-scope.   Users were able to conduct searches of team site content. These searches used SQL Server 2000 full-text indexing.

By default, team sites and personal sites were included in search indexes and site directories. Even if a team site owner decides not to have the site indexed for search, the name of the site still appears on the site directory. Users must have read permissions to view content. 

Notification Service 

Users can request notifications about content changes from any site so they can be immediately aware of updates without actively searching for them. The shared service architecture allowed users to manage notifications for sites within their region on their personal site. Users could also choose to receive individual notifications for any site in an e-mail message and maintain these within the Outlook Rules and Alerts dialog box.
Audience Service 

Rule-based audience definitions allowed portal administrators to target content to users based on the values of properties that are contained in user profiles, the reporting structure of the organization, or Active Directory groups to which users belong. Administrators were able to publish Web Parts and news to one or more specific audiences.

The audience service allowed Microsoft IT to use its investment in Active Directory to easily create audiences from existing distribution lists and security groups. Shared services in each region provide the audience feature to group and division portals.

Profiling Service 

When users searched for employees within their organization, the Microsoft IT profiling service provided search results including the user’s name, phone, office location, a record of documents, sites the user has worked with, and a link to the user’s personal site. A user has a personal view of his or her properties and related items that only he or she can see. The public view is what users see when they view user profiles for other users. The data in profiles is updated on a weekly basis with an incremental import from Active Directory.
Planning Enterprise Operations

Microsoft IT conducts enterprise operations, including support, life cycle management, and backup and restore, during and after deployment. The following is a description of the operations plans.
Provisioning Sites and Portals

A key element behind the wide adoption of Microsoft IT’s collaboration platform was the ease with which users could create sites and get started using the platform. With the exception of portals, Microsoft IT allows users to provision their own sites.
Creating a Personal Site.   Personal sites are linked with the central portal in either the Redmond shared services farm or the regional services farm. Until a user creates their personal site, profile information is returned as a public view in a default Web Part. When a user creates their site, a configuration and content database are generated. Thus, disk space for personal sites was committed only after a user chose to personalize their site.
By setting permissions so that users can create a personal site only on their region’s shared services farm, Microsoft IT ensured that there would be only one personal site per user. The URL for each user’s site is updated in Active Directory to facilitate enterprise-wide searches for information about people. Because fast and reliable network connections were available to their employee data, personal sites were hosted in the region nearest employees.
Creating a Team Site.   Users were able to create team sites from the collaboration service Web site or from another division or group portal that exposed a hyperlink for creating sites linked with the portal. Although sites are linked by default with the portal from which they are created, users can choose to link a site with another portal when the organization or relationship of the team changes (for example, in corporate restructuring activities or when ownership moves to another team). This capability makes it easy to maintain a meaningful hierarchy of sites without any IT intervention.
During site creation, users provide metadata about the site, including the primary and secondary owners, purpose of the site, and template language (English, Japanese, or German). As of this writing, Microsoft IT allows users to create sites that are not automatically linked with a particular portal because an appropriate portal may not yet exist. However, as more portals are established across the enterprise, Microsoft IT may change its policy so that sites are always created from a hyperlink on a particular portal and linked by default with that portal. This policy will ensure that sites can be searched from the portal and are included in the enterprise-wide hierarchy of sites and portals.
In special cases, team site owners can also request a host header or “vanity name” for their team site, for example, http://ProductSalesCentral. Sites with host headers can have URLs that are easier to publicize and remember. In some cases, teams wanted to use an established Web site URL for a new SharePoint site. To preserve the site names of SharePoint Team Services sites that were upgraded to Windows SharePoint Services sites, Microsoft IT assigned host headers with the existing site URLs. As of this writing, fifty teams have requested short URLs for new sites. Microsoft IT does not endorse widespread use of this capability because additional costs are incurred for a help desk request to configure a site with a host header. An alternative solution is to redirect requesters of a preferred URL to the appropriate SharePoint site. Microsoft IT maintains a separate set of front-end servers in the team site farm for sites with host headers (for simplicity, these are not shown on the diagrams in this paper).
Creating a Portal.    Groups with a need to organize and highlight content can create SharePoint Portal Server 2003 portals that aggregate related team sites and provide search across those sites. With the collaboration solution infrastructure in place, Microsoft IT needed only to approve an online portal request form that explained the business reason for the portal, indicated owner and co-owner, and provided meta-data about the portal purpose and association with other portals. All portals used English templates, because SharePoint Portal Server 2003 supports one language per server farm.
Most of the Microsoft IT-hosted portals were standard out-of-the-box SharePoint Portal Server 2003 portals using standard Web Parts and shared the Microsoft IT hosted front-end servers. Using only out-of-the-box portals and Web Parts on the virtual servers that hosted most sites reduced the availability or performance risk that might be presented by custom Web Parts.
Microsoft IT also supports a variety of custom and independent portals for special functions or groups. A few groups, including Finance, requested that Microsoft IT host custom portals. To provide this capability without compromising the stability of standard hosted portals, Microsoft IT purchased front-end servers (approximately $4,500 US per server) for the Finance group so they could add custom Web Parts to meet their Web application needs, and use the Microsoft IT-hosted back-end SQL Server and SANs. The groups received the desired flexibility while getting management and support from Microsoft IT.
Multi-Tier Support 

Customers requiring Microsoft IT support for the Microsoft IT migration to SharePoint Products and Technologies platform included portal administrators, portal users, team site owners, team site users, personal site owners. 

The project team adopted the standard Microsoft IT three-tier support model. Tier 1 was the Help Desk. Tier 2 was support for questions not resolved by Help Desk. Tier 3 acted as a safety net for all issues not resolved at tiers 1 and 2. Table 1 summarizes the kinds of support available for information workers.

Table 1.   Support Availability
	Support Group
	Special Functions
	Availability 

	User Self Help
	Information on Microsoft ITWeb
	7 days x 24 hours

	Tier 1—Help Desk
	Basic product support  

Escalations to tier 2
	7 days x 24 hours

	Tier 2—Escalation from Help Desk
	Site access issues
Change site ownership

Create site with a specific URL
Increase storage quota
Create or delete portal

Redirect or rename site
	5 days x 15 hours


6:00 AM – 9:00 PM PST

	Tier 3—Safety net 
	Site restore requests
Resolve escalated issues
	5 days x 8 hours


· Tier 1.  Help Desk was the first line of contact for all users with questions and problems concerning the SharePoint Platform. Help Desk technicians help users validate issues, understand feature/functionality, resolve known issues and escalate issues that require additional expertise or back-end administrative access to the SharePoint application or hardware.

Help Desk technicians had SharePoint Team Services experience and access to internal knowledge base articles about Windows SharePoint Services before the test migration. They received training on Windows SharePoint Services prior to the large-scale Microsoft IT deployment. 

· Tier 2.   The tier 2 support staff, based in two regional centers, had two roles in assisting customers with Windows SharePoint Services-related issues. First, tier 2 staff validated issues and reviewed steps taken by the help desk technician to make sure that no troubleshooting steps were missed. Second, tier 2 staff had administrative access to the SharePoint application and had the responsibility to resolve common issues that required administrative access such as quota increases or change of team site owner. 

· Tier 3.   IT staff with extensive SharePoint Products and Technologies experience, including those involved in the design and architecture of the service, provided tier 3 support. Tier 3 support comprised approximately 1 to 2 percent of support calls. 

Microsoft Operation Manager Management Packs
Microsoft plans to release Microsoft Operations Manager (MOM) 2000 Management Packs and configuration guides for SharePoint Portal Server 2003 and Windows SharePoint Services. These management packs are designed to monitor performance and status of the applications. SharePoint Products and Technologies also rely on SQL Server and corporate backup services, which are centrally managed to support a wide array of IT systems. Microsoft IT uses MOM to monitor basic hardware, network services and operating system functions with the existing data center management infrastructure. 

Some of the activities that the management packs are designed to monitor include: 
· SharePoint Portal Server content indexing
· SharePoint Portal Server audience compilation

· SharePoint Portal Server alert service
· Windows SharePoint Services data import from Active Directory

· Windows SharePoint Services HTML load balancing 

· Windows SharePoint Services Web Part rendering 

· Windows SharePoint Services SQL Server database connectivity and capacity

Microsoft IT is currently integrating and testing pre-release versions of the management packs with the collaboration platform. Additional information about the management packs will be available at http://www.microsoft.com/mom/default.asp.
Site Life Cycle Management 

To actively manage the life of content in order to maximize storage space and efficiency, Microsoft IT operations personnel used the life cycle management features of Windows SharePoint Services. Out-of-the-box e-mail notification and site deletion functionality assisted Microsoft IT in managing and retiring obsolete sites. 

Microsoft IT configured the service to send owners expiration notices on a regular basis. Owners with outdated sites clicked a link to navigate to the page that allows them to delete their site. If no response to three consecutive notifications was received for sites created with Windows SharePoint Services, which have both a primary and secondary owner, the sites were automatically deleted.

Note   Because it was difficult to confirm the correct ownership for sites upgraded from SharePoint Team Services, those sites were not deleted automatically. Owners were responsible for manually deleting such sites.
Microsoft IT ensured that site ownership succession met the needs of Human Resources, and the site expiration policy met the requirements of Law & Corporate Affairs.
Table 2 summarizes the expiration actions Microsoft IT administrators set up.

Table 2.   Site expiration policy
	Type of site
	Notification frequency
	Response that site is active
	No Response 

	Team and personal sites
	180 days
	180-day period restarted
	Delete after three 30 day unanswered notices

	* Demo team site
	30 days
	30-day period restarted
	Delete after four weekly unanswered notices


* To facilitate training and experimentation, Microsoft IT encouraged users to create demo sites. 
Backup and Restore
To back up the SharePoint Team Services database, Microsoft IT had to back up five separate areas (the Internet Information Services metabase, local groups in the system state, the roles file for site security, one database per virtual server, and files stored on the file system). 
Backup and restore capability has been dramatically enhanced through both product improvements and Microsoft IT storage consolidation that enabled single site restore capabilities. Users can retrieve a single document from a restored site and upload it to their site without taking their site offline. In addition, FrontPage provides functionality with which site administrators can backup or archive sites at any time.

During the deployment, Microsoft IT chose to back up full site collections with the Stsadm.exe utility and also, disk space permitting, site-by-site databases with Smigrate.exe. With site by site backups, Microsoft IT was able to restore an individual site or document without restoring a 50 GB SQL Server database. Table 3 describes the restore capability with Microsoft IT’s backup strategy.
Table 3.   Restore capability for each type of backup
	Type of Backup
	Day 0
	Day 1
	Days 2 – 365

	SQL Server database
	Nightly backup to disk, no same day recovery
	Restore from disk
Nightly copy of day 0 backup data to tape
	Restore from tape

	Site collection
	Nightly backup to disk, no same day recovery
	Restore from disk
Nightly copy of day 0 backup data to tape
	Restore from tape

	Shadow copy
	7 p.m. snap shot copy to disk, same day restore after backup completes
	Restore from disk until 7 p. m.
	Not available


Note   Although documents cannot be recovered unless present during the latest backup, document libraries include versioning so that a copy of each published version is saved.

Team sites are usually restored to a temporary site from which users can retrieve the files they need. Portal sites are restored over the existing portal; no individual document or list restore is available for portals. Restore requests were initiated within 72 hours. The restore process for data within the past two days was often faster because the backup data was still available on disk.
Server Architecture
The Microsoft IT project team decided to consolidate all collaboration services into three data centers to reduce the storage and network costs, improve backup, storage security, and sharing capabilities. 

The three data centers shown in the following table were selected to host server farms because they offered regional connectivity, high bandwidth, and the capability to support the SAN hardware. These regions were also closely aligned with the management hierarchy within Microsoft.
Table 4.   Description of areas served by each Microsoft IT data center.

	Regional data center
	Service Locations

	Redmond
	North and South America; Redmond also hosted the central shared services and central portal for the enterprise

	Dublin
	Europe, the Middle East, and Africa 

	Chofu
	Asia, Pacific, and Japan 


Following the discussion of the data center architecture, this section describes server requirements for servers that play specific roles within the infrastructure.
Redmond Data Center
Microsoft IT invested in next generation SAN technology to mange storage for the collaboration platform. This decision affected many other decisions, particularly the design of SQL Server 2000 installations that attach to the SAN. Figure 5 shows the architecture of the Redmond data center. 
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Figure 5.   Hardware architecture for the Redmond data center 

The infrastructure Microsoft IT put into place was high capacity, scalable, and clustered. Microsoft IT used 
Windows Load Balancing on front-end servers to handle high traffic volumes and to make the addition of servers straightforward.

The Microsoft IT front-end servers stored the ASP.NET Web Part assemblies, IIS logs, and Windows SharePoint Services ASP.NET code and application program interfaces (APIs). Front-end servers access the configuration and content databases through SQL Server clusters that store data in the SAN. There was no interaction between the index servers and the front-end Web servers in this configuration.

Each region stored content databases on an Enterprise Virtual Array (EVA) storage area network (SAN) with mirrored database drives and maximum usable database capacity of 3.6 terabytes. The SAN used a redundant gigabit Ethernet to connect with the Web front-end servers. With the exception of the SAN hardware, all of the servers used approved configurations for Microsoft data centers. The regional data center IT staff installed and managed the hardware. The server specifications for hardware deployed within the Redmond data center are detailed in Table 4.

Table 5.   Microsoft IT server requirements for the Redmond data center
	Server Farm 
	Description
	CPU

	Team site farm


	Two Web front–end servers 
	2 proc, 1.4 GHz, 1.25 GB RAM

	
	Three back–end SQL Server computers
	4 proc, 1.5 GHz, 3.8 GB RAM, 206 GB HD

	
	HSV110 EVA SAN
	3.6 TB

	Shared services farm
	Two back–end SQL Server computers
	4 proc, 1.5 GHz, 3.8 GB RAM, 206 GB HD

	
	HSV110 EVA SAN
	412 GB*

	
	Two Web front–end servers
	2 proc, 1.4 GHz, 1.25 GB RAM

	
	Two search servers 
	2 proc, 2.4 GHz, 2 GB RAM, 200 GB HD

	
	Two index servers
	2 proc, 2.4 GHz, 2 GB RAM, 100 GB HD


* Microsoft IT purchased a second SAN based on long-term storage forecasts and available budget allocations. This SAN has not been needed to date to fulfill Microsoft storage requirements.

Regional Data Centers
Each data center was designed to include a team site farm that contained all team sites created and managed within the region.  The team site farm would consist of a Web front-end and a SAN for storage. The design of the team site farm would provide excellent scalability for both availability and storage capacity.  

In addition, each data center would have a shared services farm to provide services within each region and, through association with the central shared services, provided these services globally. Because the demand for shared services in the Dublin and Chofu regions was lower than in the Redmond, front-end servers for SharePoint Portal Server were included in the shared services farm. Figure 6 illustrates the servers deployed in the regional data centers in Chofu and Dublin.
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Figure 6.   Hardware architecture for regional data centers
Because the number of users supported in regions other than Redmond is lower, the project team configured the Dublin and Chofu data centers with two-node SQL Active/Active Passive clusters. A primary node hosted all content and configuration databases. The passive node was configured to be secondary and be ready to take over the load in case of failure. SQL Server 2000 was installed on each node with storage in the fiber-attached EVA SAN enclosure. 

Table 5 shows Microsoft IT server requirements for Dublin and Chofu. The requirements are identical except that the SAN storage is larger for Dublin than for Chofu.

Table 6.   Microsoft IT server requirements for the Dublin and Chofu data centers
	Server Farm
	Description
	CPU

	Team site farm
	Two Web front–end servers 
	2 proc, 1.4 GHz, 1.25 GB RAM

	
	Two back–end SQL Server computers
	4 proc, 1.5 GHz, 3.5 GB RAM, 206 GB HD 

	Shared services farm
	HSV110 EVA SAN
	1.2 TB in Dublin; 412 GB in Chofu

	
	Two Web front–end servers 
	2 proc, 1.4 GHz, 1.25 GB RAM

	
	Two search servers 
	2 proc, 2.4 GHz, 2.5 GB RAM, 200 GB HD

	
	Two index servers
	2 proc, 2.4 GHz, 2.5 BB RAM, 100 GB HD


Server Requirements and Considerations
Microsoft IT decided that load balancing the front-end servers was important. The front-end servers did not contain user data and were used specifically for handling the traffic and interface rendering for the data stored in the back-end SQL Server 2000 database.

Microsoft IT configured the Redmond data center, which housed the central shared services farm and team site farm as a three-node SQL Server Active/Active Passive cluster. Two active nodes with resources primary to each of them were configured with half the content databases load balanced, based on size, across the two active nodes. The third node was passive and was set to pick up the load if either node failed. Microsoft IT configured the databases to be on the same node for data consistency. Because projected storage requirements exceeded the 3.6 TB storage capacity of the team site farm, Microsoft IT acquired an EVA SAN with 412 GB shared storage that will be expanded with additional disks as necessary.

The hard disk drives were configured to provide optimum disk I/O performance with half the databases on one drive and half the databases on another in two separate storage groups. For easier troubleshooting and maintenance, the project team decided to minimize complexity by keeping the number of resource and storage groups low. The amount of disk space initially configured in the SAN was determined by calculating the existing SharePoint Team Services content in the region and adding 25 percent for growth. Unused disk space was left unformatted so that it would remain available for growth. In addition, Microsoft IT plans to purchase additional disks when necessary to take advantage of future decreases in disk cost. 

Search Servers

Searches conducted from any portal on a team site farm consuming shared services and page requests to the portal or to a personal site require resources from the search server. The project team considered both the RAM and the CPU requirements for quick searching.

Microsoft IT calculated that the two index servers would support 100 GB of disk space each while the search servers would support 200 GB (search servers aggregate the results produced by each of the index servers). The disk capacity was based on the size of the MSWeb portal’s index plus the anticipated index for new SharePoint sites. Microsoft IT multiplied this sum by three to accommodate growth and include a margin of safety for the estimates.
Microsoft IT deployed search servers in the central services farm in pairs to ensure that content would be available if one server became unavailable. Neither Windows Load Balancing services nor hardware was needed, because SharePoint Portal Server maintained the table of available search servers.

Index Servers 

Index servers crawled all content across the team site farms, and files stored in the site directory of the portals. The SharePoint Portal Server Job service ran on one of the index servers to keep track of notifications and scheduled processes. The second index server provided additional resources for crawling disparate content sources such as portals, site directories, and custom configurations set up by the knowledge management group. The index servers propagated the indexes nightly to the search servers, thereby updating the information available for search.

Back-End SQL 2000 Server

Since SQL Server was primarily used for storage, Microsoft IT considered the disk, CPU, and memory requirements that would be needed for scaling. They deployed servers in two different configurations for the SQL Server back-end storage. The central team site farm required three back-end SQL Server computers. The shared services farms for Redmond, Chofu, and Dublin each required two back-end SQL Server computers.

Enterprise Aggregation and Services

The Microsoft IT deployment provided a standard platform and set of tools based on SharePoint Products and Technologies and the shared services infrastructure. 
Groups that wanted to extend this platform and build add-on services for their customers worked with the appropriate internal groups for consultation, custom development, and support. As of this writing, two additional groups, the Sales and Support group and the Finance group created custom portals and configured them to consume Microsoft IT shared services. The ability to consume Microsoft IT’s enterprise shared services enabled these groups to build and maintain portals with custom Web Parts, yet take advantage of the economies of scale provided by Microsoft IT hosting on the back-end servers. 
Upgrade
As of this writing, Microsoft IT planned to upgrade 26,000 team sites that exist on a hosted service based on SharePoint Team Services. After moving that content to Windows SharePoint Services, Microsoft IT planned to decommission the old infrastructure to reduce server support costs (fourteen standalone servers have been replaced with three server farms that provide a ten-fold increase in capacity). 
Microsoft IT tested the upgrade process in two phases. The team conducted a test to upgrade 300 SharePoint Team Services sites to Windows SharePoint Services, and then upgraded an additional 800 sites. 

Upgrade Process
The primary objective for testing the upgrade process was to reduce the impact to team site owners. The project team discussed the impact of two options for the test. The first option was to have users perform an upgrade for their site(s). The second option was to have Microsoft IT perform a bulk migration. Microsoft IT decided to manage the upgrade experience for users to ensure a smooth transition to Windows SharePoint Services. 

Microsoft IT notified owners of sites on the virtual server chosen for the test that their content would be “upgraded” (not migrated) over a weekend to Windows SharePoint Services. By talking about the process as an upgrade, users felt less anxiety and did not seek to remain on the existing service though the Microsoft IT team maintained the old sites in case there were any problems. Namespaces were preserved and applied to the upgraded Windows SharePoint Services sites by assigning IIS host header names for each of the sites. 

After user surveys confirmed that the upgrade was successful, Microsoft IT upgraded 800 additional sites (for a total of 1,100 sites). The original sites were renamed and maintained in a read-only virtual server for two months as a precaution against unforeseen issues. No upgrade issues required users to access these original sites. 
Site owners can request a link with any portal running on SharePoint Portal Server 2003 from the Site Settings administration page.
SMigrate Tool

The Microsoft IT team used Windows SharePoint Services Migration Command Line Utility (Smigrate.exe), which is included on the Windows SharePoint Services installation media, to back up SharePoint Team Services sites before upgrading. SMigrate exported site content to a hard disk archive file format known as FrontPage Web Package (.fwp). Microsoft IT used SMigrate to import the resulting .fwp file into a new Windows SharePoint Services site.
Migrating SharePoint Portal Server 2001 to Windows SharePoint Services

Most of the 25 SharePoint Portal Server 2001 sites hosted by Microsoft IT were created because of the document management capabilities rather than because portals were required. Many of the sites had obsolete content that had been used for a particular project and were no longer necessary. Windows SharePoint Services provided the document control features previously only offered by SharePoint Portal Server 2001. For that reason, each SharePoint Portal Server 2001 site used for document management was reviewed and the content was either deleted or moved to a document library. Documents in these sites were manually copied to new team sites.
Group Portals

Because SharePoint Portal Server 2003 can store data in either the Web Storage System or SQL Server 2000, Microsoft IT had the choice to upgrade portals as long as the content remained on the Web Storage System. However, because of the scalability and clustering capability of SQL Server and the Microsoft strategy to broadly adopt SQL Server as a storage platform, Microsoft IT decided to deploy SharePoint Portal Server 2003 using SQL Server 2000.

This architectural decision meant that some features and portal UI customization would require development work to run on the new platform. These features include Dashboard Web Parts, Dashboard site customization, routing and workflow approval, multiple document profiles per document library folder, and document versions. 

A tool for migrating content stored in Web Storage System to SQL Server was not yet available when Microsoft IT deployed SharePoint Portal Server 2003, so the first portal migrations had to be accomplished by hand (Microsoft plans to release a supported tool as a Web download). 
The benefits of moving to SharePoint Portal Server 2003 in Microsoft IT’s new collaboration platform far outweighed the one-time effort required to migrate content and re-customize the new portals. 

Lessons Learned

Microsoft IT learned useful lessons in the areas of architecture, migration, and operations that may be helpful for other enterprise deployments of SharePoint Products and Technologies.

Architecture

Determining storage needs and the hardware solution is a critical step in planning a SharePoint Portal Server solution. Because Microsoft IT was implementing new SAN technology that is not yet common in Microsoft data centers, Microsoft IT carefully planned their architecture in conjunction with a hardware vendor to address both current and future platform needs.
Because Windows SharePoint Services addresses the needs of individual teams with a general set of features, few strategic choices are required in deploying the functionality. SharePoint Portal Server, on the other hand, affects the way information is presented across groups and divisions, and how it is distilled for executives in the enterprise. As a result, architectural decisions are largely dependent on business objectives. For example:
· Personal site strategy.   Personal sites are new in SharePoint Portal Server 2003. Because Microsoft did not have experience with this feature or concept, it was not immediately clear how the feature would be adopted and used. Microsoft IT rolled out this feature initially to a small audience and tuned the design based on user feedback.
· Portal hierarchy.   At Microsoft, a single team is assigned the task of managing the central portal, MSWeb. Only designated information from group and division level portals appears on MSWeb. While the strategy for Microsoft is to have a set of division level portals that roll up directly to MSWeb, other models may be appropriate depending on an organization’s approach or objectives. Involve business leaders in the process of designing how portals will associate throughout the enterprise.
The portal hierarchy also affects search scope. Because groups and divisions are important to the organization of Microsoft, it makes sense that users can search all sites pertinent to a division from the division portal.

· Differentiating the need for a team site versus a portal.   Because groups at Microsoft required features from SharePoint Portal Server 2001, they assumed that they needed a portal with SharePoint Portal Server 2003. Because document collaboration features are present for team sites with Windows SharePoint Services, Microsoft IT has learned that these teams may have been successful using team sites without full portal functionality.
Before deploying a service, determine how portals will function in the environment and, therefore, how best to design and support the services. While site and portal architecture are flexible and scalable, changing the relationship of a site or portal with shared services requires that entries in the configuration database be altered. These entries are specific to the particular configuration of shared services within a server farm. 
SharePoint Is Designed for Collaboration Files

SharePoint is geared toward collaboration scenarios. It is not designed to replace application file storage or maintain transactional data. Microsoft IT set the maximum file upload limit at 100 megabytes (MB) for two reasons: one, upload times for file up to 100 MB are still reasonable and do not cause time-out errors that frustrate users; and two, files larger than 100 MB are less likely to be used collaboratively. Microsoft IT continues to evaluate this file upload limit and may lower it to encourage use of the platforms for collaborative content.
SharePoint Scales Up and Out To Meet Demand
Microsoft IT’s initial pilot deployment of Windows SharePoint Services and SharePoint Portal Server used a single computer as a SQL Server back end. Microsoft IT added servers until its needs exceeded the largest server listed on the data center’s hardware standards. When this happened, Microsoft IT chose to implement a SAN solution.
When considering a SAN, it is important to consult with a hardware vendor to determine hardware needs and configuration options. In large enterprise deployments, a SAN typically provides storage for SQL Server. For Microsoft, the choice to implement SANs was based on the cost-per-gigabyte. Above 400 GB, a SAN was more cost effective for the Microsoft platform. Microsoft IT worked with experts in the data centers to ensure that data centers had sufficient space, power, cooling, and seismic protection to support the SANs. 

Upgrade and Migration
The key to a successful upgrade from SharePoint Team Services to Windows SharePoint Services is careful planning. The following lessons came from the migration effort.

Conduct a Pilot

A formal pilot is not necessary if an enterprise phases in its implementation. Consider a pilot if management or the deployment team requires a proof of concept or if the deployment team lacks data necessary to properly scale the deployment. Microsoft IT measured the adoption of its SharePoint Team Services service to predict the requirements for the new Windows SharePoint Services solution. Although initial adoption rates have been higher than anticipated, the infrastructure was planned with spare capacity for future growth.
Plan for Unexpected SharePoint Data Migration

Many teams at Microsoft had files on file shares that were not maintained by Microsoft IT. Microsoft IT discovered that many of those groups chose to move their content to Microsoft IT’s collaboration platform and eliminate their responsibility for maintaining infrastructure for the content. The impact of managing large quantities of unexpected content is particularly important during deployment and approximately six months afterward.

Operations

Microsoft IT minimized operations issues with early planning and by anticipating storage and performance. The following are lessons the Microsoft IT operations team discovered.

Assign Active Directory Attribute for Personal Site URL
Check the Active Directory attribute called wwwHomePage to see if it is in use. By default, users at Microsoft have write access to their own wwwHomePage attribute. Creation of a personal site overwrites this attribute in Active Directory unless an IT administrator specifies an alternate property. 
Personal Sites (My Site)
From a management perspective, consider how operations personnel will react when people move within the organization. For example, if a Microsoft employee moves from a location in Redmond to an office in Europe, they have an opportunity to move their personal site to the Dublin shared services farm. Because some positions require travel among worldwide locations, it is not always straightforward to select a single location for a personal site.
So that all users can easily navigate to the MSWeb central portal (hosted in Redmond), the portals that host personal sites in Dublin and Chofu redirect users to MSWeb (using name service redirection). Thus, any user who navigates “up” from their personal site opens the same portal.
Publishing Size and Quota Management Need Tuning

Microsoft IT began with the Windows SharePoint Services default site quota of 100 MB of storage per site. Because of the large number of requests for more storage capacity and the cost for processing those requests, Microsoft IT determined that it was cost effective to grant an increase to 500 MB at the first request rather than increase the quota in 100 MB increments. Furthermore, because Microsoft IT was able to set a specific and reasonable limit on disk space per site, the platform did not have the risk that storage demand could suddenly exceed available capacity.
Microsoft IT began with the maximum file upload limit set at 50 MB and raised it to 100 MB because users hit the 50 MB limit frequently. Microsoft IT determined its initial limits by reviewing its experience from Microsoft Exchange deployments and its earlier SharePoint Team Services experience. If users frequently request more storage or frequently hit the upload maximum, consider the consequence of increasing limits. 
A second consideration for setting an upload limit is the collaborative purpose of the platform. Although the platform can upload large files, Microsoft IT is considering lowering the limit because smaller files make more sense for collaborative work. Organizations may choose different limits based on their unique circumstances. An alternate method that Microsoft IT uses to ensure that the platform is used for collaboration is to block file types that are not appropriate. Because Microsoft has alternate solutions for storing application components, such files cannot be uploaded to SharePoint sites.
Host Header Names Are Valuable for Special Cases
Microsoft IT created host header URLs, also called “vanity names”, with custom scripting. Host headers provide URLs that are easier to publicize and remember than lengthier URLs within a designated namespace. Because a help desk request is required to create a site with a host header, Microsoft IT has elected not to publicize host headers as a routine practice. An alternative solution is to use URL redirection by mapping the desired name to a specific site within the collaboration platform’s namespace.
Use Windows Security Groups for Large Sites
Because distribution groups that are used to set up the initial membership for team sites are expanded and reflect only the initial distribution group membership, security groups are useful for maintaining membership for larger sites Active Directory. Distribution groups work well for smaller sites or sites that have life span during which membership is unlikely to change. Security groups are not expanded, and therefore permissions will reflect recent changes made in Active Directory.
Note   Only security groups or individuals can be listed as members on portals.

Primary Support Issues

The following were the major issues addressed by the support teams:

· Restoring sites, documents, and lists.   Because there is no feature for users to “undelete” an item that they may have inadvertently deleted, users must request a site restore from the help desk. Microsoft IT retains the previous day’s backup data on disk for 24 hours so that this most common type of restore request can be resolved by the operations team without initiating a restore from backup tapes. 

· Renaming site collections.   Changing the URL of an existing site collection requires that a site be backed up and a restored to a site with the new URL.

· Requests for increases in storage quota size.   Microsoft IT had frequent requests for an increase of the quota size beyond 100 MB. Microsoft IT found that quotas must be fine-tuned to get the proper limit.

· Changing site ownership.   Confusion about the difference between site ownership and site administration initiated many support calls. During the test upgrade, the support team discovered that often the wrong person was named as the site owner and, as result, the wrong person got e-mail notifications about the site. While administrators can be added and deleted without the involvement of Help Desk, ownership can only be changed by Help Desk. Once site administrators learned the distinction between ownership and administration, the volume of support calls dropped.
· Questions about site life cycle management.  The first time that site owners receive e-mail requesting confirmation that their site is still in use, there may be an increase in support calls. These questions subside as site owners learn about site life cycle management.
Best Practices

Microsoft IT developed the following best practices while deploying its collaboration solution. 

Team Collaboration

The following is a team collaboration best practice:
· Allow easy site creation.   Microsoft IT experienced fast growth in the number of sites by publicizing a single page on its Web site that explains the service offerings, provides educational information, and includes a link for immediately provisioning a site. Within minutes, users were able to create a real site that met their team’s needs. Microsoft IT also provided a virtual server on which people could create and experiment with demonstration sites. Demonstration sites had a 30 day site life cycle rather than six month life cycle of regular team and personal sites. 

Enterprise Services

The following are enterprise services best practices:

· Develop a comprehensive communication plan.   Microsoft IT developed a two-pronged communication approach that addressed its primary audiences, existing SharePoint users and non-users, who would each benefit from enhanced functionality, usability, and support. Existing users received e-mail notification of upgrade plans well in advance of any changes to their sites, along with information about support processes. New users received both a general service announcement and could read a series of articles posted on MSWeb, published in the internally distributed MicroNews, and available on other information outlets within Microsoft that promoted the collaboration solution.
· Prioritize communication and training.   Users and support staff should be given advance notice, be assured that there are plans to protect content, and be given appropriate documentation and training. Users may only need informal training. 

Microsoft IT organized its Web site to promote the collaboration solution and to prepare users for the service. The site presented a list of business-based scenarios with a wizard-like interface. When a user selected one of the scenarios, the site described the combination of SharePoint features useful for the particular scenario. For example, a program manager would want to set up a team site. A program manager, technical writer, and editor would want to set up Meeting Workspace and Document Workspace sites to work with peers. Webmasters for a group or division would want to set up a portal. The scenario pages explained how users would install the required software and create sites.

· Understand how Meeting Workspace, Document Workspace, and personal sites work before deployment.   Because these features are new, it is important to understand how they work so that IT staff can predict how they will be used in their own enterprise. In addition, users require guidance about the circumstances in which to create a Document Workspace on a team site versus a personal site for storing content.

· Manage either adoption or volume.   Microsoft opted to invest in scalable storage infrastructure so that it could expand as the solution adoption increased. Alternatively, organizations can manage growth by using quota, site expiration, or other usage policies.
· Conduct a security audit.   Microsoft IT worked with corporate security to conduct an audit to ensure that the deployment met the necessary security requirements. Because security requirements vary in different business situations, ensure that the objectives and planned use of the solution are clearly understood.
· Obtain user agreement.   Microsoft implemented an internal user agreement to address user responsibilities, which include security and treatment of personal information. User agreements were added to personal sites, Web Parts, portal, and team site registration pages.
Conclusion

The hosted SharePoint Products and Technologies collaboration platform is a key element in the Microsoft knowledge management strategy. Microsoft IT addressed not only its IT requirements for centralization, manageability, and long term cost savings, but also the information worker demands for more seamless collaboration with fellow information workers. 
From the IT operations perspective, Microsoft IT was able to:
· Decrease storage costs to one-forth the per-gigabyte cost of the previous solution.
· Implement a consistent IT strategy and support process.
· Enact policies around site life cycle management.
· Deliver a solution that is highly available, scalable, and manageable at the enterprise level.

Microsoft IT empowered information workers by simplifying the working environment:

· Provide sites that are easy to create and populate because they take advantage of the familiar browser experience and familiar productivity tools in Microsoft Office 2003 Editions.
· Deliver a single end-to-end platform for storing content, be it personal, team, group, or enterprise relevant.

· Enable collaboration with peers using common UI, tools, and processes.
· Produce relevant search results among the content sources pertinent to one’s own working community.
· Create the freedom to focus time and energy on core business issues, rather than on the distractions of IT systems.

For More Information

For more information about Microsoft products or services, call the Microsoft Sales Information Center at (800) 426-9400. In Canada, call the Microsoft Canada information Centre at (800) 563-9048. Outside the 50 United States and Canada, please contact your local Microsoft subsidiary. To access information via the World Wide Web, go to:

http://www.microsoft.com/

A series of related papers and case studies is available at:

http://www.microsoft.com/technet/itshowcase
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Situation


Information workers were confused by too many choices for storing content.


Teams needed common collaborative processes to work effectively together.  


It was expensive and complex to support multiple storage and collaboration platforms.


Solution


Microsoft IT hosted a global collaboration platform based on Microsoft technologies. The platform supports personal storage, team Web sites, group and division portals, and enterprise services with server farms in three regional data centers.


Benefits


Simplified personal storage solution.


Rich team collaboration using existing productivity tools and technologies.


Lower IT costs through storage consolidation and centralized platform support.


Products & Technologies 


Windows SharePoint Services 


Microsoft Office SharePoint Portal Server 2003


Microsoft Office Professional Edition 2003


Windows Server 2003 with Internet Information Services 6.0 and Active Directory 


Microsoft SQL Server 2000


Microsoft Operations Manager 2000


Enterprise virtual array storage area network








“We’ve created a very tight-knit knowledge network based on SharePoint Products and Technologies where everything from individual information worker documents up through enterprise services, is tightly integrated, discoverable and searchable within this SharePoint environment.”





Joe McGinn


Microsoft IT Group Manager


Microsoft Corporation








Product and Technology Name Key


The technology initially released as SharePoint Team Services has now been released as �Windows SharePoint Services.





The product initially released as SharePoint Portal Server 2001 has now been released as �Office SharePoint Portal Server 2003.
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