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Introduction

This report provides the results of performance tests of Microsoft® Message Queue and IBM MQSeries in a comparative evaluation in a Windows® 2000 environment on a low-end desktop computer and a high-end desktop computer.  The report also includes throughput results when configured together through a bridge.

Both messaging applications were tested using the same computers with the same configurations in three modes: MSMQ stand-alone, IBM MQSeries stand-alone, and MSMQ going through a bridge to MQSeries.  Different message sizes and threads were employed.  

For both MSMQ and MQSeries, two performance measurements were collected: messages-per-second and CPU utilization during message send and receive. For the bridge test (which employed MQSeries Bridge application), network utilization and bridge CPU utilization were measured.

Microsoft supplied the test tools.  The IBM applications were obtained from IBM’s web site. The Microsoft applications are built into Windows 2000.

NSTL used Microsoft technical support contacts to facilitate installation and configuration of MSMQ, MQSeries, and MQSeries Bridge. In addition, Microsoft provided some assistance and clarifications in setting test tool parameters. All testing was done using Microsoft methodology, but testing was conducted independent of any Microsoft or IBM personnel. 

Methodology

NSTL’s performance testing of Microsoft’s MSMQ and IBM’s MQSeries encompassed the following:

A. Comparative tests on one high-performance standalone system.

B. Comparative tests on one conventional standalone system.

C. Throughput test of MSMQ on a three system network bridge: (One system with MSMQ software cabled to a Bridge system with MQSeries, which was cabled to a system with IBM MQSeries).

The performance software employed was Microsoft’s bench test tool. The executable files were msmqbench (for MSMQ) and mqsrbench  (for MQSeries). These were message-sending programs executed from the command prompt.  The programs enable the sending of multiple messages of defined sizes and numbers, and defined conditions, such as message send, recoverable mode, sync-point, and so forth.  The specific parameters utilized are set out in the tables of test results. 

Six sets of parameters were run on the high performance system;  one set of parameters on the conventional system, and two sets of parameters on the networked bridge.

The test was run five times for each set of parameters.  The test result tables reflect the average result of these five runs. 

[For each set of parameters, the “number of messages” parameter was set so that the send/receive time was approximately one second. (This required some preliminary runs for each parameter.)] 

The specific test procedure for all tests was as follows:

a. Open the Microsoft 2000 Task Manager and open a command prompt window.

b. Observe CPU’s utilization shown in the Microsoft 2000 Task Manager and wait for it to remain steady while the system was idle.

(CPU utilization was observed with one or two command line windows open (one when sending, two when sending and receiving). Generally, a 2 percent CPU utilization was observed for MSMQ and 3 percent for IBM MQSeries while the system was idle.  The use of these CPU utilization baselines produced more consistent results.) 

c. At the command prompt: type “msmqbench” or “mqsrbench” plus the appropriate parameters. 

The available parameters were:

1. Operation = send or receive type of transmission

2. Message type = express or recoverable 

3. Number of messages 

4. Queue Name

5. Transaction Type= 

a. MSMQ types are Internal, DTC, Single and No Transaction

b. MQSeries types are Sync-point (same as MSMQ Internal type),

    No_Sync-point (same as MSMQ No Transaction type)

6. Number of Transactions

7. Number of Threads

8. Sync Mode

9. Clear Queue = True/False

Note: NSTL observed some degradation in message delivery time as messages filled the queues.  Therefore, message queues were cleared before each set of test executed (such as before 10 bytes tests and before 1,000 bytes tests.)  Clearing the queue ensured more consistent test results.

The performance program lists the following information after execution:

· Total Messages = actual messages sent/received

· Test time = total time executing test

· Benchmark = messages per second

· Throughput = bytes per second
Test Results

Single Machine, High-Performance Disk Scenario

MSMQ

	Metric/Message Size
	10 bytes
	1,000 bytes
	2,000 bytes
	4,000 bytes

	Messages per Second
	14,130
	11,300
	9,685
	7,590

	CPU Utilization
	100%
	100%
	100%
	100%


Table 1 – Messages Sent, 1 Thread, Express Mode
IBM MQSeries

	Metric/Message Size
	10 bytes 
	1,000 bytes
	2,000 bytes
	4,000 bytes

	Messages per Second
	866
	626
	720
	736

	CPU Utilization
	100%
	100%
	100%
	100%


Table 1 – Messages Sent, 1 Thread, Express Mode

MSMQ

	Metric/Message Size
	10 bytes 
	1,000 bytes
	2,000 bytes
	4,000 bytes

	Messages per Second
	13,700
	11,400
	10,150
	8,230

	CPU Utilization
	100%
	100%
	100%
	100%


Table 2 – Messages Received, 1 Thread, Express Mode
IBM MQSeries

	Metric/Message Size
	10 bytes 
	1,000 bytes
	2,000 bytes
	4,000 bytes

	Messages per Second
	1,029
	1,008
	995
	995

	CPU Utilization
	97%
	100%
	97%
	99%


Table 2 – Messages Received, 1 Thread, Express Mode
MSMQ

	Metric/Message Size
	10 bytes
	1,000 bytes
	10,000 bytes

	One Thread
	Messages per second
	761
	842
	460

	
	CPU Utilization
	53%
	60%
	58%

	Three Threads
	Messages per second
	1,183
	873
	591

	
	CPU Utilization
	71%
	63%
	74%


Table 3 – Messages Send, Recoverable Mode, No Transactions
IBM MQSeries

	Metric/Message Size
	10 bytes
	1,000 bytes
	10,000 bytes

	One Thread
	Messages per second
	334
	269
	131

	
	CPU Utilization
	71%
	70%
	59%

	Three Threads
	Messages per second
	337
	283
	129

	
	CPU Utilization
	70%
	70%
	59%


Table 3 – Messages Send, Recoverable Mode, No_Sync-point

MSMQ

	Metric/Message Size
	10 bytes
	1,000 bytes
	10,000 bytes

	One Thread
	Messages per second
	840
	737
	818

	
	CPU Utilization
	54%
	45%
	49%

	Three Threads
	Messages per second
	1,403
	1,358
	882

	
	CPU Utilization
	68%
	66%
	65%


Table 4 – Messages Received, Recoverable Mode, No Transactions
IBM MQSeries

	Metric/Message Size
	10 bytes
	1,000 bytes
	10,000 bytes

	One Thread
	Messages per second
	351
	353
	313

	
	CPU Utilization
	66%
	58%
	70%

	Three Threads
	Messages per second
	360
	350
	318

	
	CPU Utilization
	64%
	62%
	72%


Table 4 – Messages Received, Recoverable Mode, No_Sync-point

MSMQ

	Metric/Message Size
	10 bytes
	1,000 bytes
	10,000 bytes

	
	
	Internal
	
	Internal
	
	Internal

	One Thread
	Message/Sec.
	
	5772
	
	2568
	
	443

	
	CPU Utilization
	
	91%
	
	75%
	
	61%

	Three Threads
	Message/Sec.
	
	6378
	
	2325
	
	458

	
	CPU Utilization
	
	95%
	
	96%
	
	63%

	Five Threads
	Message/Sec.
	
	4836
	
	2397
	
	208

	
	CPU Utilization
	
	98%
	
	97%
	
	82%


Table 5 – Messages Sent, Recoverable Mode, Transactions as Indicated

IBM MQSeries

	Metric/Message Size
	10 bytes
	1,000 bytes
	10,000 bytes

	
	
	Sync-point
	
	Sync-point
	
	Sync-point

	One Thread
	Message/Sec.
	
	606
	
	610
	
	205

	
	CPU Utilization
	
	86%
	
	83%
	
	57%

	Three Threads
	Message/Sec.
	
	609
	
	576
	
	183

	
	CPU Utilization
	
	92%
	
	83%
	
	65%

	Five Threads
	Message/Sec.
	
	569
	
	577
	
	190

	
	CPU Utilization
	
	92%
	
	90%
	
	75%




Table 5 – Messages Sent, Recoverable Mode, Transactions as Indicated
MSMQ

	Metric/Message Size
	10 bytes
	1,000 bytes
	10,000 bytes

	
	
	Internal
	
	Internal
	
	Internal

	One Thread
	Message/Sec.
	
	2261
	
	1571
	
	338

	
	CPU Utilization
	
	85%
	
	59%
	
	46%

	Three Threads
	Message/Sec.
	
	2317
	
	1575
	
	339

	
	CPU Utilization
	
	85%
	
	63%
	
	58%

	Five Threads
	Message/Sec.
	
	2405
	
	1582
	
	340

	
	CPU Utilization
	
	98%
	
	89%
	
	70%




Table 6 – Messages Received, Recoverable Mode, Transactions as Indicated

IBM MQSeries

	Metric/Message Size
	10 bytes
	1,000 bytes
	10,000 bytes

	
	
	Sync-point
	
	Sync-point
	
	Sync-point

	One Thread
	Message/Sec.
	
	587
	
	523
	
	UD

	
	CPU Utilization
	
	79%
	
	74%
	
	UD

	Three Threads
	Message/Sec.
	
	582
	
	593
	
	UD

	
	CPU Utilization
	
	85%
	
	82%
	
	UD

	Five Threads
	Message/Sec.
	
	582
	
	548
	
	UD

	
	CPU Utilization
	
	93%
	
	90%
	
	UD


Table 6 – Messages Received, Recoverable Mode, Transactions as Indicated

UD=Undeterminable – NSTL was unable to send enough messages to reach the messages per second requirement.

Networked Bridge Scenario

MSMQ through MQSeries Bridge to IBM MQSeries

	Metric/Message Size


	200 bytes
	1,000 bytes
	2,000 bytes
	4,000 bytes

	Messages per Second
	982
	992
	916
	856

	Sending CPU Utilization %
	90%
	100%
	92%
	100%

	Receiving CPU Utilization %
	19%
	41%
	21%
	19%

	Bridge Utilization %
	58%
	57%
	57%
	57%





Table 7 – Messages Sent, 1 Thread, Express Mode
	Metric/Message Size


	200 bytes
	1,000 bytes
	2,000 bytes
	4,000 bytes

	Messages per Second
	255
	254
	209
	173

	Sending CPU Utilization %
	75%
	81%
	80%
	76%

	Receiving CPU Utilization %
	19%
	28%
	23%
	33%

	Bridge Utilization %
	36%
	31%
	27%
	31%


Table 8 – Messages Sent, 1 Thread, Recoverable Mode, No Transaction
System Configurations

Single Machine Conventional Scenario:
	Machine 
	Dell Optiplex Gxpro

	CPU
	Two (2) 200 MHz Pentium Pro

	RAM
	130 MB

	Hard Drive
	One (1) 12GB

	O/S
	Windows 2000


Same machine used for 3 disk test measurements with two (2) 4GB hard drives added.

Single Machine, High Performance Disk Scenario & software configuration:

	Machine 
	Compaq Proliant 5000

	CPU
	200 MHz Pentium Pro

	RAM
	256 MB

	Hard Drive
	Eleven (11) 4GB

	O/S
	Windows 2000


· Disk1: MSMQ message storage files; eight-way hardware striped using RAID 0 with Compaq Smart 2/E Array controller controlling 8 disk drives

· Disk2: Windows 2000 system page file; 4 GB using Adaptec AHA-2940 SCSI II controller

· Disk3: MSMQ transactional log; 4 GB using Adaptec AHA-2940 SCSI II controller

· Disk4: DTC log; 4 GB using Adaptec AHA-2940 SCSI II controller 

Network Bridge, High Performance Scenario & software configuration:
	Machine 
	Compaq Proliant 5000
	Compaq Proliant 800
	Dell Optiplex Gxpro

	CPU
	200 MHz Pentium Pro
	200 MHz Pentium Pro
	Two (2) 200 MHz Pentium Pro

	RAM
	256 MB
	256 MB
	130 MB

	Hard Drive
	Eleven (11) 4GB each

RAID 0 – 8 way hardware striped
	Ten (10) 4GB each

RAID 0 – 6 way hardware striped &

RAID 0 – 3 way hardware striped
	One (1) 12GB

	Hard Drive Controller
	1 – Adaptec 2940 SCSI II

1 – Compaq Smart 2/E Array
	1 – Adaptec 2940 SCSI II

2 – Compaq Smart 2SL Array
	IDE ATA/ATAPI

	O/S
	Windows 2000
	Windows 2000
	Windows 2000

	NIC
	Compaq Netelligent 10/100 TX PCI
	Compaq Netelligent 10/100 TX PCI
	3COM EtherLink XL 10/100 PCI

3C905-TX

	Usage
	IBM MQSeries Server
	MSMQ Server
	MQSeries Bridge


MSMQ Server

· Disk1; Adaptec AHA-2940 SCSI controller; 1 disk drives

· Disk2:  Compaq Smart 2SL Array controller performing RAID 0; six-way hardware striped; 6 disk drives contained in Compaq Storage System F1

· Disk3: MSMQ log files; Compaq Smart 2SL Array controller performing RAID 0; three-way hardware striped; 3 disk drives
Setup/Installation

Compaq System Upgrade

Both Compaq Servers were upgraded to the latest Compaq SupportPaQ for Windows 2000 released in February 2000 prior to testing. The Support PaQ bundle was downloaded from Compaq URL site.
	Upgraded Item
	UpgradedVersion

	System Management Driver
	5.5.20

	Drive Array Driver
	5.1.14.0

	Netflex/Netelligent Adapter Driver
	5.0.1.11

	Integrated Management Display Utility
	5.0.0.0

	Integrated Management Log Viewer
	5.0.0.0

	Power Supply Viewer
	5.0.0.0

	Power Down Manager
	5.0.0.0

	Remote Monitor Service
	5.0.0.0

	Arrray Configuration Utility
	2.40.65.0

	ATI Rage IIC Video Controller Support
	5.0.2.0

	Foundation Agents v.461
	4.61

	Server Agents v.4.60-Windows
	4.60

	Storage Agents v.4.61-Windows
	4.61

	NIC Agents v.4.60-Windows NT
	4.60

	32-Bit SCSI Controller Driver
	5.1.24.0


The following lists the steps used to install and verify test tool successful operation. MSMQ installation and testing performed first.

MSMQ (Windows 2000 Server version)

1. The test tool was obtained from Microsoft in a zip format email.

2. Windows 2000 Server installed on all servers.

3. Windows 2000 execution file “dcpromo” ran from a command line prompt – this promoted the server to Primary Domain Controller (PDC) and installed Active Directory services with global catalog settings.

4. Control Panel – Add/Remove programs initiated and MSMQ installed.

5. Using Computer Management option a Queue manager and two Public Queues setup, one transactional and one non-transactional.

6. Test tool unzipped to server.

7. Initial testing of test tool use done successfully.

8. Actual testing of MSMQ using test tool yielding results shown in tables.

IBM MQSeries v. 5.1

1. IBM MQSeries and MQBridge applications obtained from IBM URL site, NSTL had to fill out a registration form for a 90-day evaluation copy of MQSeries.

2. Windows 2000 Server already installed, MSMQ removed using Control Panel – Add/Remove programs.

3. Installed IBM MQSeries via its installation exe file, MQSeries required video setting of 800x600 pixels for installation.

4. Using MQSeries Explorer two Queues setup, one Persistent (equivalent to MSMQ transactional) and one Non-Persistent (equivalent to MSMQ non-transactional). Message maximum was set to 500,000 up from default of 5,000.

5. Test tool unzipped to server.

6. Initial testing of test tool use done successfully.

7. Actual testing of MSMQ using test tool yielding results shown in tables.

MQ Series Bridge v.4.0 (Build 595)

1. MQSeries Bridge obtained in initial IBM URL download.

2. Dell Optiplex and Compaq Proliant 5000 demoted to remove Active Directory from servers and made users on the Compaq Proliant 800 domain server.

3. Microsoft MSMQ-MQSeries Bridge application and MQSeries client installed on Dell, IBM MQSeries application installed on Compaq Proliant 5000 

MSMQ installed on Compaq Proliant 800.

4. A 100base TX hub used to connect these servers.

5. Microsoft technical support team member instructed NSTL through the installation, setup and configuration of the servers, queues, bridge pipes, and initial test of tool.

6. Initial testing of test tool use performed successfully.

7. Actual testing of MQBridge sending from MSMQ through bridge to MQSeries and from MQSeries through bridge to MSMQ using test tool yielding results shown in tables.
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Figure 1 – Bridge Illustration
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