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Executive Summary

Prior to upgrading to Microsoft Operations Manager (MOM) 2005, Microsoft IT faced multiple operations management challenges, including:

· Poor Resource Utilization. To provide administrative granularity, each MOM 2000 SP1 administrative group required dedicated management group servers. MOM 2000 SP1 agents were multi-homed to each IT group interested in that particular server. These management servers inefficiently used network bandwidth, administration and support resources.  

· Significant Customization Required. Microsoft IT invested money and resources to develop, maintain and support a custom database and console for the integration of MOM alerts with alerts from the Microsoft IT network monitoring system. A custom console was also required for the MOM 2000 SP1 integration with the IT trouble ticketing system. The integration required custom code development to facilitate the automatic ticketing of selected MOM alerts into the trouble ticketing system.  Additionally, a custom data warehouse was required to facilitate enterprise-wide reporting using data from multiple MOM zone management groups, formerly called configuration groups, and to enable long term data storage for capacity planning and trend analysis without compromising operational performance. Finally, significant customization was also required to automate agent management and to create customized rules.

· Required Expertise. MOM 2000 SP1 Management Packs (MP) did not consistently use event consolidation and duplicate alert suppression capabilities. Because of this, significant MP tuning was required to ensure efficient operation and high performance. The diagnostics and corrective action documentation needed to resolve an alert was limited and required operators to have significant system administration expertise.

By upgrading to MOM 2005, Microsoft IT was able to simplify and improve operations and reduce cost.

· Enhanced Scalability.  The enhanced scalability of MOM 2005 allowed Microsoft IT to reduce the total number of MOM management groups used for infrastructure services by 50 percent. Microsoft IT also reduced the total number of MOM servers deployed by over 30 percent.

· Centrally Managed Infrastructure. Enhanced scalability in MOM 2005 as well as new console views positioned Microsoft IT to begin consolidating to a centrally managed infrastructure. The consolidation simplifies MOM management and is expected to significantly lower the total cost of ownership (TCO).

· Out-of-the-Box Implementation. MOM 2005 was deployed out-of-the-box to manage around 5,600 production servers worldwide. Enhanced functionality in MOM 2005 eliminated maintenance cost for most legacy MOM SP1 customizations and reduced the administrative time spent tuning MOM 2000 SP1 MP alerts.

· Built-in Intelligence. Additional automation, built-in intelligence and an intuitive interface have greatly simplified MOM operation. The operator console displays the knowledge base data as prescriptive guidance for each alert. The MP installation also configures a variety of tools to be used with the prescriptive guidance for diagnostics and repair. These tools are invoked directly from the operator console. 

· Simplified Extensibility. The new MOM Connector Framework (MCF) and software development kit (SDK) have significantly enhanced the extensibility and customizability of MOM 2005.
This paper is for enterprise technical decision makers who want to take advantage of the improvements available in MOM 2005. Because each enterprise environment has unique circumstances, this paper should not be used as a procedural guide. Each organization should adapt the plans and lessons learned described in this paper to meet its specific needs.

Note: For security reasons, the sample names of forests, domains, internal resources and organizations used in this paper do not represent actual names used within Microsoft and are for illustration purposes only.

Operations Management at Microsoft

Microsoft IT oversees all Microsoft corporate information system operation and maintenance worldwide. To help reduce the complexity and effort of managing a large number of servers and server-based applications in their enterprise environment, Microsoft IT has deployed MOM as their operations management system.

For information on the design and deployment of MOM 2000 SP1 at Microsoft, see the Monitoring Enterprise Servers at Microsoft: Deployment of Microsoft Operations Manager 2000 SP1 technical white paper at: http://www.microsoft.com/services/microsoftservices/howmsdoesIT.mspx.

Note: This paper describes the Microsoft IT MOM 2005 deployment. The MOM 2005 Workgroup Edition is built for smaller, targeted Windows Server System–based environments of 10 servers or less. For a detailed comparison of MOM 2005 and MOM 2005 Workgroup Edition, see: http://www.microsoft.com/mom/evaluation/editions/default.mspx.

Microsoft IT Organization Overview

The primary role of the Microsoft IT organization is to provide IT services ranging from end-user support and telecommunications management to server and network operations. Microsoft IT employs roughly 3,500 people worldwide, including full-time employees, contractors and interns. As of August 2004, these employees are responsible for managing approximately:

· 300,000 PCs and devices

· 6,400 production servers: 5,000 business applications and 1,400 infrastructure servers

· 1,000 distinct business applications

· 92,000 end users

· 9 million remote connections per month

· 95,000 e-mail server accounts

· 3 million plus internal e-mail messages per day 

· 400 supported sites in 83 countries/regions worldwide

Microsoft's primary business is software design, sales and service. Consequently, in addition to running the global IT service internally, Microsoft IT is committed to testing and deploying Microsoft enterprise products in production before Microsoft releases the product to external customers. The Microsoft IT customer service mission extends to sharing its early adopter experiences, best practices and lessons learned through papers such as this one.

Microsoft IT is responsible for the IT infrastructure and services at Microsoft. Microsoft IT manages and supports hardware and software for servers and desktops. In conjunction with the Business Unit Information Technology (BUIT) organizations, Microsoft IT also manages and supports the internal line of business (LOB) applications that facilitate the company's day-to-day business operations. Both groups play important roles in testing prerelease versions of Microsoft products to ensure LOB application compatibility and to provide real-world IT feedback to the product development groups. 

Microsoft IT MOM Deployment

The Microsoft groups that use MOM are members of the Microsoft IT organization. The following sections describe the roles of these groups. In addition, the sections describe how MOM contributes to the services that the groups offer.

Infrastructure Services (IS)

The IS group manages the data centers worldwide and monitors about 6,400 production servers. The key groups within IS involved with the MOM 2005 upgrade include:

· Data Center Operations (OPS). Located in the main Microsoft data center in Redmond, Washington, this group is the primary consumer of alerts that MOM generates within IS.

· Infrastructure Support Services (ISS). This group defines the monitoring requirements for core infrastructure services, such as Active Directory, DNS, DHCP and WINS. ISS also defines edge service requirements, such as ISA Server and remote access; and network and telecommunications services. 

· Manageability Services Team (MS). The MS team is responsible for running MOM as part of their manageability services. The monitoring team within MS is responsible for implementing and servicing the MOM infrastructure. They provide the highest level of support including planning, implementation and configuration of MOM management groups.

The IS group uses MOM to monitor all ISS owned services, except network and telecommunications. For Active Directory, IS uses MOM to capture key data daily for trending and reporting, such as replication performance, processor time percentage for each of more than 110 domain controllers, Lightweight Directory Access Protocol (LDAP) query response time on each domain controller, and file size changes in the Active Directory Object database.

The IS group uses a tiered management group structure for scalability and enterprise reporting. The increased scalability of MOM 2005 enables IS to consolidate the eight MOM 2000 SP1 mid-tier management groups to four, and to reduce the number of MOM servers from 27 to 18. The four mid-tier management groups forward their alerts to a single top-tier management group. As the most comprehensive MOM deployment at Microsoft, the IS monitoring infrastructure is the centralized structure that all other management groups will roll into. 

Centralized Business Unit IT (Central BUIT)

The Central Business Unit IT (BUIT) group is a global team that manages production servers for many Microsoft business units including finance, accounting, human resources, sales, and legal. The Central BUIT team relies on the IS team for infrastructure, hardware and operating system monitoring. The Central BUIT monitoring services group provides two tiers of service for over 500 fully managed production line-of-business application servers, including:

· Standardized platform monitoring services with console access, alert notification routing and reporting.

· Custom application MP guidance and hosting.  

Central BUIT uses custom MOM MPs to monitor the line of business applications. In addition, the out-of-the box MPs are used for Microsoft enterprise applications, including:

· Microsoft Baseline Security Analyzer       

· Microsoft BizTalk Server 2004     

· Microsoft Office SharePoint Portal Server 2003     

· Microsoft Windows SharePoint Services in Windows Server 2003   

· Microsoft Operations Manager     

· Microsoft SQL Server     

· Microsoft Virtual Server   

· Microsoft Windows Internet Information Services   

· Microsoft Windows Server Clusters          

· Microsoft Windows Servers Base Operating System 

There is a small overlap between the IS infrastructure monitoring and the Central BUIT platform monitoring services including heartbeat, disk capacity, services and basic health measurements. 

The Central BUIT MOM 2005 environment extends monitoring services to support multiple operation teams and customers.  Due to MOM 2005 improvements and the new Notification Workflow Solution Accelerator, Central BUIT is consolidating MOM 2000 SP1 environments and increasing their monitored server count to over 1000. IS and Central BUIT management are planning the final transition to a single central infrastructure within IS. 

Communication and Collaboration Services Operations (CCOPS)

The CCOPS group uses MOM 2005 to manage Exchange Server 2003 and related messaging applications such as Live Communications Server and Outlook Web Access. They monitor 198 messaging servers worldwide that handle about 6.3 million messages per day with approximately 2.5 million of those messages traveling across Internet gateways. 

In addition, CCOPS uses MOM to capture key data daily for trending and reporting, such as message transaction log aging for backup verification, mail flow analysis, database size, server configuration and service uptime. CCOPS collects this data and other performance data to help the product development groups build and test new products.

MOM 2005 has enabled CCOPS to consolidate their single MOM 2000 SP1 management group into the centralized IS infrastructure. IS provides CCOPS with full administrative privileges to configure their own MPs.

MOM 2000 SP1 Environment

The MOM 2000 SP1 monitoring infrastructure within IS was a tiered architecture consisting of eight management groups sending alerts up to a top-tier as shown in Figure 1. The number of servers used in each management group varied between one and five depending on scaling, redundancy and security needs. This environment was designed to monitor up to 12,800 production servers, collecting an average of between 3 to 5 million performance counters and up to 2 million events per day. The maximum number of servers that Microsoft IT has monitored at one time was 6,400.

Microsoft IT handled supplemental monitoring such as application monitoring using a multi-homed approach. Each group that required supplemental monitoring deployed their own MOM management group servers. These servers reused existing agents to send alerts according to their own rules. There were an estimated 49 unique groups and more than 60 servers running MOM 2000 SP1 before the MOM 2005 migration.  
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Figure 1 - MOM 2000 SP1 Architecture 

For further information on the MOM 2000 SP1 design and deployment at Microsoft, see the Monitoring Enterprise Servers at Microsoft: Deployment of Microsoft Operations Manager 2000 SP1 technical white paper at: http://www.microsoft.com/services/microsoftservices/howmsdoesIT.mspx.

Microsoft IT Manageability Challenges 

Like many enterprise IT organizations, Microsoft IT manages a computing environment that continues to grow in complexity. With increasing numbers of managed components, configurations and logical groupings as well as interdependent applications and hardware layers, maintaining system availability is a challenge. To maintain system availability, Microsoft IT relies on MOM to provide overall visibility of the health of their complex computing environment. Even with the assistance of MOM 2000 SP1, Microsoft IT still had many operations management challenges, including the distributed nature of MOM services, customization requirements and management complexities.

Distributed MOM Services

Microsoft IT had multiple MOM 2000 SP1 management groups, formerly called configuration groups, with overlapping responsibilities. To provide administrative granularity, each group was set up with separate MOM 2000 SP1 management servers to monitor the same servers and services using multi-homed agents. In June 2004, an internal IT audit of MOM management groups at Microsoft found 49 unique groups and more than 60 reporting servers running MOM.  

Note: A management group is an organizational unit within MOM consisting of a MOM database, one or more MOM management servers, the MOM Administrator console, the MOM Operator console, managed computers, the optional MOM Reporting console and the MOM Web console.

Microsoft IT had several business needs when it was time to deploy a pre-released version of MOM 2005. The business needs included:

· Administrative Granularity for Centralization. Microsoft IT needed to divide the administrative responsibilities of the various groups utilizing MOM services for security, usability and to address unique configuration needs. For example, the Microsoft Exchange administrators monitored many of the same servers and services monitored by the Active Directory (AD) administrators. Each administration group required unique MPs, custom rules, notification, reporting and monitoring tools, while monitoring the same servers. However, when these unique server configurations conflicted, the resulting alerts generated confusion and lengthened trouble ticket resolution time. 

· Resource Utilization Improvements. The downside to this distributed, multi-homed approach was the poor resource utilization that increased the TCO. The hardware utilization was low on many of the additional MOM management servers. Each deployment also required additional experts to administer MOM. 

· Enterprise Level Reporting. Because of the distributed nature of the MOM deployments, it was difficult to determine overall system performance. Microsoft IT built a custom data warehouse to generate the enterprise-wide view of performance and availability it required. 

· Consolidated State Monitoring. The distributed MOM deployments worked independently of each other without the ability to see the state of the entire network.  Because of the interrelated nature of a network, one component failure can cause a chain reaction of other failures resulting in a cascade of alerts from all the affected monitored items. These complexities can cause wasted effort on related alerts when operators from different teams try simultaneously to fix the same issues due to overlapping responsibilities. To quickly isolate the cause, a consolidated view is required. 

Required Customization

To achieve its operational efficiency goals, Microsoft IT had to customize MOM 2000 SP1 for additional functionality, including:

· Custom Console with Auto-Ticketing. Microsoft IT created a custom console to integrate with their Siebel ticketing services and provide alert auto-ticketing. Without auto-ticketing, the required manual creation of trouble tickets adds an additional error-prone layer, reduces IT operational responsiveness and increases cost.

· Custom Tuned MPs. MOM 2000 SP1 provided a limited number of MPs. Therefore, anything that Microsoft IT needed to monitor that did not have a MP, such as custom applications, required the construction of a custom MP. The MPs that were available provided a good start for Microsoft IT, however tuning was required to filter out noise and bring alert volumes down to efficient levels. Both alert tuning and custom MP creation in MOM 2000 SP1 was complex and required a MOM expert. 

· Custom Data Warehouse. Microsoft IT built a custom data warehouse to provide enterprise level reporting. They used it to consolidate the information from each management group to generate the required enterprise-wide performance and availability view. 

Complexity

MOM 2000 SP1 helped Microsoft IT reduce the complexity of managing large numbers of servers and server-based applications in its enterprise environment. Microsoft IT was committed to deploying MOM 2005 as part of its mission to deploy Microsoft enterprise software in production before it was released. Beyond testing the product at scale in production, Microsoft IT had operational requirements for the MOM 2005 upgrade. For example, upgrading MOM 2000 SP1 agents in a multi-homed environment affected all the groups that monitored the servers. 

Requirements Microsoft IT identified in the MOM 2005 deployment plan included:

· Ease of Deployment. Updating a MOM 2000 SP1 MP required retuning and manually adding back custom rules. The required customization was costly and time intensive.

· Improved Security. Managing security with MOM 2000 SP1 was complex. The default installation automatically enabled many features that required security risk management. For example, the console combined both the administration and operator functionality giving operators control over every aspect of MOM unless their access was limited by creating a separate security group for operators. Microsoft IT needed to ensure separate administrator and operator functionality to adhere to its best practice "principle of least privilege" security policy.

· Simplified Operation. The console alerts in MOM 2000 SP1 were often cryptic and in many cases did not provide any guidance. Because of this, training was required to provide guidance on how to diagnose the issue and how to fix it. There were no automated tools so MOM operators required specialized skills and knowledge such as using the command line administration tools. 

· Automated Manual Processes. Many manual processes were required to run MOM 2000 SP1 in an enterprise environment. Some of these repetitive processes required many hours to complete which increased the TCO. Process automation required writing complex custom code and using MOM in unsupported ways. For example, Microsoft IT created custom code that directly accessed the MOM database to automate trouble ticketing. This configuration was unsupported at the time.

· Enhanced Continuity. Like any other service, unexpected outages can adversely affect MOM availability. MOM is a critical operations management tool, so it is important for the overall IT health that MOM maintains high levels of availability and continuity. 

· Alert Notification Workflow. Determining alert ownership was sometimes difficult because of overlapping IT management responsibilities, system dependencies and complex notification rules. Every monitoring team had independent alert notification rules addressing events and event thresholds. Furthermore, each team had different operation staff and each staff member had a different schedule. Therefore, each additional team increased the alert notification management complexity. Microsoft IT needed an easier way to manage the alert notification workflow and provide the correct alert notification quickly to the correct recipient.

Microsoft IT Manageability Solution

Microsoft IT upgraded from MOM 2000 SP1 to MOM 2005 as part of its commitment to test Microsoft enterprise software before release to customers, and to solve manageability challenges similar to other enterprise IT organizations. For example, with the improved scalability and new administrative granularity, Microsoft IT is able consolidate MOM to a centralized infrastructure. This improves resource utilization and enterprise-level system awareness while reducing TCO. In addition, the ongoing maintenance cost required to run MOM SP1 custom applications are now eliminated. Furthermore, improvements to MOM and its MPs have reduced the level of expertise required to manage alerts generated by MOM 2005.

MOM 2005

MOM 2005 provides Microsoft IT with central monitoring and, in some cases, automatic problem resolution for more than 5,600 managed servers on the network. It continuously monitors and manages a wide range of Microsoft IT resources including computers, applications, server farms, e–commerce sites, and corporate servers running Microsoft Windows 2000 Server or later. MOM 2005 provides Microsoft IT with numerous benefits, including:

· Event–driven operations monitoring

· Self–deploying, scalable solutions

· Improved system availability, performance tracking, and problem resolution

· High levels of automation to lower the cost of monitoring Windows-based solutions

· Operational database, reporting database and long-term trending database solution that provides Microsoft IT with rich management reports available on the Web in a secure and scheduled manner.

Administrative Granularity

With MOM 2005, Microsoft IT is operating from a centralized infrastructure and is in the process of consolidating all the multi-homed management groups into a single structure. A combination of new and improved functionality makes this possible, including:

· Console Scopes. Console scopes included in MOM 2005 allow the administrator to restrict a user's view to a specific set of computer groups. This enables Microsoft IT to limit console functionality to fit the operator’s role and segregate each team's systems. In this way, even though the centralized infrastructure collects every generated alert, the operator only sees the alerts and computers directly related to his or her monitoring responsibilities. For example, console views can be scoped to show only servers in London, or only Exchange Mailbox Servers. 

· Notification Workflow.  Microsoft IT operations teams require immediate notification only for problems that occur on computers and applications that fall within their scope of business ownership. The Notification Workflow Solution Accelerator provides Microsoft IT with a data-driven subscription mechanism that generates e-mail based notifications to different subscribers or devices, based on extended MOM alert properties, such as a computer name. This allows MOM IT management groups to customize computer or group monitoring alert notification rules to their individual preferences. Because only the relevant personnel are notified depending on their role in relation to particular servers, valuable time is saved.

· Manageable Custom Overrides. MOM 2005 allows Microsoft IT MP authors and administrators to override the default rule parameters for a certain computer or computer group. If more than one override applies to a rule, administrators can assign a precedence order. This provides an efficient way to customize monitoring between different Microsoft IT and Central BUIT management groups in a centralized infrastructure. For example, IS utilized custom overrides with the Base Operating System (OS) MP deployment to allow deployment on servers with conflicting MP rules. Because they applied the Base OS MP rule set to every managed server at Microsoft to monitor the vital signs of the OS, MP rule conflicts were expected. The custom overrides were needed for groups that stressed their servers greater than normal to avoid receiving constant stress alerts. Utilizing custom overrides, IS has overridden the rules for these computers or computer groups to fit their OS usage.
Note: For more information about the Service Monitoring Solution Accelerators for MOM 2005 see http://www.microsoft.com/mom/evaluation/solutions/default.mspx .

Increased Performance and Scalability

As illustrated in Table 1, increased capacity with MOM 2005 allows Microsoft IT to do more with less. This became very apparent during the Microsoft IT consolidation effort to centralize the MOM infrastructure. So far, the enhanced performance and the new scalability features helped Microsoft IT reduce the required number of MOM servers from 27 to 18.

Table 1. Peformance and Scalability Comparison

	Feature
	MOM 2000
	MOM SP1
	MOM 2005

	Managed Computers per Management Group
	1,000
	2,000
	4,000

	Managed Computers per Management Server
	700
	1000
	2,000

	Managed Computers per Console
	6,000
	20,000
	35,000

	Alert Latency
	600 sec
	270 sec
	<30 sec

	Heartbeats
	>600 sec
	>600 sec
	30 sec

	Discovery – 1000 Nodes
	15 min
	15 min
	3 min

	Agent Push – 1000 Agents
	30 min
	30 min
	12 min

	Agent Footprint (Exchange)
	40+ MB
	40+ MB
	18 MB

	Encryption
	Fixed Key
	Fixed Key
	Fixed Key

	Authentication
	AM Auth
	AM Auth
	Mutual (all)

	Service Privileges
	High
	High
	Low

	Scripts
	In Process
	In Process
	Out of Process


In addition to improved performance and scalability, additional MOM 2005 functionality contributed to the MOM infrastructure consolidation and helped Microsoft IT streamline deployment. This functionality includes:

· Streamlined Computer Discovery. With MOM 2005, the management server conducts an extended set of self-management activities. These activities include tasks such as discovery, installation and removal. In addition, the agents are now responsible for scanning computer attributes and reporting this information back to the MOM management server. Subsequently, scanning and automatic agent classification across firewalls no longer requires manual intervention. The agent can perform this task without administrative privileges which also helps improve security.

· Cluster Aware. By installing MOM agents on all physical nodes of a server cluster, MOM 2005 automatically discovers and manages the cluster. This is important to Microsoft IT because they monitor numerous clustered SQL and Exchange servers that previously required manual configuration. The automated discovery and management greatly simplifies MOM deployments to these servers. 

Note: While MOM 2005 can discover the physical servers within a cluster, it can only discover virtual servers in a server cluster for computers in Windows 2003 domains. 

· Language-neutral. The new Microsoft MPs for 2005 are language neutral. For example, a French language management server can monitor an agent on a German language server. This has greatly simplified the Microsoft IT centralization of its MOM infrastructure.

· Out of Process Responses. MOM 2005 agents run scripts out of process. Designating new processes to run scripts and collect performance data greatly improves agent stability because script errors will not affect the agent. This allows agents to recover from script failures.

Improved Manageability

With MOM 2005, manageability has improved in many ways ranging from new functionality and automation to more intuitive interfaces that provide proscriptive guidance. This improved manageability has effectively reduced the level of expertise required to manage MOM alerts, increased system awareness and increased availability. The key manageability functionality that Microsoft IT gained with the MOM 2005 upgrade includes:

· Intuitive User Interfaces. The MOM 2005 console has a new intuitive look and feel resembling Microsoft Outlook 2003. Because of this intuitive design, MOM operators require less training. The administrator and operator console and responsibilities separation helps improve security and reduces operator complexity. The new features greatly simplify MOM operation by providing operators with greater system awareness, improved prescriptive guidance with actionable tasks and new integrated operator tools. 

· Prescriptive Guidance for Alerts with Actionable Tasks. An in-depth knowledge base is available in the MPs providing context-sensitive prescriptive guidance to help MOM operators quickly troubleshoot and resolve outstanding alerts. This helps the Microsoft IT MOM operators to prevent or correct situations, such as degraded performance or service interruption, while maintaining required system and service availability with greater ease and reliability.

· Tasks and Diagnostic Tools. Tasks provide the ability to execute on-demand diagnostics, corrective actions and automation processes related to alerts. MOM 2005 provides support for defining, exporting, importing and launching context-sensitive tasks and diagnostics capabilities, such as command line programs, applications, and scripts. Operators can run tasks on a computer running the Operator console, the MOM management server or on a managed computer. This has greatly simplified the Microsoft IT MOM operator’s ability to diagnose and correct issues.

· Diagram View. MOM 2005 provides users with a variety of topological views that show the automatic discovery of nodes and relationships. With topological views, Microsoft IT MOM operators can access node status, navigate to other views and launch context-sensitive actions. This has reduced resolution time for complex problems from tens of hours to tens of minutes, significantly reducing cost and improving Microsoft IT service levels. For example, when something happens to an application such as Exchange, it turns red on the diagram. By double-clicking on the red application, a more detailed diagram opens showing one or more trouble spots in red. The operator can continue drilling down in detail until they uncover the cause. The MOM console tools and prescriptive guidance are then available to help resolve the issue.

· State Monitoring. The State Monitoring view provides MOM operators with a quick overview of server health. Each computer shown in the state monitoring view receives a rating in critical categories. The rated categories include memory, operating system and Active Directory as well as specific application categories, such as SQL Server and Exchange Server. The operator can expand a particular category to view server status shown in subcategories.

· Improved MOM Security. MOM 2005 helps improve security with mutual authentication, lower privileged accounts use, server side custom responses disablement, strong encryption and data verification. Because of the phased deployment into production, Microsoft IT implemented security features at different times and in different scenarios.  For security reasons, Microsoft IT security methodology and implementation specifics are not discussed in this paper. MOM 2005 installs securely and out-of-the-box, which simplifies the installation process and yields immediate benefits.

· Maintenance Mode. With MOM 2005, operators can now turn off alerts during server maintenance or server patching. This eliminates the noise generated from unnecessary alerts providing a faster incident response time for Microsoft IT overall. Afterward, MOM automatically brings a server out of maintenance mode to maintain monitoring integrity. 

Improved Enterprise Reporting and Trend Analysis

Reporting is an important part of Microsoft's healthy operations management process. By utilizing MOM 2005 to maintain IT environment state awareness and effectively respond to issues before they become problems, Microsoft IT has helped maintain system and service availability. In addition, sharing this key service level and performance information with senior business management has helped emphasize Microsoft IT effectiveness in servicing Microsoft's business needs. The new MOM 2005 enterprise reporting capabilities used by Microsoft IT include:

· Out-of-the-Box Trend Analysis and Reporting Capabilities. The new MOM 2005 reporting database will allow Microsoft IT to retire its MOM 2000 SP1 custom data warehouse. The reporting functionality in MOM 2005 provides Microsoft IT with comprehensive and extensible reports on data collected by MOM 2005 and its MPs. MOM 2005 reporting uses SQL Server Reporting Services and includes nearly 200 predefined reports on monitored systems, applications and environments. Predefined reports cover general system monitoring and operations reports; capacity planning and performance analysis charts; and application specific resource monitoring, traffic and availability. Using SQL Server Reporting Services for rich and robust reporting, MOM 2005 provides easy access to the data Microsoft IT needs to manage and monitor the Microsoft IT environment and highlight the attained service levels.

· Web-Based Reporting Server. Microsoft IT accesses MOM 2005 Reporting exclusively through a web interface. Central BUIT utilizes SQL Reporting Services to automate much of its reporting with scheduled publishing and subscription services to deliver the reports. This saves time and reduces the demand on the database server during periods of high volume.

Enhanced Extendibility

The MOM Connector Framework, Software Development Kit (SDK) and new Service Monitoring Solution Accelerators provide guidance and additional tools to integrate MOM with third-party tools to provide a comprehensive operations management platform. The extendibility tools Microsoft IT used include:

· MOM Connector Framework. The MOM Connector Framework (MCF) is a Web service-based technology for connecting MOM to third-party management platforms enabling bi-directional alert forwarding and synchronization. Microsoft IT used the MCF to connect multiple pieces of the MOM architecture and to forward alerts between the tiers of their multi-tiered architecture. They also used the MCF to integrate the trouble ticketing system and the SMARTS InCharge network hardware monitoring system to MOM.

· MOM 2005 Software Development Kit (SDK). The MOM SDK enables administrators and developers to extend, automate and customize MOM. The SDK provides the application interface that Microsoft IT used to connect the MCF to its third-party applications. Microsoft IT used the SDK to synchronize MOM with an existing configuration management database solution. They also used the SDK to load balance agents between MOM servers, create pre-defined server maintenance periods, group computers by owner and by operations team, and to create and maintain console scopes for each owner or operations group.

· MOM 2005 Resource Kit. The MOM 2005 Resource Kit contains many tools to help simplify system monitoring using MOM 2005 including:

· MP Toolkit

· Infrastructure Management Solution Accelerators

· MOM Product Connectors

· Troubleshooting Tools

· MOM Power Toys

· Service Monitoring Solution Accelerators. Microsoft Solution Accelerators consist of an integrated set of components, templates and best practices designed to solve specific problems common to various organizations by delivering best practices based on the IT Infrastructure Library and Microsoft Operations Framework. The Service Monitoring Solution Accelerator provides best practices and automation for monitoring IT Services, including:

· Multiple Management Group Roll-Up. This Solution Accelerator provides Microsoft IT with guidance for propagating data from multiple MOM 2005 management groups into a central MOM 2005 reporting database.

· Alert Tuning. This Solution Accelerator provides best practice guidance and some SQL Reporting Services (SRS) reports to assist in optimizing MPs. The review process that Microsoft IT had in place for MOM 2000 SP1 MPs was the basis for this Solution Accelerator. Microsoft IT used this process to test many of the MPs for the development teams that created them. The development teams then integrated the results into a final version of the MPs before releasing them to the public. As of this writing, Microsoft IT has already tuned about 80 percent of the MPs shipped with MOM 2005 using this process. 

· Notification Workflow.  Microsoft IT used this Solution Accelerator to provide application support and operations teams with immediate notifications only for computer and application problems within their scope of ownership. The Solution Accelerator provided a data-driven subscription mechanism to generate e-mail based notification to different subscribers or devices, depending on MOM alert properties. This capability was essential to the consolidation of the MOM 2005 infrastructure because it allowed a single MOM environment to provide notifications to multiple teams using flexible subscription criteria. Normally subscription criteria is based on MP, computer group and severity threshold. This ensured that appropriate teams received notifications for the applications and computers for which they were responsible. Microsoft IT also used severity-based subscriptions to evaluate and fine tune MPs. The flexibility provided by Notification Workflow allowed a consolidated MOM environment to meet the monitoring requirements for multiple teams.

· Auto-Ticketing. Manual creation of trouble tickets added an additional error-prone layer and reduced IT operational responsiveness. This Solution Accelerator provided Microsoft IT with an auto-ticketing implementation process that included alert-to-ticket properties mapping and sample code snippets on enabling auto-ticketing with MCF. Microsoft IT used this guidance to connect to their trouble ticketing system and to provide auto-ticketing. This automation has reduced operational cost and increased alert responsiveness.

Business Benefits 

The simplified MOM 2005 infrastructure has substantially lowered Microsoft IT total operation and support cost while providing improved proactive responsiveness and availability. With the required functionality available out-of-the-box, the upgrade was simple to implement allowing Microsoft IT to realize rapid benefit. 

Centralized MOM Infrastructure

MOM 2005 provided Microsoft IT with the administrative granularity and added scalability required to move to a consolidated design to reduce cost and complexity. Although the operations management infrastructure centralization is still underway as of this writing, Microsoft IT has already reduced its hardware and administrative requirements substantially by rolling in the additional administrative duties of multiple MOM management groups that previously managed their own MOM deployments. Using MOM 2005, Microsoft IT provided these management groups with custom console views for their separate monitoring responsibilities and the ability to customize rules to meet their own particular needs. 

Some of the of the centralized MOM infrastructure benefits include:

· 44 Percent Hardware Reduction. IS and Central BUIT are both consolidating. By consolidating MOM into a centrally managed infrastructure, IS reduced the number of MOM servers from 27 to 18. IS expects to reduce the number of servers further to 15 for a total of 44 percent hardware reduction. The Central BUIT monitoring services consolidation plan calls for reducing the number of dedicated MOM servers owned by individual application and operational teams by 15 servers within 3 months of deployment.  

· 40 Percent Support Reduction.  IS plans to reduce the five employees required to support MOM 2000 SP1 to three to support MOM 2005. Central BUIT also expects to see an equivalent support reduction.

Cost Savings

Microsoft IT was able to deploy MOM 2005 and all required functionality out-of-the-box. Utilizing the improved MCF extensibility, they were able to connect to a number of key third-party tools including a ticketing system and the SMARTS InCharge network hardware monitoring system with relative ease. By eliminating ongoing support for the custom MOM 2000 SP1 applications including a custom console and a custom data warehouse, Microsoft IT realized several immediate benefits, including: 

· Deployment Time Reduced 50 Percent. Microsoft IT used MOM 2005 out-of-the-box to manage 5,600 servers worldwide. It was simple to install, operate and maintain. Microsoft IT deployed the MOM 2005 infrastructure and 5,600 agents in four weeks; less than half of the time required deploying MOM 2000 SP1. 

· Retired Custom Unified Console Saves $100,000 US per year. Microsoft IT replaced their MOM 2000 SP1 custom console with the MOM 2005 Operations console available out-of-the-box. This immediately eliminated the ongoing custom application support and maintenance cost of over $100,000 per year. 

Simplified Enterprise Operation Management

MOM 2005 simplified enterprise operation management with additional automation and built-in intelligence. Improvements in MOM such as automation, alert tuning and auto-ticketing, allowed Microsoft to reduce both the number of personnel and the level of expertise required to manage MOM alerts. The improvements included:

· Auto-Ticketing Improves Accuracy and Saves 734 Hours. In any incident response system, manual creation of trouble tickets adds an additional error-prone layer and reduces IT responsiveness. With MOM 2005, auto-ticketing is now fully supported using the Auto-ticketing Solution Accelerator and a MOM connector through the MCF.  Because it requires no manual interaction, auto-ticketing has improved operational efficiency. This has made the overall delivery of IT services more effective, has lowered TCO and has increased user satisfaction. For example, Microsoft estimates manual ticketing to take five minutes per alert including triage, ticketing and routing. In FY04, MOM created 8810 auto-ticketed incident responses which saved Microsoft IT about 734  dispatcher hours.

· Improved MPs Reduces Alerts by 67 Percent. The new MOM 2005 MPs provide more meaningful alerts in addition to alert consolidation which improves the alert to ticket ratio. With the new MP availability, Microsoft IT has replaced a major portion of the custom rule set. Additional replacements will occur over the fiscal year. With eight of the 13 planned MPs deployed, alert noise has dropped 67 percent since upgrading from MOM 2000 SP1. This has simplified problem solving, provided quicker resolutions, lowered administration cost and helped increase availability. 
· Alert Suppression Reduces Network Alerts 17 Percent. Microsoft IT used the suppression algorithms built-into MOM 2005 to provide more meaningful network alerts from the SMARTS InCharge system. SMARTS InCharge is an attached third-party network hardware monitoring system that forwards network alerts to MOM for centralized management. 

· Improved Alert Latency. MOM 2005 improved alert latency with 99 percent of all alerts arriving at the console within two minutes compared to 95 percent with MOM 2000 SP1. 

· Lowered Expertise Requirements. The MPs provide prescriptive guidance for alerts with actionable tasks that greatly simplify the operator’s job. This has significantly lowered the expertise level required to manage alerts generated by MOM 2005. 

· Automated Configuration Integration Saves 1040 hours. Microsoft IT used the MOM 2005 SDK to integrate MOM with their custom configuration management database (CMDB) solution. The CMDB integration automates the addition, removal and updates of computers, computer groups by owner and operations team, maintenance periods, console scopes and console scope users. This integration also provides the ability to schedule server maintenance periods that correspond with each server owner's schedule and recurring maintenance requirements. Without the SDK integration solution, Microsoft IT had to manually synchronize its CMDB information to MOM each day.  Automated synchronization saves Microsoft IT an estimated 1040 hours of labor annually. Based on an estimated employee cost of $65 per hour, automated synchronization will save around $68,000 the first year in manual configuration integration cost alone. The additional operational benefits include single data entry and change point for computer data, and a more accurate and up-to-date monitoring environment.  

MOM 2005 Architecture

Microsoft IT is utilizing MOM 2005 to consolidate and centralize Microsoft’s operation management infrastructure for improved resource utilization, enterprise reporting and increased availability. The new administrative granularity in MOM 2005 enables centralized management of the MOM infrastructure while preserving the unique administrative, security, notification and monitoring requirements of each management group. Figure 2 shows the central MOM 2005 infrastructure that monitors about 5,600 production servers, collecting on average 15 million performance counters and one half million events daily. 
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Figure 2 - Microsoft IT MOM 2005 Infrastructure

Multi-Tiered Architecture

The MOM 2005 scalability and performance improvements have increased the maximum managed computers per management group by 75 percent from 2,000 to 3,500. However, to monitor over 5,600 servers Microsoft IT still requires multiple management groups.  

To create a scalable hierarchical MOM infrastructure with centralized monitoring, the IS group within Microsoft IT uses multi-tiered management groups with alert forwarding. The design is based on a three-tiered architecture. The MOM 2005 agents are tier-one,  the management group zones are tier-two and the single management group acting as the top tier is tier-three. With alert forwarding, each zone forwards alerts to the top tier. The out-of-the-box MOM-to-MOM Product Connector (MMPC), based on the MOM 2005 MOM Connector Framework (MCF), is the forwarding mechanism for alerts that occur between tier-two and tier-three. 

This multi-tiered design provides an efficient and centralized alert management structure for enterprise networks. The new enhanced scalability and performance of MOM 2005 allows Microsoft IT to consolidate the zones from eight to four. The multi-tiered architecture gives Microsoft an enterprise-wide view of event and performance monitoring, as well as agent health.

Microsoft IT monitors servers in various data centers around the world and collects the data centrally at the Redmond Data Center over WAN connections. Some of the monitored servers are in locations with bandwidth limitations. However, in these cases, the number of servers is minimal so the amount of network traffic generated by the MOM agents is also minimal. 

MOM 2005 Components

To manage servers, MOM uses the management groups concept; where each group consists of a MOM database, one or more MOM management servers, the MOM Administrator console and MOM Operator console, managed computers and their agents, and the optional MOM Reporting console and MOM Web console.

The main components of a management group include: 

· Database.   m an architectural level, both MOM 2000 SP1 and MOM 2005 are based on the operational SQL database. The database contains two types of data; configuration data and operational data. Configuration data contains the list of rule groups, processing rules, data providers, scripts, computer group definitions, computer attribute definitions, service discovery schema and MOM user interface view definitions. The MPs installed on a MOM management server provide the configuration data. The MOM discovery and monitoring processes collect operational data. Performance counters, events, alerts and discovery provide the operational data. The configuration data details what operational data MOM collects and how to disseminate it. 

· Management Server.   A management server discovers, installs and configures managed nodes (computer systems) in the MOM architecture. The management server determines whether there are any new managed nodes in the environment on a periodic basis. If a new system matches the rules created for agents, the management server pushes software to the new system and updates the MOM database. In addition, the management server ensures the automatic removal of agents that no longer match the agent inclusion rules. 

· Agent.   Agents run on each agent-managed computer that MOM monitors supporting local monitoring and management. They respond to MOM configuration and processing rules by consolidating duplicate events and generating the event, alert and performance data to send to the MOM database. Agents also periodically collect server configuration data and report it to the MOM server to keep the computer group classification and other computer attribute data current. MOM 2005 encrypts the communication channel between the agent and the management server.

The approximately 5,600 fully managed servers that Microsoft IT administers generate a huge, but uncalculated number of events. From these events, up to two million are collected per day. Agents discard nearly all of those events after processing rules and only very few actionable alerts reach the console.

Note: Due to the additional research and development work conducted by Microsoft, Microsoft IT deploys audit policies that generate more events than a typical customer would generate and collects more events than standard MPs would collect. 

Multi-Homed Architecture

Microsoft IT used a multi-homed architecture with MOM 2000 SP1 to provide administrative granularity to various IT management groups. The agents were multi-homed to simultaneously report to multiple uniquely configured management groups with overlapping monitoring responsibilities. This lead to poor resource utilization as each management group required its own hardware, software and support personnel to manage MOM specific tasks. This inefficient architecture design is no longer required with the new administrative granularity provided by MOM 2005.

However, the multi-homing capabilities still have important lab and deployment functions. Microsoft IT used these capabilities to perform MOM 2005 lab testing and to provide parallel deployments to migrate the production environment from MOM 2000 SP1 to MOM 2005. In addition, Microsoft IT may use multi-homing to improve alert latency by separating the collection of huge amounts of performance data. A high volume of performance data can affect MOM server performance in larger deployments. 

Information Flow

MOM 2005 consists of a number of components on a variety of servers and data transports, including:

· Data Access Server (DAS).   The DAS coordinates the data retrieval process from the MOM database as requested through either the Administrator console or the Web console. In addition, whenever a management server has data to store in the MOM database, the DAS coordinates that request. The DAS works with the application programming interface that controls data access and storage in the MOM database from the console or the management server.

· MOM Connector Framework. The MOM Connector Framework (MCF) is a web-based technology for connecting MOM to third-party management platforms enabling bi-directional alert forwarding and synchronization. Microsoft IT used the MCF to forward alerts between the tiers of their multi-tiered architecture. They also used the MCF to connect MOM data to their ticketing system and their network hardware monitoring solution.

· MOM-to-MOM Connector. MOM 2005 supports multi-tiered architecture through MCF using the MOM-to-MOM product connector. This provides alert forwarding, including bi-directional alert synchronization, aggregated attribute and state views and setup simplification. 

· Data Transformation Services (DTS). The DTS package is required to propagate data from multiple MOM 2005 management groups into a central MOM 2005 reporting database. 
Reporting

MOM 2005 Reporting includes the MOM 2005 Reporting database and a scheduled job that periodically transfers data from the mid-tier MOM management group databases to the MOM 2005 Reporting database. The MOM 2005 Reporting console utilizes SQL Server 2000 Reporting Services. Various users, from administrators to business decision makers, can access MOM data in reports generated from the Reporting console using a supported browser or through report subscriptions.

MOM 2005 supports only one instance of reporting when connected to a single MOM database for a management group. To enable reporting support for the multi-tiered architecture, Microsoft IT utilizes a single instance of MOM 2005 Reporting to archive data and the Multiple Management Group Reporting Solution Accelerator guidance for multiple management group roll-up. This guidance allows Microsoft IT to propagate data from multiple MOM 2005 management groups into a central reporting database. For more information about the Service Monitoring Solution Accelerator guidance for multiple management group roll-up, see www.microsoft.com/msm .

Once reporting security is configured, an authorized user can view reports either locally or remotely by running the reporting console in a supported browser. Microsoft IT can enable different administrators from the various management groups to monitor different aspects of MOM. For example, one administrator can view performance and capacity reports while another can access reports for operations. Visual Studio is used to customize existing reports and to author new reports.
The reporting console uses HTTP port 80 to communicate with the computer that hosts the SQL Reporting Services website. This means that it can be used across a firewall.

Enterprise Management Extensions

Microsoft IT has extended MOM to interact with their unique enterprise systems by using the MOM 2005 MCF and SDK. In addition, the Service Monitoring Solution Accelerator provides guidance and tools to assist with MOM extensions. 

Ticket Management

For the MOM 2005 deployment, Microsoft IT used the Service Monitoring Solution Accelerator to enable the fully automated posting of a service request into their Siebel trouble ticket system used for incident management. Because it requires no manual interaction, auto-ticketing improves operational efficiency. 

Configuration Management

Microsoft IT uses the MOM 2005 SDK to integrate MOM to a third-party configuration management database (CMDB) as the sole entry and change point for computer data. With server purchases, repurposing, renames and retirements occurring on a daily basis, the integration ensures that the monitoring system is always current and includes the full set of production servers. Microsoft IT used CMDB integration to improve manageability through automation. In addition, the CMDB integration provided flexibility and scalability in conjunction with Notification Workflow. It is also used to automate server maintenance period schedules so that alerting is suppressed during planned maintenance. 

Other Third-Party Integrations

Because MOM is focused on delivering operations management for the Microsoft platform, it does not provide the functionality required to enable management of all the systems in an enterprise. Instead, it provides the new MOM 2005 MCF to integrate third-party applications with MOM. This enabled centralized enterprise operations management through the MOM console. To this effect, many third-party vendors are supplying a MP as well as the MCF to simplify using their product with MOM. For example, Microsoft IT uses SMARTS InCharge to manage network devices. By utilizing the MCF and MP, Microsoft IT easily integrated SMARTS InCharge with MOM. The SMARTS InCharge integration allowed MOM to consolidate all server-based alerts (hardware and software) from SMARTS InCharge to the MOM console. Microsoft IT also used the suppression algorithms built-into MOM 2005 to provide more meaningful network alerts from the attached SMARTS InCharge network hardware monitoring system. Microsoft IT MOM operators can now resolve network related issues faster because network hardware issues are visible to MOM and more meaningful.

MOM 2005 Deployment

As the largest deployment of MOM, the IS multi-tiered deployment was the main staging ground for testing MOM 2005 at scale. As of this writing, across about 5,600 servers Microsoft IT collects from about one half million to 2 million events per day. This translates to about 5,000 alerts per day sent to the top tier. Collected performance counters average about 5 million daily. Both the collected events and performance counter averages rise when deploying a new MP into Microsoft's production environment. 

Microsoft IT also wanted to consolidate and manage MOM centrally, and to roll in all MOM 2000 SP1 multi-homed deployments. This consolidation is still in process as of this writing. IS and Central BUIT are the two most significant users of MOM and therefore the most important groups to consolidate. They have each upgraded their MOM 2000 SP1 deployments to a centralized MOM 2005 infrastructure and are in the process of rolling in related management groups. IS and Central BUIT are also planning consolidation of the Central BUIT infrastructure into the IS infrastructure. The goal is to provide MOM 2005 functionality from a single centralized infrastructure as a service to all other management groups.

Having significantly contributed to the MOM 2005 product group development requirements, Microsoft IT was well aware of the upgrade advantages. By upgrading to MOM 2005, the majority of the manageability issues that Microsoft IT experienced with the previous version could be resolved. 

Success Measures

To determine the success of a project, it is important to have a clear understanding of expectations and a way to measure progress. Microsoft IT defined the following goals for the MOM 2005 deployment: 

	Goal
	Description
	Result

	Upgrade All Production Servers
	Upgrade all production servers to MOM 2005
	Upgrade completed on August 12, 2004

	Reduce Headcount
	Reduce required headcount compared to MOM 2000 SP1
	40 percent headcount reduction with MOM 2005

	Reduce Alert Latency
	90 percent of all alerts must arrive at the top tier in two minutes or less
	95.87 percent of alerts arrive at 2005 production top tier in two minutes or less

	Reduce Customization
	Fully replace custom console with MOM console 
	Custom console replacement is complete

	Deploy 13 MP 
	Deploy 13 targeted MPs and confirm acceptable alert usability levels
	Successfully deployed AD, IIS, SMS, Exchange, SQL, MOM, DNS, and DHCP

Scheduled to deploy Base OS, Cluster Server, Veritas, RRAS, and ISA with others to follow

	Consolidate All Management Groups
	Consolidate all management groups into the centralized MOM 2005 infrastructure
	Successfully consolidated IS and CCOPS, Central BUIT is still in process


Upgrading the MOM Infrastructure

MOM 2005 is backward compatible with MOM 2000 SP1. Therefore, by using the MOM multi-homing capabilities, Microsoft IT was able to deploy MOM 2005 in a lab environment simultaneously to the MOM 2000 SP1 production deployment. This allowed the testing of MOM 2005 while using real data from MOM 2000 SP1 agents. This also enabled the deployment of MOM 2005 agents into the MOM 2000 SP1 environment during various stages of testing.

Microsoft IT upgraded from MOM 2000 SP1 according to the product documentation and upgraded each of the various MOM components in a logical order to ensure optimal results. The documentation includes detailed steps for both new deployments and rolling upgrades for single or multi-tiered management groups. 

The upgrade took about four weeks. In that time, Microsoft IT created two MOM 2005 management groups and upgraded the others in place. In addition, Microsoft IT upgraded or created 13 management servers and deployed over 5,500 agents. The implementation of each MP is currently on a phased schedule that is still in process. As of this writing Microsoft IT has deployed eight of 13 planned MPs.

Rolling in Multi-Homed Management Groups

With two centralized MOM infrastructures in place, IS and Central BUIT are beginning to roll in the multi-homed MOM 2000 SP1 management groups within their respective groups. Each management group has independent configuration requirements such as specific MPs, console view customization, custom rules and notification workflow. For structure, IS and Central BUIT timed each management group consolidation with the MP deployment required in their configuration. The MPs rolled out as of this writing include SMS, AD, MOM, IIS, SQL, DHCP, DNS, and Exchange. Microsoft IT has scheduled the Base OS and Cluster Server MPs to roll out by December 2004.

Using the new MOM 2005 administrative granularity, Microsoft IT will provide each consolidated management group with the various MOM consoles with custom views limited to the objects that they manage. This will improve overall IT security and allow each consolidated management group to retire the servers they are managing, rid themselves of the MOM specific administrative tasks and concentrate on managing their specific responsibilities. Complete consolidation is scheduled to conclude by the end of Microsoft's fiscal year.

Lesson Learned and Best Practices

The following best practice recommendations are based on the lessons that Microsoft IT learned during MOM 2005 deployment. 

MPs

· Clearly define the monitoring requirements. When upgrading, update the previously defined monitoring requirements to reflect the new capabilities of MOM 2005.

· Always deploy MP rules in a test environment first or in a staggered fashion. By multi-homing the production agents to the test server, the new MPs can be tested against live data.

· Link troubleshooting guides to alerts. Microsoft IT customized the MOM 2005 knowledge base by using the AlertAlter.exe tool in the MOM 2005 Resource Kit to programmatically append the internal troubleshooting guide (TSG) URLs to the corresponding alert descriptions. Without this tool, it took two people eight hours to append 190 processing rules. With the tool, it took one person two hours to append 343 processing rules. Most of the time with the tool was spent writing a reusable automation script.

· Use MOM notification responses to monitor Notification Workflow. Microsoft IT uses Notification Workflow to deliver every alert notification. The only exceptions are for alert notifications provided by rules created to verify the health of Notification Workflow. An unhealthy system may lack the ability to notify administrators that it is unhealthy.

· Create automated responses to solve issues before they reach the operators. Within any management structure, there are many simple solutions to common reoccurring problems. Operators spend significant time fixing them manually. By creating automated responses to these common problems, time is spent more efficiently. For example, one MOM 2005 management server at Microsoft managing about 2160 agents executes an average of over 165 automated responses per day to self-correct the service status. 

· To help keep alerts manageable, use the advice in the Alert Tuning Solution Accelerator. In addition, consider the following:

· Use timed event consolidation to send only one alert to the console during a certain period regardless of the number of events raised. 

· Review the top 10 alerts. If an investigation reveals that a high number of insignificant alerts are associated with a rule, reevaluate the rule.

· Add performance thresholds that are appropriate to your environment. You may need to create rule overrides to enable granular deployment.

· Use an average of multiple samples on performance thresholds to avoid noise alerts caused by transient spikes in resource usage.

· Periodically review alerts for potential monitoring improvements.

· Determine if the rule is actionable. If there is not an action to take when the rule generates an alert, consider disabling the rule. 

· Determine if the rule generates valid alerts. If an operator has nothing to fix after investigating an alert, consider disabling the rule. 

· Determine if suppression is set up properly for what the rule is monitoring. 

Multi-Homed Architecture

· Consolidate multi-homed architectures into a centrally managed single or a multi-tiered deployment for greater efficiencies and management ease.

· Use a multi-homed architecture design only in test environments, for upgrade deployments or to separate performance data collection to improve alert latency in high volume environments.

Multi-Tiered Architecture

· Microsoft IT determined that in a multi-tiered architecture environment, it is more efficient to install and maintain all MPs and custom rules centrally in the top-tier database and export the rules to the lower tiers so that the rules remain synchronized. Rule synchronization between the two tiers is important because the rules that generate the alerts must have the same globally unique identifier (GUID) for the MOM-to-MOM Product Connector (MMPC) to forward the alert.

· Whenever possible, Microsoft IT recommends using Windows Management Instrumentation (WMI) queries and interfaces for scripting because it runs synchronously. Do not use asynchronous command-line tools that spawn separate processes, because they can negatively affect performance.

Management Server Failover

· Install at least two management servers in a management group. Installing multiple management servers provides both workload distribution and redundancy. 

· Distribute agents across the management servers when using more than one management server within a single management group. Keep the number of agents assigned to each management server low enough so that failover from one management server to another does not result in more than the supported number of agents reporting to a single management server. 

· Exclude management servers from the computer discovery rules of other management servers. To prevent redundant management servers from managing each other, add an Exclude Managed Computer Rule (MCR) to the secondary management server, specifying the primary management server. Next, add an Exclude MCR to the primary management server, specifying the secondary management server.

Reporting

· MOM 2005 supports only one instance of MOM 2005 Reporting Server connected to a single MOM database for a management group. To extend the reporting to cover multiple management groups, use the guidance provided in the Service Monitoring Solution Accelerator.

· MOM Reporting is only supported on Microsoft SQL Server 2000 Service Pack 3 or greater as the database system for both the MOM database and the MOM 2005 Reporting database. For best performance, the database server should be configured as follows:

· Set the database authentication to Windows only. 

· Set the database sort order to dictionary order, case-insensitive If you are installing MOM Reporting on a computer that is already running SQL Server. You can determine the sort order by running the following query in SQL Query Analyzer: sp_helpsort.

· Set the SQL Server service account to run as Local System.

· Use Enterprise Manager to change the settings if you are installing MOM Reporting on a computer that is already running SQL Server and is not configured as specified in the MOM installation documentation.

· Install SQL Server 2000 Reporting Services on a server that is separate from the MOM database server and the management servers. This prevents MOM database and management server performance impact.

· Configure the MOM 2005 Reporting Server memory correctly. In limited memory situations, the computer processes can consume all the memory and cause page faults. To prevent page faults, configure a fixed amount of memory for SQL Server instead of using dynamic memory. To calculate the fixed amount of memory to use, subtract the memory required by your operating system and any other critical services or SQL Server instances running on the computer then apply the remainder to the fixed memory setting.

· Install MOM Reporting before importing MPs that include MOM reports. Otherwise, the reports will have to be re-imported after installing MOM Reporting.

MOM Database

· For optimal database performance, install SQL Server on a dedicated server.

· Before you deploy MOM, conduct an architecture review to verify that your overall hardware configuration is adequate to handle the anticipated level of MOM data.

· Collect performance data on the MOM agents on a staggered basis to avoid overloading the MOM database with high volumes of performance data occurring simultaneously.

· Keep data in the MOM database no longer than necessary.

· If your enterprise needs a particularly fast failover, create an additional warm standby database for temporary data storage.

· Groom databases aggressively but wisely. You should tune the grooming methodology according to the specific circumstances of your organization. 

· Set an alert rule with automated notification for grooming job failures to provoke an immediate response.  Quick action in this case is needed to prevent the database from growing too big and affecting performance.

Future Direction

The Dynamic Systems Initiative (DSI) calls for enterprise software that maximizes resources and decreases labor cost across the entire IT life cycle. By providing improved, comprehensive event and performance management for Windows-based servers and applications, MOM 2005 is a key deliverable on the DSI roadmap. In addition, the Microsoft Common Engineering Criteria 2005 requires all new server products to ship with a MOM MP at launch. You can find further information on the DSI vision at: http://www.microsoft.com/windowsserversystem/dsi/default.mspx.

System Center 2005

As a key component of the DSI, Microsoft System Center 2005 will deliver integrated enterprise management by bringing together and enhancing the change, configuration, event and performance management experience provided by Systems Management Server (SMS) 2003 and Microsoft Operations Manager (MOM) 2005. Microsoft IT is already planning the deployment and testing of pre-release versions of System Center as of this writing. You can find further information on System Center 2005 at: http://www.microsoft.com/management/sc-overview.mspx.

Ongoing Deployment

Microsoft IT has completed the centralized infrastructure and has deployed agents to all servers. As of this writing, the consolidation of all the outstanding multi-homed management groups is not yet complete. Microsoft IT has scheduled their consolidation with the deployment of each of the remaining MPs in phases. 

Microsoft IT has consolidated the majority of the Infrastructure Services and Communication and Collaboration Services Operations teams into the centralized MOM infrastructure. The remainder of the consolidation efforts is mostly within the business units. The integration of these teams will proceed according to business priorities. The Central BUIT will first consolidate the business units into their upgraded infrastructure. Microsoft IT will then consolidate Central BUIT into the centralized IS infrastructure.

In the end, Microsoft IT expects to eliminate the remaining multi-homed deployments in favor of the centralized model with only a few exceptions. The first exception is to separate the collection of performance data to maximize alert monitoring performance as performance data collection is bandwidth intensive. The second exception is for lab testing new MPs and modifications against the production environment.

Conclusion

Out-of-the-box is the theme for MOM 2005. It describes the ease of installation and the availability of needed functionality previously requiring custom applications. Microsoft IT uses MOM 2005 out-of-the-box to manage 5,600 servers worldwide.  They deployed MOM 2005 in half the time required to deploy MOM 2000 SP1. The MP quality improvements allowed Microsoft IT to use them out-of-the-box, while greater availability substantially reduced the need for custom MPs. In addition, several expensive custom applications were replaced with the new functionality available out-of-the-box with MOM 2005. 

Along with the ease of deployment, the new scalability enhancements and administrative granularity has allowed Microsoft IT to move toward a centralized MOM infrastructure. This enables each different IT management group to retire the MOM servers they have been managing, rid themselves of the MOM specific administrative tasks and concentrate on managing their specific responsibilities. 

The enhanced functionality and usability of the new intuitive interfaces and the proscriptive guidance with actionable tasks provided by the improved MPs has lowered the level of expertise required to manage MOM 2005 alerts. The increased efficiencies and automation provided in this new version has substantially increased the productivity of the MOM operators. With a 40 percent reduction in staff and over 30 percent reduction in servers, MOM 2005 enabled Microsoft IT to improve monitoring, overall IT security and availability while reducing lowering TCO.
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Situation


Many of the groups at Microsoft that used Microsoft Operations Manager 2000 SP1 had their own management group to provide administrative granularity. Providing additional functionality required significant customization. A high level of expertise was required to operate MOM and its complex manual processes.


Solution


Upgrading to MOM 2005 positioned Microsoft to consolidate servers into a centrally managed infrastructure. Microsoft IT easily deployed MOM out-of-the-box, eliminating most pre-existing customizations developed during MOM 2000 SP1 deployment. The additional automation and built-in intelligence has lowered the expertise level required to manage alerts generated by MOM.


Benefits


Included functionality in MOM 2005 eliminated maintenance costs for MOM SP1 customizations. 


The improved MOM 2005 MPs provide more meaningful alerts as well as alert consolidation. This helped drive the ratio of alerts to tickets down from 35/1 before MOM to better than 3/1 with MOM 2005. 


Centralized infrastructure efficiencies reduced required MOM server hardware by over 30 percent and support headcount about 40 percent to date.


Prescriptive guidance for alerts with actionable tasks has significantly lowered the level of expertise required to take actions on alerts generated by MOM 2005. 


Products & Technologies 


Microsoft Operations Manager 2005


The Active Directory directory service


Microsoft SQL Server 2000 SP3


Microsoft Visual Studio .NET


Microsoft Windows Server 2003, Windows XP 


Microsoft Exchange 2003 


Service Monitoring Solution Accelerator
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