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Introduction

Microsoft® Exchange 2000 Server supports the deployment of Exchange in a manner that distributes server tasks among multiple computers, namely front-end and back-end servers. Generally speaking, a front-end server accepts requests from clients and proxies them to the appropriate back-end server for processing. This document discusses this general architecture, paying particular attention to HTTP.

Assumed Knowledge
It is assumed that the reader understands Microsoft Outlook® Web Access (HTTP), Post Office Protocol version 3 (POP3), or Internet Messaging Access Protocol 4 (IMAP4) in a standard Exchange deployment, as well as basic Exchange 2000 and Microsoft Windows® 2000 Internet Information Services (IIS) concepts. For more information on Exchange and IIS, please see the forthcoming document: “Exchange 2000 and Windows 2000 Internet Information Services: Integration and Coexistence.” 
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Figure 1: A simple Exchange 2000 front-end and back-end topology

Multiserver Environments

Microsoft recommends the front-end and back-end server topology for multiserver organizations that use Outlook Web Access (HTTP), POP3, or IMAP4, and for organizations that want to provide HTTP, POP3, or IMAP4 access to their employees over the Internet. Upon receiving a request, the front-end server uses Lightweight Directory Access Protocol (LDAP) to query the Windows 2000 Active Directory™ directory service and determine which back-end server holds the requested resource.

Note   A front-end server is a specially configured Exchange 2000 server. A back-end server, however, is just a normal Exchange 2000 server. There is no configuration option to designate a server as back-end. The term “back-end server” is used to refer to all servers in an organization that are not front-end servers, after a front-end server is introduced into the organization. Without a front-end server, the term is meaningless.

Using a front-end and back-end deployment has the following advantages: 

· Single namespace. The primary advantage of a front-end and back-end server architecture is the ability to expose a single consistent namespace. You can define a single namespace for users to access their mailboxes (for example, http://mail for Outlook Web Access). Without a front-end server, each user must know the name of the server that is storing their mailbox. This complicates administration and compromises flexibility, because every time your organization grows or changes and you move some or all mailboxes to another server, you must inform the users. With a single namespace, users can use the same URL or POP3 and IMAP4 client configuration, even if servers are added or removed or if mailboxes are moved from server to server. In addition, creating a single namespace ensures that Outlook Web Access, POP3, or IMAP4 access remains scalable as your organization grows. 

· Offload processing. Exchange 2000 servers can be configured to support Secure Sockets Layer (SSL) traffic between the client and the server to protect the traffic from third-party interception. However, encrypting and decrypting message traffic uses processor time. Therefore, when SSL encryption is in use, front-end and back-end server architecture provides an additional advantage because the front-end servers can handle all encryption and decryption processing. This improves performance by removing processing tasks from back-end servers, while still allowing the data to be encrypted between the client and the Exchange servers. 

· Firewalls. The front-end server can be positioned as the single point of access on or behind an Internet firewall, which is configured to allow only traffic to the front-end from the Internet. Because the front-end server has no user information on it, it provides an additional layer of security for the corporation. In addition, because the front-end server can be configured to authenticate requests before proxying them, the back-end servers are protected from denial-of-service attacks.

· Increased IMAP4 access to public folders.  The IMAP4 protocol allows a server to refer a client to another server. Exchange 2000 servers support this functionality in cases where a public folder store on a particular server does not contain the content requested. However, this requires a client that supports IMAP referrals. Most existing clients do not support them. When a nonreferral-enabled IMAP4 client (see RFC 2221 and RFC 2193) connects through a front-end server, the client has access to the entire public folder hierarchy. When a front-end server proxies a command to a back-end server, it automatically handles any referral response that is passed back when attempting to access a folder that is not available on the back-end server. This makes the referral transparent to the client.

The front-end and back-end architecture supports HTTP, POP3, and IMAP4. You can install Simple Mail Transfer Protocol (SMTP) and Network News Transfer Protocol (NNTP) (file system only, because no store is on the server) on the front-end server. The MAPI protocol (used, for example, by Microsoft Outlook 2000) is not supported by the front-end and back-end architecture. Front-end and back-end topology is not useful to MAPI clients for two reasons. First, MAPI clients have built-in support for handling cases in which users are moved from one server to another or content is not available on a server. Second, MAPI is not an Internet protocol, so the Internet availability features of the front end do not affect it. 

How Front-end and Back-end Topology Works

Although the general functionality of the front-end server is to proxy requests to the correct back-end servers on behalf of the clients, the exact functionality of the front-end server depends on the protocol. This section discusses each of the supported protocols separately. 

HTTP (Outlook Web Access and Web Folders)

Whether generated by a browser or a specialized client like the Windows 2000 Web Folders feature, HTTP requests from the client computer are sent to the front-end server. The server uses Active Directory to determine the back-end server to which the request should be proxied. The precise mechanics of the determination vary depending on whether user mailboxes or public folders are being accessed, but the effect is that the requested data is found wherever it is in the Exchange organization, assuming appropriate permissions have been granted to the user who attempts to access the data.

After the correct back-end server is determined, the front-end server forwards a request to the back-end server. The request is identical to the original request sent from the client. In particular, the HTTP host header (which is generated by the client and matches the name of the front-end server to which the request was sent) remains unchanged, although the new request is not sent to a server with that name. The host header setting ensures that the request is handled by the Exchange virtual server, which must be configured on each back-end server to handle front-end server requests.

The front-end server always contacts the back-end server over TCP port 80 (the default HTTP port), regardless of the port the client used to contact it. This means that SSL encryption is never used between the front-end and back-end servers, although the client might use it in communication with the front-end server. This also means that HTTP virtual servers that differentiate themselves from others only by port number are not supported in a front-end and back-end topology. For example, if a back-end server has an HTTP virtual server listening at port 8080, the client could access it only if it was pointed directly to the back-end server (for example, http://backend:8080/data). The server would not be accessible through the front-end server.

The request from the front-end server is processed normally by the back-end server, and the response is sent unchanged through the front-end server back to the client. In most cases, the back-end server handles the front-end server as if it were simply another HTTP client.

The client, therefore, never receives the information that the request was not handled on the front-end server. 

Finding User Mailboxes

To provide access to private folders through HTTP, a virtual directory that points to the private folders must be configured. When you set up this virtual directory through the System Manager, you can select the SMTP domain name. A virtual directory must exist for each SMTP domain name that is to be accessed through the server. The default virtual directory, named “Exchange,” is created when Exchange 2000 is installed and points to the default SMTP domain name for the organization.

When the front-end server detects that a request is being made to a location within the private folders (based on the virtual directory or virtual server root directory being accessed), it contacts an Active Directory Global Catalog server in the domain and determines which back-end server contains the mailbox for the user. The front-end server runs the query against Active Directory by using LDAP. 

Details

There are two ways for a user to connect to Outlook Web Access over HTTP.

The first is known as implicit logon, and is provided as a shortcut. Implicit logon is only used the first time a mailbox is accessed in a session, and only when the user name is omitted from the first request (for example, http://server/exchange/). For implicit logon to work, authentication must be enabled on the front-end server. After the user is authenticated, the authentication information is used to look up the mailbox associated with the user in Active Directory, and the back-end server on which the mailbox is located. The URL is then updated with the user name and sent to the correct back-end server. Implicit logon is only useful for using Outlook Web Access; specialized HTTP clients generally do not use this technique.

Explicit logon includes the user name in the URL (for example, http://server/exchange/username/). This form must be used when the front-end server is not configured to authenticate users (for more details, see the “Authentication Issues” section later in this document) or when a user is attempting to access a mailbox that is not his own (but to which he has access). When the front-end server receives a request in this form from a client, the user name is extracted from the URL and combined with the SMTP domain name associated with the virtual directory or virtual server (this association is made when the virtual directory or virtual server is created) to construct a fully qualified SMTP address. The front-end server then looks up this address in Active Directory and determines which back-end server has the mailbox associated with the address. The request is then forwarded to that back-end server, which will process the request as if it came directly from the client. The response it generates is returned to the front-end server, which returns it unchanged to the client. 

Finding Public Folders

Just as virtual directories must be configured for private folders, virtual directories must be created for each of the public folder trees that are to be made accessible over HTTP through the front-end server. During installation of Exchange 2000, a virtual directory, called “public,” is created to allow access to the default (MAPI-accessible) public folder tree. When other public folder trees (to host applications) are created, virtual directories must be created by using System Manager to expose these trees over HTTP. Identical virtual directories must exist on the front-end server and on all back-end servers that host the public folder tree.

A request made to a URL in a public folder tree is handled slightly differently when accessing the default (or MAPI-accessible) public folder tree than when accessing application public folder trees (formerly known as application Top-Level Hierarchies (TLH), or non-MAPI TLHs). 

In both cases, however, the goal is twofold: availability and consistency. First, if the data exists in an Exchange 2000 public folder somewhere in the Exchange organization and is accessible over HTTP, then it is provided to the user. Second, as long as the server is available, the same public folder server is always used to service every request. This latter feature ensures that users see the same data each time they access the public folder trees through the front-end server (including message read/unread status, which is stored on individual servers and is not replicated between public folder servers). The fact that users always reach the same back-end server is also important for server-based applications that maintain session state, such as some built with Active Server Pages (ASP).

Details

When accessing the default public folder tree, an attempt is made to maintain parity with MAPI clients, such as Outlook 2000. When administrators configure a user’s profile, the user’s mailbox store is associated with a particular public folder store somewhere in the organization (sometimes on the same computer as the mailbox store, sometimes on a dedicated public folder server). This is the public folder store that is displayed in the Outlook 2000 client. The front-end server authenticates the user, extracts this information from Active Directory, and forwards requests to the authenticated user’s public folder server. This mechanism ensures that users who switch between Outlook 2000 and Outlook Web Access see the same data and takes advantage of the load balancing that the administrators have configured into the system. If the authenticated user does not have a mailbox associated with it (for example, when Microsoft Windows NT® 4.0 users have access to Exchange 2000 mailboxes), the front-end server treats accesses to the default public folder tree as it does access to the application public folder trees. 

Whereas default public folder tree servers have an association with mailbox stores due to their MAPI heritage, application public folder servers do not have such an association. Thus, when a client attempts to access application public folder trees, the front-end server contacts the Active Directory server to find a list of all Exchange servers in the organization that have a replica of the particular application public folder tree that the client is attempting to access. This list is filtered to remove any Exchange 5.5 servers in the organization, because they do not support the HTTP extensions (Web Distributed Authoring and Versioning) supported by Exchange 2000. The user’s authentication token is used to hash† over the list of servers, ensuring that users are load-balanced across the available servers and ensuring that a particular user’s requests are always processed by the same back-end server, regardless of the HTTP client used.

Because public folder replication is configured on a per-folder basis, the presence of a public folder tree hierarchy on a back-end server does not necessarily imply that the server has a replica of the contents of a particular folder. This level of detail is not maintained in Active Directory but instead is maintained as a property on each folder in the public folder store. Therefore, special handling is required when the back-end server selected by the front-end server, using the procedure in the previous paragraph, does not contain a replica of the specific data requested by the client. When a front-end server sends such a request, the back-end server returns a special response (this is the only case in which the back-end server does not process requests from a front-end server in the same way as it processes those directly from clients). The back-end server’s response contains the list of servers that actually have the content of that particular folder. The front-end server does not pass this information back to the client, but runs the same hashing technique on the new list of servers—again, to ensure load balancing. Thus, in cases where partial replicas of public folder trees are used, the front-end server may have to perform two HTTP requests to satisfy the client’s single request. However, in processing the client’s request, the front-end server stores information about which servers had the content, allowing it to avoid extra requests when data in the same folder is accessed in the future.

The front-end server maintains caches that substantially reduce the number of queries sent to Active Directory and back-end servers for both public and private folder accesses. Cache information expires after a period of time and is also reset when changes in server configuration are detected.

Two other issues are worth discussing. First, if a back-end server is down for maintenance or is otherwise inaccessible over HTTP, the front-end server cannot connect to it. The front-end server marks that server “unavailable” for a period of 10 minutes and sends the request to a different server, if there are other servers available (the request fails if no server is available). While the back-end server is marked in this way, requests that would be sent to it are automatically directed to other servers. Therefore, after a back-end server is returned to production, it might be inaccessible through the front-end server for as long as 10 minutes, because the front-end server might still have that back-end server marked as unavailable.

The second issue is that if the list of available servers is permanently changed for any reason, it might cause all users of application public folder trees to be directed to different servers. Users of the default public folder tree (the one displayed by the folder view in Outlook Web Access) do not experience any changes in their access due to changes in the list of available servers. A permanent change includes the addition or removal of servers from the list of servers that host a particular public folder tree hierarchy. The nature of the server selection algorithm means that any changes to this list affect where all users are directed. For example, suppose that two back-end servers, numbered 1 and 2, with a particular application public folder tree are deployed. Then if six different users—A, B C, D, E, and F—tried to access data, they would be spread out over the two servers as follows: users A, B, and C would get their data from server 1 and users D, E, and F would get their data from server 2 (remember that this load balancing is done transparently—users do not know which back-end server is actually handling the request). Then another server is added, server 3. Now the users are spread out as follows: users A and B on server 1, users C and D on 2 and users E and F on 3. So users A, B, and D didn’t change servers, but users C, E, and F did. 

This even load balancing is the goal behind the server selection algorithm (the “hashing”), but it has the side effect that the spread of users across servers is dependent on the number of servers. For a particular user, if the server processing their requests changes, then their read/unread state is reset. Users of Web-based applications (running in application public folder trees), which maintain session state, may need to restart their application session if they were using the application during the transition period. Typically a user cannot tell that anything physical has changed due to the transparent nature of the front-end server, except by observing that the read/unread state has reset or that their application is exhibiting problems. Therefore, it is recommended that the administrators inform their users before adding or removing application public folder tree servers. This only affects users of application public folder trees.

Authentication Issues

The front-end server can do one of two things. It can either authenticate the user itself, which yields certain advantages, or it can proxy the authentication straight through to the back-end server. Either way, the back-end server also performs authentication. Microsoft recommends that the front-end server be configured to authenticate users, particularly when exposed to the Internet. 

Only HTTP 1.1 Basic authentication is supported in a front-end and back-end scenario. Basic authentication is a fairly simple authentication mechanism defined by the HTTP specification that lightly encrypts the user’s user name and password before sending it to the server. To achieve real password security in a front-end and back-end topology, SSL encryption should be used in combination with Basic authentication. 

Neither Windows Integrated Security, which supports both NTLM and Kerberos authentication, nor HTTP 1.1’s Digest authentication, is supported by Exchange 2000 HTTP front-end servers. 

Basic authentication does not support single logon. Single sign on refers to the scenario where a user logs on once to a Windows-based computer, authenticates against a domain, and can then access all resources and applications without needing to re-enter their credentials. Microsoft Internet Explorer version 4.0 and later enable this functionality for Web applications, including Outlook Web Access only if the server that is being accessed has Integrated Windows authentication enabled. Because front-end servers do not support this authentication mechanism, when users access HTTP applications they are always prompted for authentication and must re-enter their credentials, even if they are already using Windows to log on. 

When authenticating against a front-end server, the user name must be entered in the format domain/user name.

Pass-through Authentication

In a pass-through authentication scenario, the front-end server is configured with Anonymous authentication, so it does not challenge the user for an Authorization header. However, the back-end server challenges the user, and the challenge and its response are routed unchanged through the front-end server. Pass-through authentication should be used only if it is impossible for the front-end server to authenticate. For example, this might happen in a locked down perimeter network. For more information, see the “Scenarios” section later in this document.

Dual Authentication

In a dual-authentication scenario, both the front-end and back-end servers are configured to authenticate the user. Although this does have the disadvantage that both servers must perform authentication, it is not as bad as you might suspect. With HTTP Basic authentication, the authentication information is carried in every request sent from the client to the server, and is passed to the back-end server by the front-end server. The authentication information in the request suffices for both servers, so after the front-end server requests authentication information from the user, the back-end server receives the same information and does not need to request it from the user again. Microsoft recommends that front-end servers be configured to perform authentication whenever possible. If it is not possible to enable authentication, then implicit logon does not work, and it will not be possible to load-balance public folder requests. Explicit logon can still be used to gain access, however.

POP3 and IMAP4

When you use a front-end server, the names of the actual servers that are hosting the mailboxes are abstracted from the users. POP3 and IMAP4 client configuration is simplified and easily standardized, because every user’s client is configured to connect to the one host name shared by the front-end servers.  Moving users between servers is transparent to the user and requires no client reconfiguration. You can install SMTP on the front-end server or set up a separate SMTP server to enable e-mail submission. 

Details

A POP3 or IMAP4 client sends the front-end server a logon request that contains the name of the mailbox to be accessed. The front-end server does not authenticate the user. It simply uses Active Directory to determine the back-end server to which it should proxy commands. The front-end server then proxies the logon request to the appropriate back-end server, where authentication is performed. The back-end server then sends the results of the logon operation back to the front-end server, which returns the results of the operation back to the client. Subsequent POP3 or IMAP4 commands are handled in a similar fashion. E-mail submission through SMTP on the front-end server works in exactly the same way as it does on any other Exchange 2000 server.

IMAP4 Access to Public Folders

When a non-referral enabled IMAP4 client connects to a back-end server, it can only access public folders that have a replica on the user’s home server.  Public folders with replicas on other servers are available to IMAP4 clients, but access to these folders requires the use of a referral-enabled client.

Details

A referral-enabled client issues special commands to an IMAP4 server to determine the entire list of public folders available to it. When selecting a public folder that does not have a local replica, the server responds to the client’s request with a referral URL that contains the name of the server that has the data. The referral-enabled client then creates a new connection to that server to retrieve the appropriate information.

When using an IMAP4 client against a front-end server, the front-end server acts as a referral-enabled client. It transparently maps regular client requests to their referral counterparts, making the entire list of public folders available to a non-referral enabled client. When the front-end server receives a referral response from the back-end server, it does not pass this response back to the client.  Instead it follows the referral for the client and makes a connection to the appropriate back-end server that has the data. The back-end server then responds with the requested item, which the front-end server then relays back to the client.

Deployment Considerations

Recommended Server Configurations and Ratios

Server configuration is dependent on many factors, including the number of users for each back-end server, the protocols used, and the expected use. The configuration of particular models should be done in consultation with a hardware vendor or consultant. More information on server sizing will be available by the time the product is released.

As a general rule, one front-end server is reasonable for every four back-end servers. However, this number is provided only to give some idea of the suggested ratio, not as a rule. Use this information only as a starting point. Servers need not have large or particularly fast disk storage but should have fast CPUs and a large amount of memory. 

Scenarios

This section discusses some of the common scenarios where the Exchange 2000 front-end and back-end topology is deployed. The scenarios can be broadly divided into intranet and extranet scenarios, with the former focused on performance and scalability and the latter focused on security.

In each scenario, the following topics are discussed: 

· Scenario: What is the scenario, and when does it apply? 

· Setup Instructions: How to set up the scenario, in general terms. Specific configuration instructions follow this section. 

· Discussion: What is special about this scenario? How does it work? What additional information is needed to make decisions about this scenario?

· Issues: Caveats or limitations of this scenario.

Intranet Scenarios

Default Front-end and Back-end Topology

Scenario

A company wants to maintain a single namespace for their e-mail servers but cannot fit all of their users on a single server.

Setup Instructions

Set up a standard collection of Exchange 2000 servers. Set up a single Exchange 2000 server configured as a front-end server. Direct HTTP, POP3, and IMAP4 users to this server, not to their back-end servers. All virtual directories and servers must be configured identically on each of the servers. See Figure 1 earlier in this document for a diagram of this topology.

Discussion

This is the default configuration. Other than the standard front-end and back-end configuration steps, no other steps need to be taken.

Issues

If the network permits connections between the client and the back-end servers, there is nothing to prevent users from circumventing the front-end server and connecting directly to the back-end server. If this is undesirable, then the network routing configuration or the back-end server configuration must be changed to prevent direct connections between a client and a back-end server.

Adding a Server

Scenario

A company has all their users on a single Exchange 2000 server. They want to add another computer to the organization to better manage the load. However, they don’t want anything to change for their users (specifically with regard to how users access mailboxes). 

Setup Instructions
A single Exchange 2000 server, server A, makes up the original environment. A second Exchange server, server B, is added to the scenario. Both servers can have users and public folders.

Discussion

This is supported, but it is not strictly a front-end and back-end scenario. Exchange 2000 redirects HTTP requests to both public and private folders if they are not located on the server the request was sent to and if the folders exist somewhere in the Exchange organization. This does not maintain the single namespace illusion. This configuration returns a real HTTP redirect or IMAP4 referral directly to the client, so the client application must resend the request to the new location. Most browsers follow HTTP redirects automatically. As a result, while Outlook Web Access (and other browser-based applications) work without any extra input from the user, Web folders or other applications must change the URLs they use, unless they support HTTP redirects. In addition, a logon referral-enabled IMAP4 client is required for users whose mailboxes are located on server B, and a mailbox referral-enabled client is required to access public folders when a replica of that folder does not exist on the user’s home server.

Single logon: One advantage of single logon is that it allows use of authentication methods other than Basic authentication (in particular, Integrated Windows authentication), thereby enabling single sign-on functionality. When a single sign-on is important, this topology can be deployed. It lacks many of the advantages of the front-end and back-end topology and should only be deployed when the differences are well understood. 

To effectively deploy this topology in a pseudo-front-end server fashion, one server (or a group of servers) should be dedicated as the first server to service the request. This server should have no users on it, and no data in the public folders should be replicated to it. However, both the public and mailbox stores should remain on the server. This server then always generates redirects to the correct servers. 

Issues

Redirect of additional Exchange virtual servers (for example, virtual servers other than the default) is not supported. The virtual directories on the two servers must be configured identically for the redirect to be successful.

Web Farm

Scenario

A corporation is rolling out Outlook Web Access to 200,000 users. The goal is to have a single namespace (for example, http://mail) in which users can reach their mailboxes. In addition, for performance reasons, they do not want to have a bottleneck at the front-end server or a single point-of-failure, so they want to spread the load over multiple front-end servers by using Network Load Balancing. Other load-balancing mechanisms include domain name service (DNS) round robin and a hardware load-balancing solution. 

Setup Instructions 

Set up a group of servers as back-end servers in the same domain, with users distributed over the servers. Set up another group servers as front-end servers and configure Network Load Balancing on all these servers. 

Discussion
For details about how to set up Network Load Balancing, see the Windows Help documentation. Configuration of Exchange 2000 servers does not require any special steps.

Issues

Whatever load-balancing solution you use should ensure that each user is always sent to the same front-end server for the duration of a session. This makes use of the caching and connection state information already maintained on the front-end server. Network Load Balancing has this ability and so do many hardware solutions.

Extranet Scenarios

Because these scenarios all require some sort of firewall, a brief discussion of the firewall requirements and recommendations follows. 

Firewall Requirements

Firewalls can be provided by both software and hardware solutions. Software solutions include Microsoft Proxy Server version 2.0.

The minimum requirement of the firewall protecting the server from the Internet is port filtering. Port filtering restricts the type of network traffic through the firewall by allowing only information sent to specific ports through the firewall. 

IP filtering support improves the reliability of the firewall by allowing you to restrict traffic through the firewall to only the front-end server. 

Front-end Server Behind the Firewall

Scenario

To achieve security but still provide access to Outlook Web Access, POP3, or IMAP4 from the Internet, a corporation wants to place the Exchange system behind the corporate firewall. 

Setup Instructions

Set up an Exchange front-end and back-end environment in the corporation as normal. Configure a firewall between the front-end server and the Internet. See the configuration section below for information on how to configure an Internet firewall for use with an Exchange 2000 front-end server. 

Discussion
Because the entire configuration is inside the firewall, the Exchange configuration does not require anything special. After a request makes it through to the front-end server, it returns a response without any configuration changes.

IP address filtering is highly recommended to limit requests through the firewall to only those going to the Exchange 2000 front-end server (or servers) and block requests through the firewall to other servers in the organization.
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Figure 2: A simple Exchange 2000 firewall topology

Perimeter Network

Scenario

In this scenario, a corporation places the front-end server between two separated firewalls. The first firewall separates the front-end server from the Internet and allows requests only to that front-end server. The second firewall separates the front-end server from the internal corporation. The systems between the two firewalls lie in what is known as a perimeter network. This configuration provides an extra measure of security by ensuring that even if the front-end server is compromised, the intruder is still isolated from the rest of the corporation, giving the corporate security team time to detect and neutralize the intrusion.

Setup Instructions

The outer—or Internet—firewall needs to be set up as normal for a firewall in this environment, limiting access over only the ports required and to only the designated front-end server. For information on how to configure an Internet firewall, see the “Configuration” section later in this document.

The inner—or intranet—firewall needs only to have additional ports open to support authentication and Active Directory access. The exact list depends on the balance of security and features that each corporation chooses. For information on how to configure the intranet firewall, see the “Configuration” section later in this document.
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Figure 3: Exchange 2000 front-end server in a perimeter network scenario

Discussion

Typically, corporations that have deployed and standardized the use of a perimeter network will have restrictions on the type of network traffic allowed through the intranet firewall by limiting the network ports that are enabled on the intranet firewall. However, the front-end server requires certain ports to operate fully. 

Issues

Some corporations that have deployed perimeter network topologies for other services have policies that restrict computers located within the perimeter network from initiating connections with servers inside the corporate intranet. The Exchange 2000 front-end server is not supported in this scenario, because it must initiate connections.  

Configuration

Configuring a Front-end Server

A front-end server must be part of the same Exchange 2000 organization as the back-end servers. In fact, it is an ordinary Exchange 2000 server until it is configured as a front-end server. A front-end server must not host any users or public folders. 

To set up a front-end server, install the Exchange 2000 server in the organization. Then, using System Manager, navigate to the server object and open the server property page (right-click the server object, and select Properties). Select the This is a front-end server check box and close the page. Before the server can be used as a front-end server, you must restart it, or you must stop and then restart HTTP, POP3, and IMAP4 services. 

Before placing the server in production, dismount and delete the mailbox and public stores on the front-end server. Otherwise, the public store will be inaccessible from the front-end server. Note: deleting the stores will make it impossible to make configuration changes using the IIS administration tools (Internet Services Manager (ISM)). If there are configuration changes that must be done using ISM (for example, configuring SSL encryption), be sure to complete these steps before removing the stores.

Not all Exchange services are required on a front-end server, depending on the protocols being exposed. The following list shows the Exchange services required for each protocol; all other Exchange services should be stopped and disabled:

· HTTP: No Exchange-specific services required. However, the Windows HTTP service (w3svc) must be running. Note: The Exchange System Attendant Service (MSExchangSA) must be running if the administrator wishes to make changes to the HTTP configuration on the server.

· POP3: Exchange POP3 (POP3Svc), Exchange Information Store Service (MSExchangeIS), MSExchangeSA

· IMAP4: Exchange IMAP4 (IMAP4Svc), MSExchangeIS, MSExchangeSA

To stop and disable services, use the Services Microsoft Management Console (MMC) snap-in.

HTTP-Specific Configuration

The front-end server’s virtual directories and HTTP virtual servers must exactly match those of the back-end server. In a default setting, no additional configuration need be done on the front-end server—the ‘exchange’ and ‘public’ virtual directories are already matching. 

POP3-Specific and IMAP4-Specific Configuration

By default, IMAP4Svc and POP3Svc have a dependency on MSExchangeIS. In practice, however, these services do not require this dependency when running as front-end services. Having the information store process (without any mailbox or public stores mounted) run on the front-end server does not pose any security risk, nor should it affect performance materially. You can manually remove this dependency by removing MSExchangeIS from the following registry key:

HKEY_LOCAL_MACHINE\

   System\

      CurrentControlSet\

         Services\

            IMAP4SVC | POP3SVC\

                DependOnService

Before you edit the registry, make sure you understand how to restore it if a problem occurs. For information about how to do this, view the “Restoring the Registry” Help topic in Regedit.exe or the “Restoring a Registry Key” Help topic in Regedt32.exe. You should back up the registry before you edit it.
If you run POP3 and IMAP4 in a configuration where you do not have the RPC ports (135 and 1024+) opened between the front-end server and the back-end servers, you must remove these dependencies and must not run the MSExchangeIS service or the MSExchangeSA service on the front-end server. For additional firewall information, refer to the “Configuring Firewalls” section.

The service will not start unless there is at least one storage group defined. Therefore, if you choose not to remove this dependency, and to leave the Information Store service running, do not delete the storage group on the front-end server when deleting the private and public stores. 

Configuring a Back-end Server

Back-end servers must be specially configured to support the front-end server. First, they must be servers in the same domain as the front-end server. Users can be on any of the servers in the domain. Public folders can be replicated among Exchange 2000 servers in any manner. Back-end servers can be accessed directly if required, with no effect on the behavior of the front-end and back-end configuration. 

HTTP-Specific Configuration

Extra virtual directories or virtual servers that are not available on the front-end server can be created on the back-end servers to support specific applications.

The main configuration you must make on the back-end server is to use System Manager to create a virtual server that maps to each front-end namespace (in the typical environment, all the front-end servers map to a single name to unify the namespace). The new virtual server on the back-end server maps to the single name that represents all the front-end servers. This virtual server responds to the requests from the front-end server. The virtual server must be configured to match the configuration on the front-end server, including the virtual directories (in particular, ‘exchange’ and ‘public’ in the default configuration). 

In some circumstances, front-end server access to public or private folders might need to be restricted. Remove the ‘exchange’ (for private) or ‘public’ virtual directories from the back-end virtual servers to accomplish this.

The specific back-end server configuration steps depend on whether the back-end server is hosted on a cluster or not.

Configuring a Non-clustered Back-end Server

The following steps describe how to create and configure HTTP virtual servers for non-clustered back-end servers. 

To create the new virtual server, use System Manager. In the HTTP Protocols container for the specific back-end server, add a new virtual server (right-click HTTP, and then select New, Virtual Server): 

· For a name, Microsoft recommends something of the form “Exchange FE VS (front-end - hostname)”. Consistent naming of the new virtual servers ensures that each virtual server’s purpose can be easily determined. The name of the virtual server is used only for identification purposes and does not affect its operation.

· Click Advanced and add an identity for the virtual server that defines, as a host name, the front-end namespace. This allows the front-end server to communicate correctly with the back-end server. You might want to add several identities to the virtual server that list all the ways that a user might access the front-end server. For example, if a front-end server is used both internally and externally, you might want to list both a short (NetBIOS) name and a fully qualified domain name. See the “Reducing Virtual Server Creation” section later in this document.

· The TCP port must be port 80, becuase this is the only port used for communication between front-end servers and back-end servers, regardless of the port used by the client to communicate with the front-end server. You can leave the Secure Sockets Layer (SSL) port at the default.

· You can leave the IP address field at the default “All unassigned” or restrict it to the particular IP address assigned to the server. Unless there is a specific reason to restrict the address, it is recommended that you leave it as the default.
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Figure 4: Configuring the virtual server on the backend server

After creating the virtual server, add virtual directories to match those configured on the front-end server. In the default case, you must create an ‘exchange’ and a ‘public’ virtual directory. For any virtual directories that point at mailboxes, make sure the SMTP domain selected matches the SMTP domain configured on the front-end server. Do not create an ‘exadmin’ virtual directory on the virtual server. This is only used by System Manager and is not proxied by the front-end server.

To create the new virtual directories, right-click the new HTTP virtual server in System Manager, click New, and then click Virtual Directory.

You must create one Exchange HTTP virtual server for each front-end namespace. Thus, in a hosting environment where many front-end namespaces (companyA.com, companyB.com, and so forth) are used, there must be a new Exchange virtual server for each namespace. This allows for maximum flexibility in determining which resources are available to each hosted company. 

Similarly, if a group of front-end servers is being used in a load-balancing scenario, there a virtual server is not needed for each physical front-end server, because together they represent a single namespace.
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Figure 5: A correctly configured back-end server (assuming a default configuration on the front-end server)
In addition, new virtual servers created on the front-end server for other reasons (for example, to host Web applications) must be created with the same configuration on the back-end servers (for example, host names must be the same). However, virtual servers that differ from the default virtual server by port number (normal or SSL) are not supported. All traffic between the front-end server and back-end servers is over port 80, regardless of the incoming port used.
Configuring a Clustered Back-end Server

The following steps describe how to create and configure HTTP virtual servers for clustered back-end servers.
In a cluster environment, Exchange automatically installs HTTP virtual servers in each cluster group. These HTTP virtual servers are configured with the host names of the particular cluster group. To use a front-end server against clustered back-end servers, additional HTTP virtual servers must be created on each back-end server. 

On each Exchange server that makes up the clustered environment, use System Manager to:

· Create an HTTP virtual server by using the guidelines described above for a non-clustered server. Use the naming convention: “Exchange FE VS (cluster-computername – front-endhostname).” 

· Ensure that a unique IP number is assigned to each HTTP virtual server according to the IP address that has been assigned to the cluster group. Use the same IP address as that assigned to the automatically installed Exchange HTTP virtual server. This step is important, because if two HTTP virtual servers share the same configuration, one is unable to start.

· Create virtual directories as described in the previous section to match those configured on the front-end server. 

· Before continuing, start the HTTP virtual server to ensure that it is configured correctly. To do this, right-click the new virtual server name in System Manager, and select Start.

After each HTTP virtual server is created, it must be added to the cluster group configuration so that the cluster services can manage it appropriately. 

Use the Cluster Administration tool to select each cluster group in the cluster in turn. Using the context menu, create a new cluster resource as described in the following steps:

· Name the resource as follows: Exchange FE VS Instance (cluster-computername – front-endhostname).

· Set the resource type to Exchange HTTP Virtual Server Instance. 

· When prompted, set the virtual server resource to be dependent on the Exchange Information Store resource. 

After you create the cluster resource, right-click the cluster group and bring the server instance online. Repeat these steps for the other cluster groups in the cluster.
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Figure 6: The first step in configuring a new HTTP virtual server cluster resource

After the resources are created and added to the cluster resource, restart the Windows HTTP service (w3svc) on each server in the cluster. You can do this by using the command line, the Services snap-in, or the IIS administration tool (Internet Services Manager).

Reducing Virtual Server Creation

In some circumstances, it might be important to reduce the number of virtual servers created on the back-end servers (for example, if there are thousands of virtual servers). This should not be done unless the administrator fully understands how HTTP virtual servers work. You can reduce virtual server creation by either of two methods. 

First, if each virtual server on the front-end server is configured identically, then a single virtual server can be created on each back-end server and have several host names associated with it. In addition, virtual servers need to be created only on back-end servers to which the front-end server might direct requests. For example, if a front-end server contains virtual servers for companyA.com and for companyB.com, and all companyA.com users are hosted on server A, then server A requires only a virtual server for companyA.com. If configurations change, then you might need to make changes to the back-end server. Make an analysis of the users and data on a server to determine if users will ever be directed to a particular back-end server. For example, on a server that has no public store, the ‘public’ virtual directory is not necessary. 

Configuring Firewalls

This section discusses the configuration of firewalls for use with an Exchange front-end and back-end topology and additional configuration required on the front-end servers in these environments.

Configuring an Internet Firewall

In Internet scenarios, a firewall is required between the corporation and the Internet. The firewall must be configured to allow requests to certain IP addresses and over certain TCP/IP and UDP ports. Table 1 lists the ports required for different services.

	Port number/transport
	Protocol

	443/TCP
	HTTPS (SSL-secured HTTP)

	993/TCP
	IMAPS (SSL-secured IMAP)

	995/TCP
	POP3S (SSL-secured POP3)

	25/TCP
	SMTP


Table 1: Ports required to be open on the Internet firewall

Configuring an Intranet Firewall

When you set up a perimeter network, a firewall must be configured between the front-end server and the corporate intranet. 
Basic Protocols

In all cases, all the supported protocol ports must be open on the inner firewall. The SSL ports do not need to be open, because SSL is not used in communication between the front-end server and the back-end servers. Table 2 lists these required ports.

	Port number/transport
	Protocol

	80/TCP
	HTTP

	143/TCP
	IMAP4

	110/TCP
	POP3

	25/TCP
	SMTP


Table 2: Protocol ports required for the Intranet firewall

Active Directory Communication

To communicate with Active Directory, the Exchange front-end server requires Lightweight Directory Access Protocol (LDAP) ports to be open. Windows 2000 Kerberos authentication is used; therefore, the Kerberos ports must also be open. Table 3 lists these required ports.

	Port number/transport
	Protocol

	389/TCP
	LDAP to Directory Service

	3268/TCP
	LDAP to Global Catalog Server

	88/TCP
	Kerberos authentication

	88/UDP
	


Table 3: Ports required for Active Directory communication and Kerberos

There are two sets of optional ports that can be opened in the firewall. The decision to open them depends on the policies of the corporation. Each decision involves a tradeoff among security, ease of administration, and functionality. 

Domain Name Service

For server names to be looked up correctly (for example, to be converted from names to IP addresses), the front-end server needs access to either a domain name service (DNS) server or a hosts file that provides the mapping. In a default Windows 2000 domain, Active Directory servers function as DNS servers, so they should be accessible through the firewall over the DNS ports. Table 4 lists the ports required for access.

	Port number/transport
	Protocol

	53/TCP

	DNS Lookup

	53/UDP
	


Table 4: Ports required for access to DNS Server. Use hosts file if these ports aren’t open.

How to configure if DNS ports are not open: If these ports are not open in the inner firewall, you must create a hosts file for each mapping. The Windows 2000 TCP/IP stack uses the following file: %SystemRoot%\System32\drivers\etc\hosts. Edit this file to create a name-to-IP-address mapping for every server that the front-end server might contact. This generally includes every Exchange 2000 server in the organization and each Active Directory or Global Catalog server that the front-end server might contact. Instructions for how to create the mappings are in the default hosts file. The most important thing about using a hosts file is to ensure that it is kept up-to-date when changes are made to the organization.

Service Discovery and Authentication

Windows 2000 uses remote procedure calls (RPCs) to perform Active Directory service discovery and client authentication. To enable these features, RPC ports must be opened. Table 5 lists the required RPC ports.

	Port number/transport
	Protocol

	135/TCP
	RPC port endpoint mapper

	1024+/TCP
	RPC service ports

	445/TCP
	Netlogon


Table 5: RPC ports needed for service discovery and authentication

How to configure if RPC ports are not open: Corporations that have standardized on perimeter networks at their firewalls often have restrictions on the type of traffic that can be sent from the perimeter network into the corporate intranet. If open RPC ports are not allowed between the perimeter network and the corporate intranet, certain front-end server features must be disabled or specially configured. First, without RPC access to the Active Directory servers, the front-end server cannot authenticate clients. This means that features that require authentication, including implicit logon and public folder tree access, do not work correctly. Public folder access is possible, but without being able to determine the identity of the accessing user, no load balancing is possible. When you configure a front-end server in such an environment, disable authentication and enable anonymous access.

In addition, because Windows 2000 is unable to locate its domain controllers and global catalog servers without RPC service discovery, the Exchange front-end server must be preconfigured with the names of these servers and their backups. A registry file supplied with this document contains some registry keys that are checked by the front-end server if it cannot locate the servers through RPC. Edit the file appropriate to the environment and import it to the registry on the front-end server. 

Before you edit the registry, make sure you understand how to restore it if a problem occurs. For information about how to do this, view the “Restoring the Registry” Help topic in Regedit.exe or the “Restoring a Registry Key” Help topic in Regedt32.exe. You should back up the registry before you edit it.
As with the hosts file described earlier, the most important thing is to keep the content of these registry entries up-to-date as the domain evolves.

If you run IMAP4 or POP3 on the front-end servers, with the previously mentioned RPC ports closed, you must ensure that MSExchangeIS and MSExchangeSA are not running on the front-end server. For more information about how to remove IMAP4 and POP3 dependency on MSExchangeIS, see the “Configuring a Front-end Server” section earlier in this document.

Additional Configuration

Securing Communication Between Client and Front-end Server 

To secure data transmitted between the client and the front-end server, Microsoft recommends that the front-end server be SSL-enabled. In addition, to ensure that users’ data is always secure, access to the front-end server without SSL should be disabled (this is an option in the SSL configuration). It is critical to protect the network traffic by using SSL when using basic authentication to protect the users’ passwords from network packet sniffing.

To set SSL up for use with HTTP, use the Internet Services Manager and follow the IIS documentation instructions to request and install an SSL certificate on the default Web site (equivalent to the default Exchange Virtual Server) or on the virtual server that needs protection.  

You do not need to configure SSL on the back-end servers when using a front-end server, because the front-end server does not support using SSL to communicate to the back-end servers. You may configure SSL on the back-end servers for use by clients that are directly accessing them.

Tip: Ensure that the Windows 2000 License Logging Service is running on the front-end server. IIS does not allow more than 10 simultaneous SSL connections unless this service is running. 

Securing Communication Between Front-end and Back-end Servers

HTTP communication between the front-end and back-end servers is not encrypted. In cases when the front-end and back-end servers are maintained in a separate subnet, this is not a concern. However, if front-end and back-end servers are kept in separate subnets and network traffic must pass over unsecured areas of the corporation, Microsoft recommends that this traffic be encrypted to protect passwords and data.

Windows 2000 supports IP Security (IPSec), an Internet standard that enables two servers running Windows 2000 to encrypt any traffic between them at the IP layer. This protocol can be used to secure the traffic between the front-end and back-end servers. This kind of encryption affects the performance on both the front-end and back-end servers. The precise extent to which it affects performance depends greatly on the type of encryption used. 

Enable IPSec only if you have a thorough understanding of the workings of the protocol and its administration. The following steps provide a rough guideline of what needs to be done. 

The Windows 2000 IPSec feature allows a server to encrypt any and all traffic. However, in this scenario, it is best to limit the encryption to only the HTTP traffic. The IPSec policy file included with this document includes an example of how to encrypt only HTTP traffic. Filter the IPSec policy to apply only to traffic initiated by the front-end server that is being sent to port 80 on a remote server. To examine the included policy file, install the IP Security Policy Management snap-in using MMC and import the policy. Use the snap-in to assign it for use on the front-end server. 

Do not use the included policy on the back-end servers. IPSec should be configured on the back-end servers so that they respond appropriately if a request for IPSec communication is received. However, they should not require that all communication from all clients be encrypted using IPSec. Windows 2000 has three included IPSec policy files. One of these—“Client (respond only)”—has the desired effect. With this policy enabled on the back-end server, the front-end server can use IPSec to communicate safely with the back-end server, while other clients (including MAPI clients like Outlook 2000) and servers can communicate with the back-end server without needing to use IPSec.

When using IPSec in a perimeter network environment, you must make changes on the intranet firewall to support it. First, HTTP (port 80/TCP) is no longer required and should be blocked. Second, the IPSec negotiation port at 500/UDP is required. IPSec also requires IP identifiers 50 and 51 to be open on the intranet firewall. 

Note   IPSec encryption occurs after the application (in this case, Exchange 2000) has passed the request to Windows to send to the server. So, as far as Exchange 2000 is concerned, the request was made over HTTP using TCP port 80. However, before the traffic leaves the server, it is intercepted, encrypted, and sent over a separate channel (IP identifiers 50 and 51). Thus, the encryption is transparent to the Exchange 2000 applications running on each server, and the fact that the data never used port 80 is not an issue to these applications.

Simplifying the Outlook Web Access URL

Users commonly request that a simpler URL be made available for e-mail access. While additional HTTP virtual servers can be configured to enable this, there is a fairly simple technique that can reduce the URL to the bare minimum. 

Using the Internet Services Manager, open the properties for the Default web site. Switch to the “Home Directory” tab, and select the option “A redirection to a URL.” In the “Redirect to” box, enter “/exchange” and check the box labeled “A directory below this one.” This process configures a request sent to the root of the web server to redirect to the exchange virtual directory. For example, a request to http://mail would be directed to http://mail/exchange/, which would then trigger implicit logon. 

This technique will only work when the front-end server has authentication enabled (i.e., when implicit logon is possible). Users will still need to enter the full URL including username to access other mailboxes or content in other folders.

Front-end and Back-end Topology: Checklist

· Install Exchange 2000 on the server intended to be the front-end server.

· Check This is a front-end server, and then restart the services.

· Remove public and mailbox stores from the server.

· Stop and disable all unnecessary services.

· Optional: Enable SSL encryption.

· Optional: Assign front-end server IPSec policy.

· Configure the back-end servers.

· Create virtual servers to match the front-end server.

· Create virtual directories to match those on the front-end server.

· Optional: Assign back-end server IPSec policy.

If placing the front-end server on the Internet:

· Configure the front-end server.

· Optional: Set up hosts file (if DNS ports are closed).

· Optional: Set up directory access registry entries (if RPC ports are closed).

· Optional: Switch to anonymous access (if RPC ports are closed).

· Configure firewalls.

· Enable access to required protocol ports.

· Optional: Enable access to additional ports.

Front-end and Back-end Topology: Troubleshooting Steps

When you are troubleshooting reported or observed problems with a front-end and back-end topology, follow these steps:

Attempt to connect directly to the user’s back-end server by using the protocol that does not appear to be functioning correctly through the front-end server. If attempts to connect to the back-end server do not work as expected or if the back-end server displays the same problems that the front-end server displays, then follow standard troubleshooting steps for Exchange 2000 topologies.

If the back-end server is functioning as expected, then ensure that the front-end server is able to successfully connect to the global catalog servers and the back-end server in question. This is particularly important when the front-end server is deployed in a perimeter network scenario (be sure to check the hosts file and registry keys if they are in use). 

To test whether a back-end server can be accessed from the front-end server, use the Windows 2000 telnet.exe application on the front-end server to open connections from the front-end server to the back-end server over the protocol ports and the LDAP port. For example, to test that HTTP connectivity to the back-end server is working, run the following command on the front-end server:


telnet backendserver 80

If no error appears, then the connection is open (in the case of HTTP, press ENTER twice to close the connection if a blank screen appears).

To test whether a server name is correctly resolved to an IP address, use the nslookup.exe tool to test DNS resolution.

Problems experienced with front-end and back-end architectures are often caused by the inability of network traffic to flow from the front-end server to the correct servers because of misconfigurations on the server or the network routers. In all cases, event log entries may help troubleshoot the particular issue.

HTTP-Specific Troubleshooting Tips

The previous steps are useful for any protocol. However, some of the error messages that are returned when using HTTP through the front-end server can help target investigations. Depending on the configuration of your browser, the error number might be obvious or might be somewhere in the text of the response. Errors you many encounter include:

· 401 Unauthorized: This error means that the user entered an incorrect user name or password. Remember that authentication requires a user name of the format domain\password.

· 404 File Not Found: This error means that the URL entered was not valid. Look for typographical errors in the name of the user or other parts of the URL. If there are no errors, check the configuration of the HTTP virtual server on the back-end server, checking for typographical errors in the names of virtual directories that were created.

· 500 Internal Server Error: This error occurs most often in a locked-down perimeter network scenario and is a sign that the front-end server cannot connect to domain controllers through a closed-down intranet firewall. Check the hosts file and registry key settings carefully against the actual configuration of the organization.

· 503 Service Unavailable: This error is generated in two situations. First, if the Information Store service on a back-end server is stopped or the user’s database is dismounted, then the back-end server returns this error. Second, the front-end server generates this error if it is unable to contact a valid back-end server. This could be because the back-end server is down for maintenance or because of network issues between the front-end and back-end servers. Use telnet.exe to verify that the front-end server can connect to the back-end servers.
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For More Information

· Internet Standard Documents
· HTTP: RFC 2616 (www.ietf.org/rfc/rfc2616.txt)

· POP3: RFC 1939 (www.ietf.org/rfc/rfc1939.txt) 

· IMAP4: RFC 2060 (www.ietf.org/rfc/rfc2060.txt)

· IMAP Referrals: RFC 2221 and RFC 2193 

· IPSec: IP Security for Windows 2000 Server (http://www.microsoft.com/WINDOWS2000/library/howitworks/security/ip_security.asp) 

Microsoft Exchange Internet Site: http://www.microsoft.com/exchange/
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†  A hashing algorithm applies a given number (in this case, the user’s security token) and uses it to generate a position in a list so that the distribution of all possible inputs is even over the list.
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