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Abstract

Booting from a storage area network (SAN), rather than from local disks on individual servers, can enable organizations to consolidate their IT resources, minimize their equipment costs, and realize considerable management benefits by centralizing the boot process.
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Introduction
Today’s data centers have large scale server deployments and an ever increasing challenge for IT administrators to effectively manage and control costs. One key way is to reduce the hardware footprint by replacing large servers with highly compact rack-mountable forms. 
The densest of these forms is the blade server, which uses resources (such as device interfaces and power supplies) that are shared among the blade servers in an enclosure.  In addition to reducing the hardware, electrical and square footage costs, blade servers are hot pluggable and use simplified cable configurations.  Blade servers are also easier to manage since a single server can manage all of the other servers in the same enclosure. While some blade servers have internal disks, they tend to have lower performance and capacity than SCSI disks.  This is helping drive adoption of diskless blade servers that are used in combination with networked storage.
Boot from SAN leads to greater OPEX savings by providing better options for administrating and maintaining datacenter deployments. Nevertheless, it leads to increased CAPEX savings by moving towards storage consolidation in a SAN rather having a lot of local server storage.
Key Benefits of Boot from SAN 

Boot from SAN helps enable all of the “RAS” advantages of fabric connectivity – Redundancy, Availability, Serviceability.  The key benefits are:

Reduce Server Footprints 

Boot from SAN alleviates the necessity for each server to have its own direct-attached disk, eliminating internal disks as a potential point of failure. Thin diskless servers also take up less facility space, require less power, and are generally less expensive because they have fewer hardware components. 
Centralized Image Management
When operating system images are stored on networked disks, all upgrades and fixes can be managed at a centralized location. Changes made to disks in a storage array are readily accessible by each server. 
Disaster and Server Failure Recovery
All the boot information and production data stored on a local SAN can be replicated to a SAN at a remote disaster recovery site. If a disaster destroys functionality of the servers at the primary site, the remote site can take over with minimal downtime. 
Recovery from server failures is simplified in a SAN environment. With the help of snapshots, mirrors of a failed server can be recovered quickly by booting from the original copy of its image. As a result, boot from SAN can greatly reduce the time required for server recovery.

High Availability

A typical data center is highly redundant in nature - redundant paths, redundant disks and redundant storage controllers. When operating system images are stored on disks in the SAN, it supports high availability and eliminates the potential for mechanical failure of a local disk. 
Rapid Redeployment
Businesses that experience temporary high production workloads can take advantage of SAN technologies to clone the boot image and distribute the image to multiple servers for rapid deployment. Such servers may only need to be in production for hours or days and can be readily removed when the production need has been met. Highly efficient deployment of boot images makes temporary server usage a cost effective endeavor.
Green
When boot images are stored on a SAN, it enables the server not to have any local spinning media. Boot from SAN can provide greater power efficiency and help largely towards datacenter green initiatives.
The Boot Process: An Overview 
The boot process (previously known as booting or bootstrapping) is the iterative loading of the installed operating system code from the boot device into computer memory after the computer is powered on. The BIOS (Basic Input / Output System) is the most basic code and is loaded first from the system firmware after POST initialization process. It initializes the computer hardware and reads in code that loads the operating system, completes hardware setup and produces a fully functional operating system residing in memory. See the Appendix for a more detailed description of the boot process. 
The boot process can occur from a direct attached disk, over a local area network, or from networked storage. In all cases, a critical step to a successful boot is locating the boot disk. The device controlling that process depends on the boot type. 
Local Boot

The most common booting approach is to boot from a direct-attached disk. The server BIOS locates the SCSI adapter BIOS, which contains the instructions that allow the server to determine which of the internal disks is the boot device.
Boot from SAN
Booting from SAN provides number of advantages

· Reduce OS image foot prints

· Enable centralized image management 

· Enable rapid deployment scenarios

· Provide seamless disaster recovery options

All of the above key benefits of SAN are discussed in the following section of this white paper.

With boot from SAN, the boot disk resides on the storage area network (SAN), not locally on the server. The server communicates with the SAN through a host bus adapter (HBA). The HBA’s BIOS contain the instructions that enable the server to find the boot disk.
Boot from SAN offers the advantages of reduced equipment costs. It also provides a number of other advantages, including reduced server maintenance, improved security and better performance. These factors are addressed in detail in the next section.
FC SAN Boot - Concepts and Configurations
IT administrators can enable servers to boot from SAN by configuring the server and the underlying hardware components. After power on self test (POST), the server hardware component fetches the boot block from the device that is designated as the boot device in the hardware BOIS settings. Once the hardware detects the boot device, it follows the regular boot process as explained in the Appendix.
The order in which drivers are loaded is different for local boot and SAN boot. For FC SAN boot with Multi-Path I/O (MPIO), the Device Specific Module (DSM) driver gets loaded very early in the boot process so it can help manage the paths to the storage devices.
Single path Configuration 
The simplest SAN configuration is shown in Figure 1, two diskless servers, each with a single HBA connected to Fiber Channel storage. This configuration does not employ redundant components, which is a requirement for high availability servers.  For boot from SAN with Windows, each server must have sole access to its own dedicated boot device. 
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Figure 1.  Basic boot from SAN Configuration
Multipath Configuration
The configuration shown in Figure 2 provides high availability and high performance with the addition of redundant HBAs, cabling, switches, and array controller ports.  
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Figure 2.  Fully Redundant Boot from SAN Configuration
Crash Dump File Creation
In the event of a system or kernel software component failure, a crash dump file is created to aid with diagnosis of the failure. The crash dump file must be written to the system drive (C:). With boot from SAN, the crash dump stack and crash dump file location is specific to the HBA path from which the system is booted. This can create a problem with multipathing solutions, since the crash dump stack does not have multipath drivers available.
Using the example given in Figure 2 with Windows Server 2003, if the boot path and crash dump file is through HBA A and that adapter fails, the system is no longer able to write the crash dump file.  With Windows Server 2008, the crash dump drivers are enhanced to make them aware of all the current available paths. Even with boot path failure, crash dump file creation succeeds through the other available paths. 
Cluster Configuration
When implementing a Microsoft Cluster Server (MSCS) or Windows Failover Cluster (WFC), the cluster servers require the underlying storage device to support SCSI reserve/release or persistent reservation command sets.  For Windows Server 2003, cluster servers use SCSI reserve/release. For Windows Server 2008, SPC-3 Persistent Reserve (PR) IN and OUT commands are used to register and reserve cluster resources.
In a clustered environment, the nodes must be configured correctly with each node having sole access to its boot LUN and then to shared LUNS.  This can be done using LUN zoning and masking, or LUN masking alone, as described below: 
· Zoning and Masking. This is a two step process.  First, apply appropriate zoning to the server and storage ports.  Second, use masking to ensure that each server has sole access to the appropriate boot LUN.  When servers share non-boot LUNs, the non-boot LUNs must be unmasked to all nodes in the cluster.  If the storage array is used by additional shared clusters, use zoning and masking to ensure that LUNs used by the cluster are only available to nodes inside the cluster.
· Masking Only. With this method, all of the initiator ports have access to all of the target ports.  LUN masking is used ensure that appropriate LUNs are unmasked for each initiator port. 
Once zoning and/or masking are complete, install or configure the clustering software.
For Windows Server 2003, it is recommended that the boot LUN should be on a separate SCSI bus from the shared LUNs. If all of the LUNs are configured with the same SCSI bus, any bus-level resets can cause disruption to the boot LUN, potentially affecting paging I/O and resulting in timeouts and system crashes. With Windows Server 2008, there is no restriction - the boot LUN and shared LUNs can share the same bus/path.
Setup Boot from SAN

Key Requirements
A key to effective deployment of boot from SAN, from the most basic topology to a complex enterprise configuration, is to ensure that both software and hardware components are installed according to specified vendor requirements. This section outlines the underlying requirements. 
Servers
· If the server has been in production, ensure that all disks are backed up before connecting the server to the SAN.
HBAs
· Record the world-wide port name (WWPN) and world-wide node name (WWNN) for each HBA prior to installation. The WWPN and WWNN are unique addresses assigned by the manufacturer and will be used during the configuration process. 
· Install the HBA according to vendor instructions. Ensure that the HBA supports boot from SAN.
· Ensure that the HBA has the correct firmware version installed. 
· Ensure that the correct version of the HBA Storport Miniport driver is installed. The Storport driver stack allows the server to communicate with disks in the SAN as if they were local SCSI disks. 
· Ensure that the HBA settings are configured to match all components and follow vendor recommendations. 
Boot Bios
· Ensure that the correct boot BIOS is installed on the HBA. 
· Ensure that the HBA boot BIOS is enabled and correctly configured.  The default setting is typically disabled.  The boot BIOS should be enabled on only one adapter per server.
SAN Fabric
· Ensure appropriate zoning techniques are applied.

· Refer to the best practices section for more details on redundancy.
Storage Array
· Create at least as many LUNs as servers that will be configured for boot from SAN.  Ensure appropriate masking techniques are applied. 
· Refer to the best practices section for more details on redundancy.
Basic Setup

The basic steps to setup boot from SAN are:
1. Disable and/or disconnect internal hard drives.
2. Allow a single path to storage when installing the operating system (OS).  For multiple HBA port configurations, only one HBA port should be connected to the SAN during installation.  The same restriction applies to the storage controller ports.
3. Ensure that BIOS is enabled for the HBA port.
4. Specify a boot LUN from the HBA BIOS configuration utility.
5. Verify that the HBA BIOS finds the boot LUN during the early stage of the boot.
6. Install the OS.
7. Add more MPIO paths from the server after successfully completing the OS installation.
8. Claim the disks for multipath with the Microsoft DSM or a vendor-specific DSM.
Example: Configuring Emulex HBA for Boot from SAN
Emulex adapters ship with Universal Boot code that is loaded in the adapter’s flash memory.   The Universal Boot code supports three system types.  The two that are related to Windows are:
· x86 BootBIOS -  x86 and x64 BIOS-based platforms
· EFIBoot -  Intel® Itanium® 64-bit processor platforms that use the Extensible Firmware Interface (EFI)
Boot from SAN setup is initiated by entering <CTRL> E or <ALT> E while the server is starting.  The correct boot code (x86 BootBIOS or EFIBoot) is executed and a utility is run to enable the BIOS and specify boot device LUNs.  Other boot parameters can also be set, if needed.
Up to 8 different boot entries can be made per port to support scenarios that require multiple boot paths.  As an example, the system could be configured to boot from a mirror image if the primary LUN is down. 
The following example is based on the x86 BootBIOS and shows the steps to enable the BIOS and set the boot path:

1. Enter <CTRL> E or <ALT> E while the server is initializing.  A list of adapters on the server is displayed.
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Select the adapter to be configured.  In this example, there is only one adapter.
2. Setup options are displayed.
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Select 2 to configure the adapter's parameters.
3. The adapter configuration menu is displayed.
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Select 1 to enable the BIOS. The default values for all other options should be satisfactory.
4. The next screen shows the BIOS disabled.
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Select 1 to enable the BIOS. 
5. The BIOS is now enabled.  Enter <Esc> twice to return to the main options menu.
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Select 2 to configure the adapter’s parameters.

6. A list of 8 boot devices is shown.
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The primary boot device is the first entry shown and is the first bootable device.  If the first boot entry fails due to a hardware error, the other boot options will be used in order.  Select 1 to configure the primary boot device.

7. A scan is done for all possible boot devices.  If the HBA is attached to a storage array, it will be displayed as shown. 
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Enter 01 to select the array.

8. A window is displayed to enter the starting LUN.
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Enter 00 to display the first 16 LUNs.
9. A listing of the first 16 LUNs (if available) is shown.  The following example shows two LUNs available.
[image: image13.png]Adapter @1: S_ID: 888881  PCI Bus, Device, Function (17,89,68)
ALPA:EF SelectID:21  WHPN:58868161 41E46F3

(% LUN:88 0C RAID @ 8324
8. LUN:81 0G6C RAID B 8324




Enter the number of the boot LUN.  Entry 01 (LUN :00) is selected in this example.
10. A window is displayed to specify boot device identification by WWPN or Device ID (DID).  WWPN is recommended for all boot from SAN configurations.   
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Select 1 to boot using the WWPN.  Exit and save the configuration.  Reboot the system to make the changes effective.
The Emulex utility, HBAnyware®, also supports boot from SAN management from a running Windows Server 2003 or Windows Server 2008 environment.  Changes become effective when the system is rebooted, which is useful for server re-purposing scenarios.  This adds another level of flexibility for blade server deployments. 
Migration to Windows 2008 and Windows 2008 R2
Consider the following scenarios:

A. You have a Windows 2003 server and you want to migrate to Windows 2008, care should be taken with volume management settings when migrating. A non-bootable disk can result if settings are not implemented correctly. 
In order to ensure successful migration from Windows 2003 Server to Windows Server 2008, the NoAutoMount setting must be disabled for the boot disk. If the NoAutoMount setting is not disabled, then the SAN policy will be cleared during the migration and the policy will be set to Offline or OfflineShared based on the SKU.

The SAN Policy setting should also be set to Online for disks before claiming them as MP Disk Devices.
B. You have a Windows Server 2008 machine with the Active Directory role installed. This server uses MPIO, and stores the active directory database on a SAN attached drive other than the boot volume.

In order to ensure successful migration from Windows Server 2008 to Windows Server 2008 R2, the SAN policy must be set to “OnlineAll”  prior to upgrading Windows so that the Active Directory database is available during the upgrade. 

Windows Server VDS SAN policy is used to define the disk policy; the policy options are Online, Offline, and OfflineShared (see the VDS documentation for more details).  In order for SAN boot to work with Windows Server 2008, the SAN policy setting has to be Online for the disk on which the OS resides. Use diskpart to change these SAN policy settings.
Best Practices

Paging Disk 
A pagefile is a reserved portion of the hard disk that is used to expand the amount of virtual memory available to applications. Paging is the process of temporarily swapping out the inactive contents of system physical memory to hard disk until those contents are needed again. Since the operating system must have unrestricted access to the pagefile, the pagefile is commonly placed on the same drive as system files. Thus, the C: drive normally includes boot, system and paging files
. 
While there is negligible contention between the boot reads and paging writes, there can be considerable resource contention between systems on the SAN when they are all trying to do paging I/O, or when many systems attempt to boot simultaneously from the same storage port. 
One way to lessen resource contention is to separate non-data I/O (such as paging, registry updates and other boot-related information) from data I/O sources (such as SQL or Exchange). Different scenarios to separate non-data I/O and data I/O are shown below:
Locations for Non-Data I/O Files

	Files
	Scenario 1
	Scenario 2
	Scenario 3

	Boot
	SAN
	SAN
	SAN

	System
	SAN
	SAN
	Local

	Pagefile
	SAN
	Local
	Local


Redundancy – Avoid Single Point of Failure 
One of the major benefits of SAN adoption is high availability. The following section outlines some of the SAN inter-components that can be configured redundantly to avoid any single point of failure.
Storage Controller Redundancy
Configure storage arrays with multiple controllers to provide redundant array ports and avoid any single point of failures at the array controller level. 
Disk Redundancy
Configure the array using different RAID groups as required to provide redundancy at the disk level. 
Path Redundancy
Configure SAN infrastructure (switches, HBA ports) to provide redundancy and avoid any point of path failures.
Distributed Load
SAN infrastructure is always a limited resource and the number of systems that can be reliably booted from a SAN at the same time is limited. In order to have better boot time performance, boot LUNS should be distributed across controllers and storage targets to avoid bottlenecks.
Fabric Zoning 
There are two different zoning techniques that can be used with SAN switches - hard zoning and soft zoning.  Hard zoning is based on the physical ports of the switch; soft zoning is based on the WWPN of the devices that are connected to the switch.  In general, soft zoning is more flexible because it allows devices to be moved without requiring re-zoning.   Soft zoning is recommended for boot from SAN setup because it reduces the possibility of a server loosing access to its boot disk and boot partition.
Troubleshooting Boot from FC SAN  

A number of problems can arise during configuration that can result in a failure to load the operating system. It is important to distinguish between those problems that are shared by all types of boot and those that are specific to boot from FC SAN.  Because correct deployment of boot from FC SAN depends on the user undertaking the exact vendor steps for HBA and SAN configurations, hardware vendors must be the primary point of contact for issues related to booting. 
Failure to Locate the Boot Partition and Boot Files
The most common cause of boot problems is a failure to locate the boot partition and boot files. This can happen for many reasons, ranging from boot sector viruses, to hardware failure, to configuration problems. While failure to locate the boot device can occur in any boot environment (not simply boot from SAN), this issue is more problematic in complex storage configurations where new devices are added and removed frequently. 
Hot Swap of an HBA with Boot from SAN Support

For systems that support hot swap, it is possible to replace an HBA that connects to the boot device while the Windows operating system continues to run.  If the hot swap replaced the only HBA on the server with boot enabled, boot from SAN will need to be re-configured.  Some HBA management tools allow boot from SAN to be configured while the system is running as shown below for the HBAnyware management utility for Emulex HBAs:
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With online management, boot from SAN can be configured so the system will reboot successfully without intervention.  If not, the boot process will need to be interrupted in order to configure the new HBA.

For redundant failover, each HBA should be configured to boot from the same boot device.  If a hot swap replacement HBA is not configured for boot from SAN, the system will reboot using the first-enumerated HBA that is configured for boot from SAN.  However, care should be taken to configure the replacement HBA as soon as possible to maintain full redundancy.  Again, management utilities that support boot configuration with the system running allow boot from SAN configuration without requiring a reboot.

LUN 0 Assigned to the Array Controller
Some storage arrays assign LUN 0 to the array controller.  For those arrays, LUN 0 cannot be used as the boot device.
HBA Configuration
The setup routine of each HBA boot ROM must be individually configured for boot from SAN solutions to work. For each adapter, the correct disks must be allocated and the boot disk or LUN must be correctly identified. 
Too Many Systems Booting From the Array
The number of servers that can reliably boot from a single fabric connection is limited. If too many servers attempt to boot at the same time, such as with recovery from a power failure, the link can become saturated, delaying the boot for a server that is attempting to boot. If this condition persists for too long, the requests will time out and the system can fail to boot. In order to mitigate this issue, targets can be configured so those boots LUNs are distributed across all of the available storage controllers.
The actual number of systems that can boot from a single fabric connection is vendor specific.
Current Limitations to Windows Boot from SAN

There are a number of advanced scenarios that are not currently possible in Windows boot from SAN environments.
No Shared Boot Images
Windows servers cannot currently share a boot image. Each server requires its own dedicated LUN to boot. 
Mass Deployment of Boot Images Requires Microsoft Deployment Toolkit
In enterprise configurations, Deployment Toolkit can help with mass deployment of boot images. 
Additional Resources

Additional white papers:
· Microsoft Storage Technologies - Multipath I/O
Knowledge Base Articles: 
· Support for Booting from a Storage Area Network (SAN)
Summary 

This paper introduces boot from SAN technology in the Windows environment. Boot from SAN simplifies the adoption of diskless server technologies and simplifies storage management by facilitating a centralized approach to operating system installation and booting processes. This paper describes a number of boot from SAN scenarios supported in the Windows environment, including multipathing and clustering, and offers troubleshooting information to help ensure successful deployment. The paper includes an appendix with additional information on the SAN boot process. 
� System files are required to run the Windows operating system. Boot files are required to boot Windows. The boot files include boot.ini, Ntldr and Ntdetect. The paging file is typically called pagefile.sys.






