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[applause]

01:08:35
Peter Cullen:  Thanks, Alex.  I think it’s very important, when we think about the present and the future, to have a perspective on the past.  So, thank you for that.  My name’s Peter Cullen.  I’m the Chief Privacy Strategist at Microsoft, and I have two honors.  One is to introduce our next speaker.  The second interesting tidbit is he’s also my boss.  And for those of you – and I’m sure that many of you in this room have been in this spot – you say, well, how do I – what’s the key thing you’d like me to say in introductory comments.  And so, I asked Scott that, and 

01:09:06
he said, “You know, it is performance review time and you might want to think about that.”  [audience laughter]  But being the independent thinker, I – naw, I’m not going to worry about that.  He’ll forget about all of that.  There’s a couple of salient points that I did want to talk about Scott, given where we’re at in both the present and the future.  One is that he was the first chief of the Department of Justice Cybercrimes Division, and if you think about when that first started a number of years ago, that’s very much 

01:09:35
ahead of his time.  I think the other salient point – he was also a member of the Clinton administration’s privacy working group, so even in those early days we’re thinking about what’s the implications of privacy and security.  And finally, he was the vice chair of the OECD working group of experts on security and privacy.  And so, I can’t think of a better person to talk about some of the current realities and where this might take us in the future.  If you’d please join me in welcoming Scott Charney.  [applause]

01:10:11
Scott Charney:  Thank you very much.  It’s a great pleasure to be here, and as Peter [audio off], that was the first [audio off] the computer crimes section at the Justice Department.  I should probably explain how that happened.  Actually [audio off] technologist, I’m an English and history major.  And then I went to law school, and then I became an Assistant District Attorney in Bronx County, New York. [audio off] years [audio off].  Do you want to use the podium?  I spent seven years prosecuting burglaries and rapes and robberies and murders, and after seven years in the 

01:10:40
Bronx DA’s office I got a call from a former Bronx assistant and she had actually gone to the federal government, to the organized crime and racketeering section here in San Francisco, and she said, “Do you want to join the federal government?”  And at that time I was Deputy Chief of the Arson Bureau in the Bronx and most of the Bronx had burned already, so [audience laughter] I said, “That’s not actually a bad plan.”  And she said, “Well, it’s not in San Francisco, it’s in our field office.”  I said, “Where’s the field office?,” and she said, “Honolulu, Hawaii.”  [audience 

01:11:12
laughter] So, I called my wife, I told her about the offer, I got home, the house is packed.  [audience laughter]  I go out to Hawaii for three years and then I moved to main Justice, to the General Litigation and Legal Advice section, which as its name suggests, to general litigation and gave legal advice to the government.  And I sat down at my work station – this is November of 1990, and we did not use commercial off-the-shelf products like Windows, we used a proprietary operating system called Eagle by the TIESoft [?] 

01:11:41
Corporation, and we had menus.  And one of the menu options was D, go to DOS.  So, I have a home PC and I hit D, I go to DOS, I start creating some sub-directories, and my boss, Jim Reynolds, walks in.  And Jim hasn’t seen a greater-than sign since 4th grade.  He says, “What’re you doing?”  I said, “I’m creating sub-directories in DOS,” and he said, “Please don’t break the computer.”  [audience laughter]  “No, no, no problem.”  This is November of 1990.  Now at that time, the Justice Department had one person prosecuting 

01:12:10
Cybercrimes.  This person was in the fraud section because the Computer Fraud and Abuse Act – there was concern that people would use computers to commit fraud – so the fraud section had one prosecutor.  They actually had over 140 lawyers, but they had what we call mega programs, they had defense procurement fraud, you know, military spends $400 for a toilet seat.  They had telemarketing fraud, they had healthcare fraud.  And so, every time they got lawyers, they put them on one of these mega programs.  Well, at that time, the 

01:12:40
Assistant Attorney General for the Criminal Division, the person who ran all the federal prosecutors, was a guy named Bob Muller.  If the name rings a bell, he’s now the Director of the FBI.  And Bob decided that cybercrimes would never get the attention it deserved in the fraud section, because every time he gave them more resources, they put it on one of these mega programs.  So, Bob Muller called up Jim Reynolds, my boss, and said, “Hey, you don’t have any mega programs, I’d like to give you cybercrime.  Do you think you can handle it?”  And Jim said, “Of course I can.  I have a 

01:13:10
computer expert right down the hall.” [audience laughter]  So, in February of 1991, I was assigned to do cybercrimes for the Department of Justice.  By the time I left, we had 120 federal prosecutors around the country dedicated to cybercrimes, I had a section of about 37, I had chaired the G8 subgroup on high-tech crime, I was vice chair of the OECD group of experts on security and privacy, because the field was burgeoning in a huge way.  And you know, the reality was that Jim picked the right guy for the job unknowingly.  Although 

01:13:44
I am an English and history major, my father was a systems administrator.  He worked for Univac in the vacuum tube time of computers, and he had me writing in Cobol and doing punch cards when I was 8 on a Honeywell mainframe.  So, the upshot of this is, why did Bob Muller want the government to start gearing up?  Well, there were three things that happened, one right after the other, that made it clear that society was unprepared for the assault that was coming.  The first case was the Cuckoo’s Egg.  If you’re not familiar with 

01:14:13
it, an astronomer at Berkeley named Cliff Stoll had his astronomy grant run out and they put him in the computer science lab to solve a small problem.  Berkeley was running two computer users – two computer program – accounting programs to track computer users, and there was a 75-cent accounting discrepancy.  And they asked Cliff to figure out why this was so, and what Cliff figured out is if you were an authorized Berkeley user you were given a user name and an account number, and when you signed on you entered your user 

01:14:40
name and your account number, and Berkeley was running two accounting programs.  One tracked user names, one tracked account numbers.  The reason there was a 75-cent discrepancy is someone had hacked into Berkeley, created a user name in the account of Hunter but never set up a corresponding account number.  So, when he signed on, user name Hunter, account number, left it blank.  When the accounting programs ran, one saw Hunter, one didn’t, 75-cent discrepancy.  So, what did Cliff do?  He came to the federal government, he said, 

01:15:08
“Someone’s hacked into our systems at Berkeley.”  We said, “What’s the damage?”  He said, “So far, I’m up to 75 cents.” [audience laughter]  So, we sent 200 agents to Berkeley, we set up a task force, [audience laughter] we said, “Go away, we don’t do 75-cent cases,” and Cliff, to his credit, investigated on his own.  Hunter was a guy named Marcus Hess in Hanover, Germany, he was part of the Hanover hacker group and they had been paid by the KGB and were stealing 

01:15:34
information from the U.S. Department of Defense.  So, as far back as 1986 you have a bonafide Russian computer espionage program in place, the U.S. government declined the case.  Then in 1988 comes the Morris worm case.  Robert Morris, Jr., a student a Cornell sees a flaw in UNIX, the predominant operating system of the time, he writes a little worm to show the world that UNIX has a problem to be fixed.  Unfortunately for Mr. Morris, he makes a programming error, his code replicates itself far more often than 

01:16:03
he intended, 24 hours he shuts down 6000 computers around the world, the internet is dead.  Morris panics, it was not his intent, he told a friend and then he told his father, Robert Morris, Sr., who is in the computer security division of the National Security Agency at Fort Meade, Maryland. [audience laughter]  Robert Morris, Sr. calls the FBI and says, “Talk to my son about that worm.”  Okay, for those of you who have never been in law enforcement, that’s known as a clue. [audience laughter]  So, we went out, Morris was 

01:16:35
arrested and convicted in a jury trial in Syracuse, New York, sentenced to five years’ probation, community service, and 3100 job offers. [audience laughter]  And then in 1988, we had our first attack on critical infrastructure, the Legion of Doom case in Atlanta, where three hackers penetrated Bell South, a regional Bell operating company, and by their own admission had the ability to shut down the phone system for the entire southeastern United States.  They didn’t do it but they could have, and the reality was that started 

01:17:03
the new field of critical infrastructure protection, although we didn’t call it that back then, the notion that there’s some infrastructure so critical to public safety, national security, and economic prosperity, that their failure will be cataclysmic.  And it’s not just that an infrastructure will fail but they’ll be a cascading effect.  If telecom fails, how does banking work?  Because the money moves across the telecommunications network.  In fact, we had our first cascading case in 1996, which had a huge privacy 

01:17:33
implication.  A juvenile in the town of Worcester, Massachusetts hacked a telephone switch and in the course of hacking the switch he was asked a question, “Do you wish to re-initialize this switch?  Yes, or no?”  Well, he had a 50% chance. [audience laughter]  No.  He re-initialized the switch, which meant it went back to its default settings from the phone company, and that caused the town of – part of the town of Worcester, Massachusetts to lose phone service.  The cascading effect.  Well, it turns out the switch 

01:18:04
serviced a local airport.  When planes were coming, they’d radio the tower, the tower would send a signal across the telecommunications network to turn on the landing lights on the runway.  As the next plane was coming in, it radioed the tower, the tower sent the signal, the signal did not go through, the airport was closed for six hours.  So, we had attack on a telecom switch, we had an airport outage for six hours, and when we searched this kid’s computer to find evidence of the hack, we found 3200 prescription drug records.  

01:18:31
He had hacked into the pharmacy in Worcester, downloaded the entire database and knew which neighbors were on Prozac, birth control, and everything else.  As far as we know, he never did anything with that data.  So, we had this increasing problem, and increasingly we were seeing the interplay between security and privacy.  The important thing to understand is that security and privacy are often great friends.  One of the goals of security is to protect the confidentiality of data, and to the extent you protect the confidentiality of data, you are preserving privacy.  On the other hand, 

01:19:04
sometimes security and privacy are enemies, and that happens because very often in a security context security is often who did what when, what kind of audit trails do you have, what can you prove about people’s activities.  Simply put, security is surveillance, and surveillance can also be anathema to privacy, and certainly in the wrong situations.  Right?  So, there was this growing awareness of security and privacy being big issues, but there was no watershed moment throughout the ‘90s that really changed the game.  People were getting educated, there was growing 

01:19:42
awareness, but there was no fundamental shift.  The fundamental shift happened on 9/11.  So, for most people, they think of 9/11 and they think about a terrorist attack on the World Trade Centers, the Pentagon, they think about the physical nature of the attack, but it was a watershed moment in security and cyber security.  Why?  Because in the aftermath of 9/11 people all over the world were asking three questions.  One, who did it?  Two, what was the U.S. response going to be?  Three, when would the stock market be

01:20:16
trading again?  This was an attack on capitalism and the markets were closed for five days.  The markets were not closed because of the loss of people, as tragic as that was, the markets were not closed because of the loss of the buildings.  The markets were closed because of the loss of the IT systems.  And for five days following 9/11 hardware vendors were drop shipping hardware on Wall Street, and system administrators were reloading and patching operating systems and applications to get people connect.  Verizon lost about 

01:20:46
a billion dollars in switching equipment.  The internet, which was designed to withstand nuclear attack, did just fine, as you expected it would.  Normally if you go to CNN.com to get your news, you get it in 2.5 seconds.  On the morning of 9/11 it was 7 seconds.  And in the aftermath of 9/11 certain sectors, most notably the telecom sector, the banking and finance sector, and the government, started saying, wow, someone could have this effect on the markets without any physical attack at all, if they launched a 

01:21:20
coordinated and sophisticated cyber attack.  And so, for the first time, markets started demanding security more akin to what public safety and national security requires.  I do not mean to suggest that market forces will ever reach public safety or national security levels.  They won’t.  They’re not designed to do that.  If you don’t believe me, make a market case for the Cold War.  There are times that we tax everyone and make them pay for things because market forces are not designed to work in that environment.  But in the IT 

01:21:53
environment governments had long ago said, it’s the private sector that’s designing, deploying and maintaining these infrastructures, we want to work in partnership with the private sector to secure them, and we don’t want to regulate it because we don’t want to stifle economic growth and job growth.  And so, what we did as a community is we delegated public safety and national security to markets, and markets don’t do that.  After 9/11 the market demand increased dramatically, and as a result of that increase suddenly you have better synergy.  So, what does that mean?  I 

01:22:28
leave the government and shortly thereafter I end up in Microsoft – and the clicker is not working.  Thank you.  And on January 15th, 2002, Microsoft’s Bill Gates announced the Trustworthy Computing Initiative.  Although it was announced after 9/11, it was actually formulated before 9/11, and that’s an important point.  People at Microsoft, and this was before I got there, were starting to think about how to create an environment where people can be connected at any time to their information and have a completely computerized 

01:23:05
and interconnected world.  And what people concluded was, the best example of this was the telephone.  People go, pick up the phone and make a call.  They don’t even think about the fact they’re using technology.  They just make a call.  How did that phone become so embedded in everyone’s life?  Well, it turns out it has four attributes.  It’s reliable, secure, private, and the phone companies, going back to Ma Bell and the AT&T monopoly.  Monopoly had great brand.  Right?  Now none of these attributes are absolute.  

01:23:39
Reliability?  Hackers have disrupted phone service, hurricanes disrupt phone service.  Security?  Hackers have wire tapped phone calls.  We arrested a hacker in California and when we went in to arrest him, he had a phone, the handset was off the cradle, agents picked it up, heard voices, said, “Hey, Kevin, are you on the phone?  You’re being arrested.”  He said, “No, I’m wire tapping my neighbor.”  And he was.  He didn’t have that thing called a court order, which we used to always require, now I’m not so sure. [audience laughter]  And 

01:24:08
as a result of that, he went to prison.  But the security of the phones are not absolute.  The privacy is not absolute.  Leaving aside the hackers, the phone company sometimes listens to calls for quality assurance.  But the reality is, the dial tone is almost always available.  If you think of the billions of calls made every day, the number of calls intercepted by a hacker or monitored by the phone company is so trivial that you’re absolutely right to have faith in that technology.  And you also know that if someone’s 

01:24:40
abusing their rights in the phone company, for example, the phone company will work to solve that problem.  And what people at Microsoft did was they mapped these issues to the IT industry and you’ve got a very different picture.  Reliability, the blue screen of death.  Security?  Hackers, viruses and worms.  Reliability?  Privacy?  The right to be left alone, just as Brandeis’ famous definition – as you get spam and pop-up ads, and all these other things you don’t want.  And informational privacy, the right of a data 

01:25:10
subject to control the data about them, as people increasingly believe that governments, commercial entities, their neighbors, could build dossiers on them, profile them.  Why?  Because what do computers do?  What do they do really well?  What does the internet do really well?  Collect, analyze, disseminate data.  Right?  And so, there was the sense that informational privacy was being lost.  And in business practices, you know, you might’ve invested in a company in the ‘90s, it went belly up, now you have no customer 

01:25:40
support, no upgrades.  Microsoft – I don’t know if you’ve heard this, we had some anti-trust issues, [audience laughter] some FTC issues, and other kinds of things.  You know, to some extent a lot of this cataclysmic change should have been expected, even the fact that people did not address security and privacy issues as quickly as they should’ve, should’ve been expected.  Why?  Look, we’re in the third major revolution.  We were hunters and gatherers, then we were agrarian, then we were industrial, and now we’re 

01:26:07
information.  When the industrial age started, who was talking about global warming, child labor, unionization strife?  No, no, the industrial revolution’s going to be about all this wonderful stuff you’re going to have, automated things that drive down the prices of automobiles and refrigerators, you’re going to have all these great capabilities, and it’s not until after the euphoria starts to play itself out that people say, wow, look at the unintended side effects and consequences of what we’ve done.  And the internet, the 

01:26:36
information age, is no different.  So, what happened was Bill Gates announces trustworthy computing in January 15th, 2002, and that the company’s going to move on all of these four pillars.  But in reality, security becomes the number one pillar for the company.  Why?  Because of 9/11 and because of some events shortly thereafter, like Nimba and Code Red, everyone is massively concerned about security.  And the customer’s number one demand is about security.  Having said that, within the company privacy is growing and 

01:27:11
growing in importance.  Richard Purcell, who all of you know, started Microsoft down a much more coordinated privacy path.  We adopted P3P and IE, we did privacy statements, we were early participants in trustee, and he was starting to drive the company to think about privacy.  And both Richard and I reported to the Chief Technical Officer, Craig Mundie, because we knew that we needed this very tight integration between security and privacy, in part because very often, as I said, these things are friends, sometimes they appear to be 

01:27:46
enemies, and sometimes you can actually deconflict the problem.  Let me give you an example.  In early days of CDT conferences and EFF conferences, I would show up for the government and Mike Godwin would be representing the EFF, and people would say, oh, there’s going to be this great government/civil libertarian debate.  And it turns out we agreed on 90% of the stuff.  And where we disagree we very often just had framed the question the wrong way.  The classic example: Do you want accountability or anonymity on the internet?  As a law enforcement guy who’s trying to 

01:28:21
find hackers and bad guys I want accountability, and as a privacy advocate Michael wanted anonymity, to protect free speech and dissidence and privacy.  And in reality what we both agreed on is, do we want accountability of anonymity on the internet, yes, we do.  We were asking the wrong question.  And if you start thinking about these issues at the application layer instead of the internet layer, at the transport layer, and say, do you want anonymity or accountability in a particular feature or function, then things change dramatically.  

01:28:57
At the application layer for online banking my bank wants to know it’s me.  They want me robustly authenticated.  Actually I want them to do that, I want them to know it’s me.  I don’t want other people moving my money.  And you deconflict a lot of security and privacy issues if you frame the question the right way.  You will still be left with tough questions.  Anonymity on the net can be used to defame someone and do something horrific.  By the way, you can mail anthrax with no return address.  We allow people to be 

01:29:28
killed at times because we’re protecting a greater value.  And the issue is, have we struck the right balance.  That’s true on the internet, it’s true in the physical world.  So, after Richard left, of course, Peter Cullen came and joined, and Peter and I have been joined on a hip on a wide range of issues to make sure that in all of our products and services decisions we’re always integrating these two topics.  But at the same time, the threats continue to evolve.  You know, the Nimba, Code Red, Slammer world, the problem was the 

01:30:02
operating system.  People kept attacking the operating system.  And so, Microsoft changed the way it built products.  We created the security development life cycle, we built threat models at design time, which means when you’re building something you have to think about how your product will be attacked so you can start mitigating those threats through architecture, through coding, through testing.  The truth of the matter is we’ve made a lot of progress, and we have tracked generation over generation, how the numbers of 

01:30:30
vulnerabilities in our code have gone down.  Of course, that’s a good thing but it yields its own problem.  Can you advance, please?  Thank you.  What happens now is we see a huge increase in social engineering, which is the technique used by many a bad guy to talk people into disclosing information that they otherwise wouldn’t disclose.  So, instead of trying to hack the operating system, they send the mail to someone, someone clicks on an attachment and runs executable code, or they click on a link to a website and enter an 

01:31:07
account number and password, which is then captured by the bad guy.  Part of what this has to – raises to the fore is where is the right combination between technology and user education, and where does the responsibility lie to create a safer internet.  To some extent, wherever we can, we need to automate.  My mother is 78, she has found email, bless her heart.  She told me she was thinking about broadband, I said, “You’d have to have a firewall,” she said she didn’t know broadband caused fires. [audience laughter]  So, 

01:31:41
part of the challenge is for the IT industry to automate what we can, but at the same time, we have to remember this isn’t the telephone.  The telephone is a dumb terminal.  You can push some numbers and that’s about it, at least today.  On the contrast, computers are completely extensible.  It is not for the IT community to tell my mother which links she can necessarily click on, or whom she can accept mail from.  The best we can do is give her tools that at least help her make trust decisions about where this mail is 

01:32:15
coming from, and does this website look credible.  But even then you have a million issues.  There’s a new website that’s unfamiliar, get a presumption of being bad or good or neither, and very often we just don’t have information to give users.  But of course, what we see is, as we have secured the operating system, the bad guys say, okay, that’s not the easiest attack vector, let me move to social engineering.  The other big change, by the way, is attacks are moving up the stack to the application layer.  And analysts say 

01:32:44
there’re a couple of reasons this is true.  One is that the operating systems are getting more secure, which is good, and two, very often it’s the application that contains the information the bad guys want.  If I can hack a web application, a shopping cart application, and get lots of credit card numbers, or even better, hack the back end database that aggregates all these numbers, isn’t that better for me as a bad guy than attacking the operating system, putting a keystroke logger on a machine and hoping the person types 

01:33:13
something of interest?  Right?  This raises a huge challenge for the IT ecosystem.  In the operating system space, to make operating systems more secure, if a few companies do it right, all the boats in the water rise.  If Microsoft, Novell, Sun, the open source community on Linux, if we make more secure product, it all goes up.  But at the application layer it’s not about 5 or 6 or 7 companies.  Anyone can be an application provider, including someone working out of their garage.  Moving the entire millions of ISVs, 

01:33:47
independent software vendors, moving millions of them to build more secure and privacy enhancing code is a very different challenge than getting it done at the operating system level.  Next, please.  Move ahead.  So, social engineering has become a big deal.  Can you advance the slide, please?  Because this is not working.  And then – that’s fine, you can leave it there – we’ve seen an increase in sophisticated attacks, such as botnets.  Botnets are basically code that are dropped on people’s machines when they attach 

01:34:18
an – click on an attachment, or do something else nefarious, and what a botnet actually does is it sits on a machine and it waits for instructions from a home server.  So, what essentially it is, is a robot network, and botnets can be very large.  Thousands of machines can be phoning home to get instructions from a server, and therefore individual consumer machines, if they’re owned by a bot herder, somebody running these bots, can then be used to send out mail, spam, and other things.  That distributed nature of the internet raises its own challenges.  Not only do you have to 

01:34:54
secure every machine on the internet to prevent this stuff from happening, which is a non-starter just in size of global scope, but it also means that the attacks are very hard to trace back to a source, because the attacks are very distributed, and unless you can get to the source of the bot herder you never find and hold accountable the people who are doing this.  If you think about crimes like murder, in most cities the clearance rate is 80-85%, which means about 80-85% of murders are solved.  How many hacker cases, 

01:35:26
or botnet cases do you think are solved?  It’s got to be number 5%.  And so, one of the challenges we have as a society is, PII has huge value, people want it to commit crimes, and criminals are moving to the internet in a big way.  And part of the reason for that is really fourfold.  So, years ago, when I was at the Justice Department, I created a theory, it’s called the Charney theorem.  I made it up, I got to name it, I named it after myself. [audience laughter]  So, if you’ve got your pen, here you go.  Ready?  Write this 

01:35:56
down.  All right, here’s the theory.  There’s always a percentage of the population up to no good.  That’s the whole theory. [audience laughter]  No, but it’s actually an important theory, because in the early days of hacking it was kids hunting and pecking on networks, and one of the things that theory was meant to convey is that as the internet and technology mainstreamed, and the age of the criminal population grew and got familiar with technology, they would migrate to the internet to commit crimes.  And why?  Because four 

01:36:30
attributes of the internet make it great to commit crime.  Anonymity: great for privacy, great for criminals.  Lack of traceability: our defined source.  Right?  Global connectivity: you can connect with anyone, anywhere, and steal stuff.  And rich targets, lots of value.  So, if you go to the criminal population and say, “Hey, wait, here’s the technology, okay, you can attack anyone, anytime, nobody can find you, you get lots of money,” they go, “Hmm!”  Right?  So, they’ve gone.  And what we see now is, of course, 

01:37:00
organized crime groups, and others, increasingly engaged in this kind of activity, which is a huge problem.  Please advance the slide.  So, the interesting thing for companies is how you look at the different functions of a company.  So, first security and privacy were siloed, and by the way, business groups were siloed from the security groups and the legal groups.  You know, I used to love the story, it happened a lot, where the IT department - the business guy would lose the mail and call the IT guy and say, “I 

01:37:27
need to restore that mail.”  And the IT guy says, “Oh, we only keep mails for 30 days, it’s gone.”  So, the business guy yells at the IT guy.  So, the IT guy says, “Okay, we’re going to keep mails in perpetuity, storage is cheap, we’re going to keep a lot of mail.”  Then one day the company gets sued and the legal department says, “There’s no way we have old mails,” and then he calls the IT guy who says, “No, we have five years of mail.”  And the legal guy’s going, “What the hell are you doing?”  “Well, the business guy yelled at me, so I 

01:37:53
fixed it.” [audience laughter]  Right?  And it’s equally true that within the marketing communities, privacy and security communities, there is sometimes little coordination.  And the interesting thing is, there’s often perceived coordination even when there isn’t, and we’ll talk a little about that.  Next slide, please.  So, one of the things that we did is we had the Ponnemans [?] Institute conduct a study in the U.S., U.K., and Germany, and what we did was we basically asked marketers and security and privacy 

01:38:28
people about this new emerging environment and how they’re working together and how they view problems.  And the first interesting thing, of course, is all of these groups walk into the room coming from a completely different perspective.  The security guy’s worried about these threats and trying to figure out how to mitigate threats, and primarily that’s their focus.  The privacy people are often focused on things related to regulatory compliance and making sure we’re not violating privacy, are there breached disclosure laws, are there obligations we have.  And then the 

01:39:03
marketing people are worried about brand and how to chase down new leads, and they’re very brand conscious.  So, the first point is, of course, that when people bring different points of view into a room, at the beginning, you have to have some communication and harmonization so that people understand what the competing interests are and how to balance them.  I mean, it’s one of the arts of negotiation.  Right?  To know what’s important to the person you’re talking to, and what kinds of things will influence their decision making.  Next slide, please.  This one I particularly 

01:39:37
love, because it turns out the security and privacy people think they’re in the loop and the marketing people say, “That’s funny, ‘cause we don’t talk to them.” [audience laughter]  I will say, you know, Peter and I have had this experience at Microsoft a great deal, so we are corporately located in the organization.  As I said, we report to the CTO, we’re a corporate function as opposed to a business group function.  And I will say, you know, thanks to Richard’s work at the beginning, and Peter’s hard work of embedding privacy leads throughout the company, and 

01:40:08
creating privacy instant response mechanisms, and doing some other things – there’s one other important thing I’ll tell you about in a minute – we feel that we have pretty good visibility into a lot of what’s happening in the company, but we’re not naïve, and the reality is there are very many times where we hear about something, we go, “Wow!  Who knew?”  And one of the things we did actually – I told you we have this security development life cycle that applies to our products – well, we actually built privacy standards into the security development life cycle to force the 
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product groups to think about both security and privacy as they design their products.  But still, things pop out of the woodwork and there is this fundamental disconnect.  Next slide, please.  And then the interesting thing is, in areas where companies believe they have good collaboration between security and privacy professionals, they report fewer breaches, and in places where they believe the collaboration is poor, they have greater breaches.  And in a way this makes sense, because as we’ve talked about, there’re a lot of interdependencies between these fields, and it’s 
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critically important that the fields be talking to each other and take a holistic, multidisciplinary approach to protecting information, protecting brand, and mitigating threats.  And if you’re taking that holistic approach, and integrating these disciplines in this way, then suddenly you get a better result.  Next slide, please.  So, what does this mean, looking ahead?  Well, first of all, when I talk about the fact that Peter and I, and Richard and I, are closely linked organizationally, and in a corporate function, I’m not 
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saying that’s necessarily a best practice.  It’s simply what we’ve done and it seems to have worked well for us, but there’s always more than one road to success.  But it is clear that balancing security, privacy and marketing needs is changing so much – it’s changing somewhat, because in an information society the value of information lies in its use.  Right?  And one of the things, of course, we haven’t discussed, it’s a little bit orthogonal to what we’re talking about, is governments have a huge need for information usage, as 
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well.  You know, if you think about data retention laws, concerns about identifying terrorists and their connections, you basically have a bunch of people thinking about this problem with different interests and different goals in mind.  And so, having an open and candid discussion about the competing interests, and also finding out in places where it’s not really competing but you can get a win/win situation, is very important.  The second thing is there are major shifts that are coming that really make the future very interesting, and arguably alter the balance of power 

01:42:48
between the individual, the corporation and the state.  The future world is one where from a wide range of devices, PCs, telephones, desktop computers, and the like, you should be able to access your data anywhere, anytime, and have this completely connected relationship.  But I would urge people to think about the longer term implications of moving data from your house to the cloud.  If you have data in your house and someone wants to get at it, you will probably know.  The most obvious case is the government where they have to subpoena the data from you or execute a search 

01:43:24
warrant on your home.  But if you move that same data to the cloud, then the government can get it by going to the cloud’s storage provider with a subpoena or search warrant and non-disclosure order and get access to that data without you ever knowing.  That’s a fundamental difference in the way that we conduct business.  Right?  There are technology solutions that can benefit, or restore, or change and alter that balance in different ways but they have their own problems.  So, for example, you could store data in the cloud and be allowed to encrypt it, and keep your own 

01:44:00
key.  Now government can go to the cloud, they can get the data, but it’s encrypted, they have to come to you for the key.  Thus you remain in control as the data subject and they will have to use court process against you.  You might say, “That’s perfect.  Let’s do that.”  But there’s a problem.  It’s my mother again.  The problem is that she will store the data in the cloud and encrypt it, and then she’ll buy a new PC, download all the family photos and her tax records, and it will all be encrypted.  And she will call technical support at Microsoft who will say, “Did you escrow your key?”  

01:44:34
And she goes, “What’s that?”  And we go, “Your data’s gone forever.”  That is not the user experience that people aspire to.  And then the real – another question is, to what extent can holistic data governance really create market differentiation.  So, what Peter and I do – we think about things in three ways, in a lot of our areas.  Governance, how we manage ourselves, the value proposition, how can we take what we do and put value in the marketplace and create market differentiation, and we also think about elite relationships, how do we deal with regulators and civil libertarian groups, and 
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in other fields, security groups, to make sure that we’re getting their input and making the right decisions, and being transparent about what we’re doing.  And the value proposition is the most interesting one, in the sense that when you want business groups to do something at your request, if there’s a value prop in it, if there’s a business case for it, it’s an easy sell.  When it’s just governance, we want you to do all these things that costs a lot of money, it’s all about risk mitigation, business people say, “Hey, being in business is about taking risk.”  

01:45:45
The value proposition is the one where you can move farther faster because it plays both to the things that you want to do as a privacy advocate or security advocate and it plays into the business model.  The challenge is whether or not you can really differentiate yourself in the marketplace.  If you look at companies that have privacy breaches, there’s a lot of fanfare and sometimes a drop in stock price, but if you look 90 days later, right back where they were.  No lasting long-term impact in some of those cases.  And so, when you want to create market differentiation the 
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question is, will consumers actually make choices over the privacy things that we make available, and I do want to be really clear when I say that.  I don’t mean the consumers sitting in this room.  Yes, we’re all here because we build that into our thought and decisional process.  I’m talking about the much broader, broader consumer market.  Next slide, please.  So, thank you very much for that.  It was great being here this morning.  Enjoy the rest of your day.  Thank you.  [applause]

01:47:04
Sandy Hughes:  Good morning.  I’m Sandy Hughes.  I’m responsible for ethics compliance and privacy at the Proctor & Gamble Co.  And in continuing this journey on looking at the past, the present and the future, I’m really thrilled to introduce to you our next speaker.  As you may know, at Proctor and Gamble the privac…

01:47:20
[end of presentation]

TREVOR HUGHES

Describe your role as Executive Director.

01:47:51
My role is as Executive Director of the International Association of Privacy Professionals.  In that role I run uh the IAPP, which is the world’s largest association of privacy professionals.  We have 4000 members in 32 countries around the world, and we represent the emerging profession of privacy.  These are people who work in the field of privacy, primarily for organizations but also academics and governmental professionals, legal professionals, auditors, consultants.  And they are focusing and struggling with 

01:48:24
the issues of data protection and privacy in society today.  They need great places to come together and share their experiences, network and learn, and so the IAPP is a home for that profession.

At this conference what do you see as the biggest trend?

01:48:46
We see a lot of trends at this conference.  Uh we see many, many, many privacy professionals struggling with new laws, new standards, um new issues that emerge almost monthly, it seems.  Some of the more no-notable ones that we’ve seen recently are um the emergence of notice security – notice of security breach laws, in the United States primarily, uh where a security breach results in the requirement to provide a notice to your data subjects that a breach has occurred.  These are very, very simple laws.  They basically say if you have 
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an unencrypted database and you have reason to believe that a breach has occurred, you have to tell the people in that database that a breach occurred and that their data may be at risk.  That’s driving an enormous amount of concern, and also activity, in organizations around the United States.  They are cre-creating uh incident management res-response plans, they are uh dealing with actual breaches, and they’re also struggling with the fallout with their customers, um uh because it has a very direct effect on the trust that those customers 
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have with those organizations.  So, certainly notice of security breach is a hot issue for privacy professionals now, hot issue for security professionals, as well.  We’re also seeing an increase in concerns about global transfers, that as the world flattens, as we become a more global society and data flows to more and more places, uh privacy professionals are struggling with how to deal with different regulatory structures as data hops boundaries, it doesn’t pay attention to jurisdictions uh in the same 
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way that perhaps we did in a – a more physical world.  So, privacy professionals are always struggling with the latest issues in sharing data, moving data, across national boundaries.

How has the role of the privacy professional changed?

01:50:41
The change in the role of the privacy professional over the past ten years has been fascinating.  Ten years ago certainly, when there were very, very few privacy professionals, when it was um a nascent profession, it was a response to regulatory and compliance demands in the marketplace.  We saw the advent of major pieces of legislation, certainly the European Data Protection Directive, certainly Gramm-Leach-Blylie and HIPAA in the United States.  Uh certainly the growth of the online economy created many privacy concerns.  And 
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privacy professionals, by and large, were responding to compliance issues, trying to mitigate compliance risk for organizations.  Certainly that issue, that type of privacy professional still exists, but we’re seeing an evolution in the profession over the past decade where a privacy professional today is as much concerned about compliance as they are about building trust with customers, as they are about the strategic use of data protection by an organization, so as to engender a better relationship with customers, one that’s 
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predicated upon trust, one that is predicated upon the idea that customers have expectations uh as to how their data’s going to be handled by an organization.

How is evolving threat affecting security roles?

01:52:05
So, certainly we are seeing a convergence in uh security breaches today, where um the security profession, the chief security officer, and the chief privacy officer, are now finding that a security breach is concurrently a privacy breach, that an attack on a network is not just a-a – a – an idle attempt to get into the network, it actually has a goal, and that goal is data.  And it’s the role of the privacy officer to make sure that data’s handled appropriately.  So, while the security professional may be dealing with 
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protecting from those attacks, it’s the privacy professional frequently dealing with the fallout from those attacks.  So, we’re seeing a convergence of the security and the privacy roles where um they are distinct roles.  Certainly we still see distinct professional skill sets between security professionals and privacy professionals, but there is a synergy, there is a connection that is becoming um absolutely imperative within organizations, for the CSO and the CPO, for the security professional and the privacy professional, to be talking to each other, working 

01:53:12
together collaboratively, to respond to these threats holistically.

Data mentioned by Charney – does that resonate with members?

01:53:37
Scott Charney did a fantastic keynote at our event here in San Francisco today, and he spoke about the um dichotomy perhaps between the security role, the privacy role and the marketing role, and how sometimes there is a very distinct disconnect between what marketing professionals think they’re doing and what privacy professionals think marketing professionals are doing.  And uh when he shared those – uh those stats with us, there was certainly uh a-a – a response in the audience - uh I think the most frequent response was a 
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snicker – that uh people – people were recognizing that dynamic and responding to it.  And um I-I myself was a privacy professional before I came on as Executive Director of the IAPP, and certainly those comments, those stats, resonated with me.  Um working for a marketing organization, I frequently found that there was um a uh – a lack of engagement between marketing roles and privacy and security roles, that in the marketing uh world uh there’s sort of uh a gee-whiz attitude, uh a whiz-bang attitude, it’s – it’s the 
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latest, greatest thing and if we can do it, we should do it.  Um and sometimes that creates um a bit of friction with privacy expectations of consumers.  Um Scott Charney raised the point that uh uh Louis Brandeis, Supreme Court Justice in the case, uh Olmsted, back in the 1920s, really gave us the quote that set the tone for privacy for almost a century now, and that is that privacy is the right to be let alone.  And uh sometimes that concept of privacy, the right to be let alone, is at odds with the uh – the demand of 

01:55:19
marketers to um – to get in front of us and present messages as frequently and as compellingly as they can.

How do roles differ between U.S. and abroad?

01:55:41
It’s an interesting question to ask how global um privacy, security and marketing professionals deal with each other, and comparatively how we look at that, say, in the United States versus other regions of the world.  Uh I-I – I think interestingly, even though in the United States we lack a broad based privacy law, um there is a perhaps more robust and mature privacy profession, um perhaps in response to the lack of that law, that there is a need for more strategic guidance, for more thinking, more professional thought.  Um and certainly, certainly I think we find that um – that 
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that creates challenges around the world.  Um a privacy law, the growth of the information economy, the growth of the use of marketing in society today, certainly requires a privacy response, and in those countries lacking a mature privacy profession, um I-I – I think there uh is probably much to be discovered in terms of how data is being used, how marketers are actually acting in that marketplace.  Um and privacy prof-professionals could certainly help in those places.

What value does being a member of the IAPP bring?

01:57:05
I think there’s enormous value in being a member of the International Association of Privacy Professionals.  First and foremost, we are a profession.  Uh we have 4000 members in 32 countries, we’re adding about 100 members a month right now.  The profession is thriving and growing, because privacy professionals fundamentally are guardians of trust in the information economy.  They help organizations do the right thing in this emerging information economy.  Data is the currency of the information economy, and privacy 

01:57:37
professionals help their organizations manage that data in ways that respect consumer expectations, help them succeed in the marketplace, and comply with applicable regulations.  The IAPP is the professional association where that emerging profession comes together to network with each other, to share ideas, to learn from regulators, from academics, from each other, uh and to build a profession that over time, I think, will stand shoulder to shoulder with other well established 
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professions, lawyers, doctors, accountants, uh and be recognized as – as a well founded and critically important profession in today’s society.

01:58:19
[end of interview]

PETER CULLEN

Your role in the group?

01:58:38
Uh my name’s Peter Cullen, I’m the Chief Privacy Strategist at Microsoft, uh which means that I have responsibility for all things related to privacy.  Uh the way that Microsoft thinks about privacy is it’s absolutely core to uh helping create a trustworthy computing environment, uh which is important both inside the company and increasingly so, um outside the company, which is why we invest so heavily in both areas about how we collect and protect our customers’ information, but also how we provide solutions and 
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tools uh for our customers to help them protect their personal information.

What kind of value comes from attending an IAPP conference?

01:59:30
There are several advantages to an event like IAPP.  First of all, uh, the networking.  Uh, there are some one thousand, uh, privacy professionals here.  But I think, um, as importantly, it’s also, uh, sharing in terms of – of the, uh – the knowledge that increasingly is becoming important for privacy professionals as they deal with, uh, the multiple levels of challenge, whether it be how to protect the information and more importantly perhaps, how it’s appropriately used.  So the opportunity to share ideas and – and ideally, hopefully pass along what – the way that we’ve thought about, uh, the issue, uh, with the – the goal of helping others as they wrestle through some of the similar challenges.

How the role of the privacy officer in organizations has 

changed.

02:00:37
Uh, the role is – is changing and I suspect that it’s going to continue to change.  Uh, and if you think about it, uh, the privacy perhaps five years ago, uh, used to be more concerned about more traditional ways of collecting information and more traditional ways of – of how it was used.  Uh, today, uh, with threats, have even changed the way that spam is thought about.  Now a privacy professional needs to think about, um, how do they help protect their customers, uh, from malicious attacks, while at the same time is obviously helping the company, uh, as appropriately, uh, use customer information to provide value.  And I think as we move into new business models that are increasingly collecting larger amounts of – of data, all for, uh, creating value for – for consumers, uh, for the business, uh, it’s going to put increasingly challenges on, uh, privacy professionals as to how they work with and understand security challenges, and as importantly, how they work with marketing
02:01:32
arms to make sure that we effectively, uh, both generate value out of information while protecting.

How do you think the changing threat is impacting the way 

companies organize or collaborate within themselves?
02:02:07
I think it’s – it’s creating challenges, uh, for companies particularly in the U.S. and – and, uh, the way that I have observed is that the combination of the – the patchwork of regulations, uh, is – is perhaps creating a need for privacy professionals to be, uh, more focused on compliance, regulatory, even litigation types of issues. Whereas the security threat model’s increasingly becoming more targeted towards, uh, uh, uh, targeting personal information. And I think those two things have the – the possibility to create a – a wider divergence than what, uh, is needed to combat some of these threats. Uh, so certainly conferences like today certainly, uh, the address that Scott talked about this morning or suggesting that we need to find, uh, better ways, uh, new ways of – of collaborating between the security and the privacy professions, but also, uh, engaging, uh, more with even the marketing, uh, parts of organizations.  These are the challenges not just for – for privacy professionals, but also for marketing professionals and security professionals.

How does the introduction of the marketing element play within 

organizations?

02:04:36
I think it suggests that, uh, the role of the privacy professional, uh, is going to change.  Uh, today, uh, particularly in the U.S., uh, privacy professionals, um, have a – a need to focus on patchworks of regulations, new laws, um, even litigation.  Uh, whereas, I think the threat model from security is suggesting, uh, a much, uh, closer need for collaboration between security professionals and privacy professionals.  And as we fast-forward to, uh, even more collection of data and more use of data, uh, from the marketers of the world to create value, uh, both for consumers and for business, um, it means the convergence of these three areas is going to become even more important.  Uh, so it – I think what it suggests is that privacy professionals are going to need to find ways to collaborate more with security professionals and with marketing professionals, um, as a way to help continue to create trust for end users.

Is this specifically a U.S. trend or worldwide?

02:05:46
I think the trend will be very much, uh, worldwide. And if you sort of took a – take a look at the way that, um, identity theft, um, has grown, it – it’s a great example.  Uh, what was principally a U.S. based issue has – has morphed into North America, um, has now grown into – into Europe, uh, as well as Asia.  Uh, so I think that it – it means that, uh, just like the Internet, uh, is very global and knows no boundaries, uh, nor do, uh, criminals know no boundaries.  So we’re going to have to continue to think about threats in a much more global basis where, uh, geo – geographic boundaries become meaningless.

What are some of the key things you’ll take away from the IAPP 

conference?

02:06:39
One of the, uh, benefits of attending the IAPP Conference is, uh – is, uh, the networking side of things, but I think, um, uh, as importantly as the sharing or the learning of new ideas, so I – I hope that delegates from, uh, this particular conference, uh, take away the concept of having to think about their roles and perhaps redefining them, um, as they think about the future, uh, both in terms of creating value, uh, through the use of information, but also as importantly for protecting them.

02:07:22
[ROOM TONE]

02:08:00
[END OF TAPE]


