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Introduction

This document guides you through the process of updating your Microsoft® Office Live Communications Server 2005 deployment to Live Communications Server 2005 SP1.

Live Communications Server 2005 Service Pack 1 (SP1) extends existing federation support to include:

· Federation with public IM (instant messaging) service providers

Your employees can now use IM to communicate with users of instant messaging services provided by the MSN® network of Internet services, Yahoo!® , and AOL®. You can establish connections with one or more of these providers, and you can disable existing connections, if necessary. You can authorize employees for public IM connectivity on a per user basis. Live Communications Server 2005 SP1 provides mechanisms both on the server side and on the user side to control which MSN, Yahoo!, and AOL users can interact with users in your organization. 

· Enhanced federation

Enhanced federation eliminates the need to specify the Access Proxy of each and every federation partner, as well as to provide the FQDN of your organization’s Access Proxy to those partners. Enhanced federation uses DNS SRV resolution to locate the Access Proxy of a federated partner, and it uses mutual TLS (Transport Layer Security) to secure the connection. If you are a network administrator, you can limit enhanced federation to explicitly designated external domains, or you can extend it to any and all external domains. Live Communications Server 2005 SP1 provides mechanisms on both the server side and the client side to control which federated users can interact with users in your organization. For more information on enhanced federation, see Enhanced Federation. 

Live Communications Server 2005 SP1 also adds support for:

· URL filter application

The URL filter application IMFilter.am is installed on all Live Communication Servers except the Proxy and Archiving server and is enabled by default. IMFilter.am provides a way to block messages that contain clickable URLs or that attempt to initiate a file transfer.

· Spim filters

New filters to control spim (unsolicited commercial IM) can be configured to suit the particular needs of each organization. For more information on message filtering, see Controlling Spim.

· Multiple-tree forest topology

Multiple-tree forest topology is a Microsoft Active Directory® directory services structure consisting of two or more root domains that define independent tree structures and separate DNS namespaces.

Installing Live Communications Server 2005 SP1

This update process supports only the update of Live Communications Server 2005 full version. The following update paths are not supported:

· Updating the evaluation version or any prerelease version of Live Communications Server 2005 to Live Communications Server 2005 with SP1.

· Updating the MSDN® developer program version of Live Communications Server 2005 to Live Communications Server 2005 with SP1.

· Updating Live Communications Server 2003 to Live Communications Server 2005 with SP1.

The process updates computers in the following roles:

· All Live Communications Server 2005 Standard Edition Servers

· All Live Communications Server 2005 Enterprise Edition Servers and Enterprise pools

· Directors 

· Access Proxies

· Proxies

· Archiving service

· Administrative tools

We recommend that you perform the update in the following order:

1. Active Directory

2. Perimeter network servers: Access Proxy first, then branch office Proxies, and then Directors 

3. Internal servers: Enterprise pool, Standard Edition Server, Archiving service

4. Administrative tools

Setup automatically updates your installation files and preserves any configurations and existing databases. 

The update process varies slightly for different server roles. The following list summarizes the process for each server role.

· For Standard and Enterprise Edition Servers, you must rerun activation.

· To update an Enterprise pool, you must update the pool first. This process updates the Live Communications Server 2005 Back-End Database, but it preserves the configuration of the user database (RTC) and of the configuration database (RTCConfig).

· Access Proxies, Proxies, and Archiving servers require only an update of the installation files. You do not need to rerun activation on these servers.

This document guides you through the process of updating each server role by using the GUI deployment tool (Setup.exe) or the command line tools. It contains the following sections:

· Updating Active Directory

· Updating Access Proxies 

· Updating Proxies.

· Updating Directors

· Updating Enterprise Pools and Standard Edition Servers

· Updating Archiving Service

· Updating administrative tools

Updating Active Directory

Before you update any server roles, you must update Active Directory by running two procedures:

· Prep Schema. Rerunning Prep Schema is the initial step in any update.
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Important

Microsoft has locked the Active Directory schema changes for Live Communications Server 2005, Service Pack 1. Locking the schema enables enterprises to begin planning SP1 deployment in advance of the final product release.

· Prep Domain. You must rerun Prep Domain on each domain that was initially prepared for Live Communications Server 2005. In SP1, Prep Domain adds only one new group, RTCABSDomainServices. This group is used by the Address Book Service in order to access the database of the Standard Edition Server or Enterprise pool for which the Address Book Service is running. The Address Book Service retrieves information from the database to create its address book service files. For more information on Address Book Service, see the Live Communications Server 2005 Address Book Service Planning and Deployment Guide available at http://office.microsoft.com/en-us/FX011526591033.aspx.

You do not need to rerun Prep Forest, Domain Add to the Forest Root procedures, or any other Domain Add procedures.

The following sections details the steps involved in rerunning Prep Schema and Prep Domain. Each section provides two methods of running these procedures: 

· Using the GUI deployment tool (Setup.exe)

· Using the command line

Re-Running Prep Schema

A. Use the GUI Deployment Tool (Setup.exe)

5. Log on to the computer joined to the forest with an account that is a member of the Schema Admins group and that has administrator permissions on the Schema Master.
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Note

Schema Prep must access the Schema Master, which requires that the remote registry service is running and that the remote registry key is enabled. For more information, see MSDN Knowledge base article 153183.

6. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  

7. Click Enterprise Pool or Standard Edition Server.
8. Click Prep Schema. 

9. On the Welcome to the Schema Preparation Wizard page, click Next.

10. On the Specify Directory Location of Schema Files page, provide the schema path or use the default path, which assumes that the .ldf file is in the same directory as Setup.exe. If you run Setup directly from the CD or from a shared install directory, the .ldf file should be in the same directory as Setup.exe. Click Next to continue.

11. On the Ready to Prepare Active Directory Schema page, review the description about the procedure. 

12. Click Next to start the procedure.

13. 
On the Schema Preparation Wizard has completed page, click View Log. Under the Action column expand Schema Prep. Look for <Success> Execution Result at the end of each task to verify that Prep Schema completed successfully. When you have finished, close the log window.

14. 
Click Finish.

15. Wait for Active Directory replication to complete or force replication to all the domain controllers listed in the Active Directory Sites and Services snap-in for the forest root domain controller before running Prep Domain.

B.  Use the Command-Line Deployment Tool (LcsCmd.exe)

16. Log on to the computer joined to the forest with an account that is a member of the Schema Admins group and that has administrator permissions on the Schema Master.
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Note

Schema Prep must access the Schema Master, which requires that the remote registry service is running and that the remote registry key is enabled. For more information, see MSDN Knowledge base article 314837.

17. At the command prompt, run LcsCmd.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder. 
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Important

You must use the SP1 version of the LcsCmd.exe tool. Do not use the existing  LcsCmd.exe tool that was installed with Live Communications Server 2005.

18. Run SchemaPrep. At the command prompt, type:

LcsCmd.exe /forest /action:SchemaPrep [/ldf:<drive letter:\directory\filename>]

19. Open the HTML log file referenced in the command line output. Look for <Success> Execution Result at the end of each task to verify that Prep Schema completed successfully. When you have finished, close the file.

Rerunning Prep Domain

You must run Prep Domain for each domain prepared in your Live Communications Server 2005 deployment. If you prepared your root domain for Live Communications Server 2005, then rerun Prep Domain in the root domain first. 

A.  Using the GUI Deployment Tool (Setup.exe) to prepare a domain

20. Log on as a member of the Domain Admins group or the Enterprise Admins group to the domain controller in the domain that you want to update. 

21. On the Live Communications Server installation folder or CD, run Setup.exe to open the Deployment Tool.  

22. Click Enterprise Pool or Standard Edition Server.
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Note

The wizard should display the Prep Schema, Prep Forest, and Domain Add tasks as successfully completed, as indicated by a check mark next to each task. 

23. Click Prep Domain.  

24. On the Welcome to the Domain Preparation Wizard page, click Next.

25. On the Ready to Run Domain Preparation page, review the warning and description about the procedure, and then click Next.

26. On the Domain Preparation Wizard has completed page, click View Log. Under the Action column, expand Domain Prep. Look for <Success> Execution Result at the end of each task to verify that Prep Domain completed successfully. When you have finished, close the log window.

27. Click Finish to exit the wizard.

28. Log off the domain controller, and then log back on to update the permissions added by Prep Domain.

B.  Using Command-Line Deployment Tool (LcsCmd.exe) 

29. Log on as a member of the Domain Admins group or the Enterprise Admins group to the domain controller in the domain that you want to update.

30. Run the LcsCmd.exe from the Setup\i386\ folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  
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Important

You must use the SP1 version of the LcsCmd.exe tool. Do not use the existing  LcsCmd.exe tool that was installed with Live Communications Server 2005.

31. Run Domain Prep. At the command prompt, type:

LcsCmd.exe /domain[:<FQDN for a relevant domain previously prepared for 2005 deployment>] /action:DomainPrep

For example:

LcsCmd.exe /domain:childdomain.company.com /action:DomainPrep
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Note

The parameter value for /domain indicates which domain the specified action will be run on. Specifying a value for /domain is necessary only if you running this procedure from a domain other than the forest root domain.  The default value for /domain is the local domain. 

32. Open the HTML log file referenced in the command line output. Look for <Success> Execution Result at the end of each task to verify that Prep Domain completed successfully. When you have finished, close the file.

33. Log off the domain controller and then log back on to update the permissions added by Prep Domain.

Updating Access Proxy and Proxy

Live Communications Server 2005 Access Proxy and Proxy must be updated along with the internal servers and Directors. 

Updating Access Proxy and Proxy requires only that you update the installation files. You do not need to rerun activation.
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Warning:  

During the update process, hotfixes are rolled back. If you cancel the update before it has completed, these hotfixes are not reapplied, and your current Live Communications Server 2005 Access Proxy or Proxy will no longer function properly. 

Update Access Proxy 

A. Using GUI Deployment Tool (Setup.exe)
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Update installation files for the 2005 Access Proxy 

34. Log on as a member of the RTC Local Administrators group to your Live Communications Server 2005 Access Proxy.

35. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  

36. Click Access Proxy.

37. Click Update Access Proxy 2005 to SP1. 

38. Follow the steps in the wizard to complete the update.

39. At the prompt Do you want to start the service?, do one of the following:

· Click Yes to start the service. 

· Click No to start the service manually at a later time. To start the service manually, use the Services window, or type net start RtcSrv at the command prompt.

B. Using Command-Line Deployment Tools (LcsCmd.exe and LCServer_LCS2005ToSP1.msp)
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Update installation files for 2005 Access Proxy 

40. Log on as a member of the RTC Local Administrators group to your Live Communications Server 2005 Access Proxy.

41. Update the installation of files for the Access Proxy Server. Use LCServer_LCS2005ToSP1.msp, which can be run from the installation folder or from the Setup\i386\setup directory of the Live Communications Server 2005 with SP1 CD . At the command prompt, type:

msiexec.exe /p LCServer_LCS2005ToSP1.msp [/l*vx c:\<log_filename.log>] [/qn+]

42. Restart the RtcSrv service by using the Services window or by typing net start RtcSrv at the command prompt.

Update Proxy 
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A. Using GUI Deployment Tool (setup.exe)

Update installation files for the 2005 Proxy Server

43. Log on as a member of the RTC Local Administrators group to your Live Communications Server 2005 Proxy. 

44. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  

45. Click Proxy Server.

46. Click Update Proxy 2005 to SP1. 

47. Follow the steps in the wizard to complete the update.

48.  At the prompt Do you want to start the service?, Do one of the following:

· Click Yes to start the service. 

· Click No to start the service manually at a later time. To start the service manually, use the Services window, or type net start RtcSrv at the command prompt.

B. Using Command-Line Deployment Tools (LcsCmd.exe and LCServer_LCS2005ToSP1.msp)
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Update installation files for 2005 Proxy Server Detailed procedures for each step are described in the following sections.
49. Log on as a member of the RTC Local Administrators group to your Live Communications Server 2005 Proxy.

50. Use LCServer_LCS2005ToSP1.msp, which can be run from an installation folder or  CD (Setup\i386\setup directory) to update the files. At the command prompt, type:

msiexec.exe /p LCServer_LCS2005ToSP1.msp [/l*vx c:\<log_filename.log>] [/qn+]

51. Follow the steps in the wizard to complete the update. Click Finish to exit the wizard. 

52. Restart the RtcSrv service by using the Services window or by typing net start RtcSrv at the command prompt.

Updating For Director


Any Live Communications Server 2005 Directors in your deployment must also be updated to SP1. Because a Director is a Standard Edition server or an Enterprise Pool, but one on which no users are homed, you can use the” Update for Enterprise Pools and Standard Edition Server” section to update your directors.

Update for Enterprise Pools and Standard Edition Servers

The optional and required steps to update Live Communications Server 2005 Standard Edition to Live Communications Server 2005 Standard Edition with SP1, or from Enterprise Edition Server to Enterprise Edition Server with SP1, are as follows: 

53. Back up the Live Communications Server 2005 User database (optional). 

54. Update the Live Communications Server 2005 pool or server to SP1. 

55. Verify that the SP1 version of User Replicator has completed its first replication cycle. 

Detailed procedures for each step are described in the following sections.

Back-Up the Existing 2005 User Database (Optional)  

We strongly recommend that you take the precaution of backing-up the existing user database (RTC) of an Enterprise pool or a Standard Edition Server before updating to Service Pack 1. 

To back-up the user (RTC) database 

56. Log on as a member of the Domain Admins group to the computer that has your Live Communications Server 2005Standard Edition Server or the Enterprise Pool Back-End Database.

57. Locate the folder where dbackup is stored. By default, this tool is stored in  the \Program Files\Microsoft LC 2005\Server\Support directory. If the tool does not exist in this directory, you can copy it from the Live Communications Server CD.

58. At the command prompt, type:

Dbbackup /backupfile:[Name of backup file] [/dbname:<name of your user database>] [/sqlserver:<back-end database>\<sql server instance>]

· If /sqlserver is not specified, the default value is “(local)\rtc”.

· If /dbname is not specified, the default value is “rtc”.

If you are accepting the default values, you can use the following command:

Dbbackup /backupfile:[Name of backup file] 

For additional information, about Dbbackup, see the Dbbackup Readme file.

Update an Enterprise Pool or Standard Edition Server to SP1

Use the SP1 update package to automatically update Live Communications Server 2005, Standard Edition or Enterprise pool, to Service Pack 1. This section contains the following topics:

· Update Enterprise pool and Enterprise Servers. 

· Update Standard Edition Servers.

During the update process, a backup subdirectory is created for your database and transaction log files. By default, this directory is <drive letter>:\LC Data\backup, where <drive letter> is the drive that contains your Live Communications Server installation files. The database file is named rtc_old.mdf, and the log file is named rtc_old.ldf.

Update Enterprise Pool and the Enterprise Edition Servers

To update an Enterprise pool, perform the following steps:

59. Update the pool. All configuration settings are preserved during the update.
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Note

You must stop the Live Communications Server service on all servers within a pool before you update the pool.

60. Update the installation files for each Enterprise Edition Server computer in the pool

61. Reactivate the Live Communications Server service on each Enterprise Edition Server computer in the pool. 

These steps are described in detail in the following sections. 

A. Using GUI Deployment Tool (Setup.exe)
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To update a Live Communications Server 2005 Enterprise pool

62. Stop the Live Communications Server service (RTCSrv) on each Live Communications Server Enterprise Edition computer in the pool. 

63. Log off the computer that contains your Live Communications Server 2005 Back-End Database (if necessary), and then log back on as member of the RTCDomainServerAdmins group and the RTC Local Administrators group. 

64. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  

[image: image16.wmf]
Note

If you launch Setup.exe from a command line, Setup displays the status of the update in the same console window rather than launching a separate console window. Once the setup task is complete, press Enter to return to the command prompt.

65. Click Enterprise Pool. 

66. Verify that all Active Directory preparation steps (Prep Schema, Prep Forest, Prep Domain, and if setup was run in a child domain, Domain Add to the Forest Root) appear as unavailable, with a green check mark beside each to indicate that it was successfully completed.

67. Click Create/Upgrade Enterprise Edition Pool.
68. Follow the instructions in the wizard and select the same settings that were used for the Live Communications Server 2005 version of the pool, including the following settings:

· Pool name

· Domain in which the pool is deployed

· SQL server and SQL instance

· Path to the database files

· Path to the transaction logs

69. In Option for Re-Using Existing Database, accept the default option to keep the existing database to preserve your pool settings and user data. Do not select the Override the existing database check box. If you override the existing database, user data and pool configuration settings will not be retained.
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Note

During this process, Setup.exe updates the existing Live Communications Server 2005 database to the Service Pack 1 version. The length of this process varies depending on the number of users in your organization. The wizard displays the current progress of this task. If you close the window before the task completes, the database update will fail. 

70. On the Create Pool Wizard Completed page, click View Log. Look for <Success> Execution Result at the end of each task to verify that the procedure was completed successfully. When you are finished, close the log window.

71. 
Click Finish.
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To update installation files for each 2005 Enterprise Edition Server computer

72. Log on as a member of the RTC Local Administrators group to your Live Communications Server 2005 Enterprise Edition computer. If you want to reactivate the computer immediately after installation, log on as a member of the Domain Admins and RTCDomainServerAdmins groups. In the forest root domain, only membership in the Domain Admins group is required.

73. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  

74. Click Enterprise Pool.

75. Click Update Enterprise Edition 2005 to SP1. By design, Create/Update Enterprise Edition Pool remains available even after you have updated a pool to SP1. This task is always available and can be used to update another pool or to create a new pool. 
76. Follow the steps in the wizard to complete the update.
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Important:  

During the update process, hotfixes are rolled back. If you cancel the update before it has completed, these hotfixes are not reapplied, which can cause problems with your existing Live Communications Server 2005 deployment.

77.  Click Finish to exit the wizard. 

78. In the Do You Want to Activate dialog box, click one of the following:

· Yes if you want to activate the server now. Running activation requires higher credentials, as described in Step 1 of the next procedure.

· No if you want to activate the server later.

79. Repeat steps 1 through 7 for each Enterprise Edition Server computer in the Enterprise pool. 
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To reactivate each Enterprise Edition Server computer

80. Log off your Live Communications Server 2005 Enterprise Edition computer (if necessary), and then log back on as a member of the Domain Admins group and of the RTCDomainServer group. If the server exists in the root domain, only membership in the Domain Admins group is required.

81.  Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  

82. Click Enterprise Pool.
83. Click Activate Enterprise Edition Server. Install Files should appear as unavailable, with a green check mark to indicate that it was successfully completed. 

84. In Select Service Account, use the same service account name and password you used for your Live Communications Server 2005 installation. The service account displays the default name, LCService.

85. Click Next.
86. Follow the steps in the wizard.

87. On the Wizard Completed page click View Log to verify that activation completed successfully, and then close the log.

88. Click Finish to exit the wizard.

89. Repeat steps 1 to 7 for each Enterprise Edition Server computer in the Enterprise pool.
B. Using Command-Line Deployment Tools (LcsCmd.exe and LCServer_LCS2005ToSP1.msp)
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To update a Live Communications Server 2005 Enterprise pool

90. Stop the Live Communications Server service (RTCSrv) on each Live Communications Server Enterprise Edition computer in the pool. 

91. Log off the computer that contains your 2005 Enterprise Back-End Database (if necessary), and then log back as a member of the RTCDomainServerAdmins group and the RTC Local Administrators group.

92. Run the CreatePool procedure. Use LcsCmd.exe, which can be run from the installation folder or from the Setup\i386 folder on the installation. 
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Note:  

To reuse the existing pool and server User Database, use the same pool settings that were used for installing Live Communications Server 2005, including poolname, SQL instance, reference domain, dbdatapath, and dblogpath. Do not specify the optional /clean parameter, which will delete your existing user data. 

At the command prompt, type: 

LcsCmd.exe /forest /action:CreatePool /poolname:<original 2005 pool name> /poolbe:<SQL backend machine name[\SQL instance name]> /RefDomain:<FQDN where the domain where the Pool will be deployed> [/dbsetupfilepath:<folder to find the dbsetup files>] /dbdatapath:< folder to install your DB itself> /dblogpath:<folder to install your DB logs> 

93. Open the HTML log file referenced in the command line output. Look for <Success> Execution Result at the end of each task to verify that CreatePool completed successfully. When you have finished, close the file.
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To update installation files for each 2005 Enterprise Edition Server computer

94. Log on as a member of the RTC Local Administrators group to the Live Communications Server 2005 Enterprise Edition computer.

95. Update the installation of files for the Enterprise Edition Server computer. Use LCServer_LCS2005ToSP1.msp, which can be run from the installation folder or from the Setup\i386\setup folder of the Live Communications Server 2005 with SP1 CD . At the command prompt, type:

msiexec.exe /p LCServer_LCS2005ToSP1.msp [/l*vx <drive letter>:\<directory\<log_filename.log>] [/qn+]

For example:

msiexec.exe /p LCServer_LCS2005ToSP1.msp /l*vx c:\updatelog.log
Note

If you specify the /qn parameter, the update of installation files will be silent: No wizard pages or dialog boxes will be displayed. If you perform a silent update, we recommend that you specify the logging option with the /l*vx <file path> parameter, as shown in the syntax in this step. To run a silent update that on completion displays a dialog box to indicate if the update was successful or not, use the /qn+ parameter. 

96. If you are not running a silent installation, follow the steps in the wizard to complete the update. 
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Important:

During the update process, hotfixes are rolled back. If you cancel the update before it has completed, these hotfixes are not reapplied, which can cause problems with your existing Live Communications Server 2005 deployment. 

97. Click Finish to exit the wizard.

98. Repeat this procedure for each Enterprise Edition Server in the pool.
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To reactivate each Enterprise Edition Server computer

99. Log off your Enterprise Edition Server computer (if necessary), and then log back on as a member of the Domain Admins group and the RTCDomainServerAdmins group. If the server exists in the forest root domain, only membership in the Domain Admins group is required. 

100. Open a command window, and at the command prompt, go to the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or to the installation folder.  

101.  At the command prompt, type the following command

LcsCmd.exe /server[:<Server FQDN>] /action:Activate /role:EE  [/user:<LC Service Account>] /password:<service account password>  /Poolname:<user friendly name for the pool> [/UnregSPN] [/NoStart] [/Archserver:<Archivingserver name> /queuename:<Archivingserver queuename>]
102. Open the HTML log file referenced in the command line output. Look for <Success> Execution Result at the end of each task to verify that Activate completed successfully. When you have finished, close the file.

103. Repeat this procedure for each Enterprise Edition Server in the Enterprise pool.
Update Standard Edition Server

Updating a Standard Edition Server involves the following steps:

104. Updating the installation files. All configuration settings are preserved during the update.

105. Re-activating the server.

These steps are described in the following sections. 

A. Using GUI Deployment Tool (setup.exe)
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To update installation files for the 2005 Standard Edition Server computer 

106. Log on as a member of the RTC Local Administrators group to the computer where your 2005 Standard Edition Server computer is currently deployed.  
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Note

If you want to reactivate the Standard Edition server during the update of installation files, you will need to log on as a member of the Domain Admins group and the RTCDomainServerAdmins group. In the forest root, only membership in the Domain Admin group is required.

107. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  

108. Click Standard Edition Server.
109. Verify that all Active Directory preparation steps (Prep Schema, Prep Forest, Prep Domain, and if setup was run in a child domain, Domain Add to the Forest Root) appear as unavailable, with a green check mark beside each to indicate that it was successfully completed.

110. Click Update Standard Edition Server 2005 to SP1. 
111. On the Welcome to the Update for Microsoft Office Live Communications Server 2005 page, click Next.

112. Follow the instructions in the wizard.

113. On the Ready to Update the Program page, click Next. 
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Important:  

During the update process, hotfixes are rolled back. If you cancel the update before it has completed, these hotfixes are not reapplied, which can cause problems with your existing Live Communications Server 2005 deployment.
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Note

During this process, Setup.exe updates the existing Live Communications Server 2005 database to the Service Pack 1 version. The length of this process will vary, depending on the number of users in your organizations. The wizard displays the current progress of this task. If you close the window before the task is completed, the database update will fail. 

114. Click Finish to exit the wizard. 

115. In the Do You Want to Activate dialog box, click one of the following:

· Yes if you want to reactivate the server now. Running activation requires higher credentials, as described in step 1 of the next procedure.

· No if you want to reactivate the server later.
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To reactivate the Standard Edition Server computer

116. Log off your Live Communications Server 2005 Standard Edition computer (if necessary), and then log back on as a member of the Domain Admins group and the RTCDomainServerAdmins group. If your server exists in the forest root domain, only membership in the Domain Admins group is required.

117. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder.  

118. Click Standard Edition Server. The Install Files for Standard Edition Server  task should appear as unavailable, with a green check mark indicating this task was completed successfully.
119. Click Activate Standard Edition Server.
120. On the Welcome to Activate Standard Edition Server Wizard page, click Next. 

121. On the Select Service Account, use the same service account and password you used for your Live Communications Server 2005 installation. The service account displays the default name, LCService.

122. Click Next.
123. Follow the steps in the wizard.

124. On the Wizard Completed page, click View Log to verify that activation completed successfully, and then close the log.

125. Click Finish to exit the wizard.

B. Using Command-Line Deployment Tools (LcsCmd.exe and LCServer_LCS2005ToSP1.msp)

[image: image31.wmf]
To update installation files for each Standard Edition Server

126. Log on as a member of the RTC Local Administrators group  to your Live Communications Server 2005 Standard Edition computer.

127. Open a command window, and at the command prompt, go to the Setup\i386\setup folder on the Live Communications Server 2005 with SP1 CD or to the installation folder.  
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Important

You must use the SP1 version of the LcsCmd.exe tool. Do not use the existing  LcsCmd.exe tool that was installed with Live Communications Server 2005.

128. At the command prompt, type the following command:

msiexec.exe /p LCServer_LCS2005ToSP1.msp [/l*vx <drive letter:\directory\log_filename.log>] [/qn+]

For example:

msiexec.exe /p LCServer_LCS2005ToSP1.msp /l*vx c:\update.log>
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Note

If you specify the /qn parameter, the update of installation files will be silent: No wizard pages or dialog boxes will be displayed. If you perform a silent update, we recommend that you specify the logging option with the /l*vx <file path> parameter, as shown in the syntax in this step. To run a silent update that on completion displays a dialog box to indicate if the update was successful or not, use the /qn+ parameter.

129. Follow the steps in the wizard to complete the update. 
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Important:  

During the update process, hotfixes are rolled back. If you cancel the update before it has completed, these hotfixes are not reapplied, which can cause problems with your existing Live Communications Server 2005 deployment.

130. Click Finish to exit the wizard. 
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To reactivate the Standard Edition Server computer

131. Log off your Live Communications Server 2005 Standard Edition computer (if necessary), and then log back on as a member of the Domain Admins group and the RTCDomainServerAdmins group. If your server exists in the forest root domain, only membership in the Domain Admins group is required.

132. Open a command window. At the command prompt, go to the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or to the installation folder.  

133. At the command prompt, type the following command:

LcsCmd.exe /server[:<Server FQDN>] /action:Activate /role:SE  [/user:<Service Account Name>] /password:<service account password>  [/UnregSPN] [/NoStart] [/Archserver:<Archivingserver name> /queuename:<Archivingserver queuename>]
For example:

LcsCmd.exe /server: server1.contoso.com /action:Activate /role:SE  /user:LCService /password:MyPa$$word  
134. Open the HTML log file referenced in the command line output. Look for <Success> Execution Result at the end of each task to verify the procedure completed successfully. When you have finished, close the file.

Verify that SP1 Live Communications Server 2005 User Replication Has Completed

Before you begin using your updated servers to host users and route communications, verify that the SP1 version of the User Replicator component, which replicates Active Directory user objects to the database, has completed the first replication cycle on the updated pool or server for all the domains with users enabled for Live Communications Server 2005 with SP1.
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To verify that user replicator has completed on a Live Communications Server 2005 Standard Edition with SP1

135. Open the Event Viewer. Click Start, point to All Programs, point to Administrative Tools, and then click Event Viewer.

136. Click Application Logs, and then click the Source column to sort by source.

137. Look for Live Communications User Replicator as the source and event ID 30024. The event displays the following text:

User Replicator has completed initial synchronization of domain <domain name> (DN: <distinguished name>) and the database. Future synchronization for this domain will occur as changes are made in Active Directory.

138. Check this event for all the domains with users enabled for Live Communications Server 2005 with SP1.
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To verify that user replicator has completed in a Live Communications Server with SP1, Enterprise Edition Pool

139. Only one server in the pool is assigned the user replication task. To determine which server in the pool runs the user replicator:

a. Run the Dbanalyze tool. This tool is available in the Live Communications Server 2005 Resource Kit.

b. On the Live Communications Server 2005 Back-End Database computer, at the command prompt, type dbanalyze.exe /report:diag /poolfqdn:<pool fqdn for the pool>. The report shows which server within the pool is assigned the user replicator. In the following example, server03 is assigned the user replication task:

Task Name                        Fqdn

-----------------                -------

Endpoint Expiration              server01.contoso.com

Subscription Expiration          server02.contoso.com

User Replication.................server03.contoso.com

Nightly Maintenance              server04.contoso.com

140. On the server that is assigned the user replicator, open the Event Viewer: Click Start, point to All Programs, point to Administrative Tools, and then click Event Viewer.

141. Click Application Logs, and then click the Source column to sort by source.

142. Look for Live Communications User Replicator as the source and event ID 30024. The event displays the following text:

User Replicator has completed initial synchronization of domain <domain name> (DN: <distinguished name>) and the database. Future synchronization for this domain will occur as changes are made in Active Directory.

Check this event for all the domains with users enabled for Live Communications Server 2005 with SP1. 

Update Failures

If an update fails, the installation and update procedures roll back all changes, so the existing Live Communications Server 2005 installation is not affected. In same rare circumstances, the rollback operations can also fail, and the original Live Communications Server 2005 database remains detached from the Microsoft SQL Server™ database management system. In such a case, Setup will inform the user with the following error message: 

A fatal error occurred during rollback. The original database is unavailable and needs to be restored manually. Please consult the documentation for instructions.

In this case, the database must be manually reattached to SQL Server. In an Enterprise pool update, the log file that Setup generates contains clear indications of what database files need to be reattached. 

For a Standard Edition update, Setup creates a log file, but it does not direct you to the database files. This log file is located at %temp%\LCSSetup_SetupDatabase.log where %temp% is the system variable for your temporary directory. You must locate the database files manually for attachment. The files Rtc_old.mdf and Rtc_old.ldf in the backup must be attached as the RTC database. 

By default in both Enterprise pool and Standard Edition Servers, backup directory is created in <drive letter>:\LC Data\backup. If the backup directory does not contain Rtc_old.mdf and Rtc_old.ldf, then the files Rtc.mdf and Rtc.ldf in the original data and log directories must be attached. 

Updating Archiving Service 

Updating the Live Communications Server 2005, Archiving service, to Service Pack 1 involves updating the installed files. You do not have to run reactivation again.

Choose either method A, using Setup.exe, or method B, using LcsCmd.exe. Do not perform both.

A. Using the GUI Deployment Tool (Setup.exe)
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To update the installation files for the Archiving service 

143. Log on as a member of the RTC Local Administrators group to the Archiving service computer. 

144. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from an installation folder. 

145. Click Archiving Service.

146. Click Update Archiving Service 2005 to SP1.

147. Follow the steps in the wizard to complete the update.
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Important:  

During the update process, hotfixes are rolled back. If you cancel the update before it has completed, these hotfixes are not reapplied, which can cause problems with your existing Live Communications Server 2005 deployment.

148. Click Finish to exit the wizard.

B. Using Command-Line Deployment Tools (LcsCmd.exe and LCArch_LCS2005ToSP1.msp)
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To update the installation files for each Archiving service

149. Log on as a member of the RTC Local Administrators group to your Live Communications Server 2005, Archiving service, computer.

150. Update the installation files for the Archiving service. Use LCArch_LCS2005ToSP1.msp, which can be run from the installation folder or from the Setup\i386\setup directory of the Live Communications Server 2005 with SP1 CD . At the command prompt, type: 

Msiexec /p LCArch_LCS2005ToSP1.msp [/l*vx c:\<log_filename.log>] [/qn+]

151. Follow the steps in the wizard to complete the update. 
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Important:  

During the update process, hotfixes are rolled back. If you cancel the update before it has completed, these hotfixes are not reapplied, which can cause problems with your existing Live Communications Server 2005 deployment.

152. Click Finish to exit the wizard.

Updating Administrative Tools

The Live Communications Server 2005 administrative tools must be updated to function correctly with Service Pack 1. Administrative tools do not require activation. 
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Important:  

Automatic update of the Live Communications Server 2005 administrative tools on the Microsoft Windows® 2000 operating system is not supported.  You must manually remove the Live Communications Server 2005 administrative tools by using the Windows Control Panel option Add or Remove Programs and then install the new administrative tools for Live Communications Server 2005 with SP1.

If you attempt to automatically update these tools, the update process attempts to copy files but generates a message asking you to insert the Live Communications Server 2005 with SP1 CD. 

A. Using GUI Deployment Tool (setup.exe)
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To update Live Communications Server 2005 administrative tools

153. Log on as a member of the RTC Local Administrators group to the computer where your Live Communications Server 2005 administrative tools are installed.  

154. Run Setup.exe from the Setup\i386 folder on the Live Communications Server 2005 with SP1 CD or from the installation folder. 

155. Under the Tools section, click Administrative Tools.

156. Follow the steps in the wizard to complete the update. 

157. Click Finish to exit the wizard. 

B. Using Command-Line Deployment Tools (LCAdmin_LCS20052SP1.msp)
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To update the administrative tools using the command line

158. Log on as a member of the RTC Local Administrators group to the computer where your Live Communications Server 2005 administrative tools are installed.  

159. Update the administrative tools. Use LCAdmin_LCS2005ToSP1.msp, which can be run from the installation folder or from the Setup\i386\setup directory of the Live Communications Server 2005 with SP1 CD. At the command prompt, type:

msiexec.exe /p LCAdmin_LCS2005ToSP1.msp [/qn] [/|*v <drive letter>:<LogFilename.log>]

160. Follow the steps in the wizard to complete the update. 

161. Click Finish to exit the wizard. 

Updating an Access Proxy to SP1

This guide assumes you have already installed and configured an Access Proxy in your perimeter network. If so, you can update your configuration to SP1 by performing one or more of the following tasks on your Access Proxy:

· Enable enhanced federation.

· Configure IM Service providers.

· Enable Public IM connectivity.

· Configure a default route to clearing house.

· Enable spim controls.

· Enable remote access for Microsoft Office Communicator clients.

You can also configure your Access Proxy for direct federation or to act as a clearing house. For instructions on these configurations, see Live Communications Server 2005 Access Proxy and Director. 
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Note

If you have not yet installed an Access Proxy, you must do so before continuing with the procedures described in this document. For detailed instructions on installing, activating, and configuring an Access Proxy, as well as on enabling federation in your internal deployment, see Live Communications Server 2005 Access Proxy and Director. After you have completed installing, activating, and configuring your Access Proxy, return to this guide to update it to SP1.

Configuring a Public Certificate on Your Access Proxy

Public certificates are required for public IM connectivity, and they are recommended for enhanced federation. 

The Microsoft Windows Server™ 2003 operating system provides a utility, Certreq.exe, that simplifies the process of requesting, importing, and performing other operations on certificates. You can use Certreq.exe to simplify the process of requesting and installing a certificate from a public CA (certification authority).

How you use the tool to request and install a certificate will vary slightly, depending on the topology of your Live Communications Server deployment:

· On a single Access Proxy, you can run the tool and install the certificate.

· For an array of Access Proxies, run Certreq.exe on a separate server, and export the certificate to each server in the Access Proxy array.

To request and install a certificate from a public CA involves the following steps:

162. Use the tool to generate a certificate signing request.

163. Submit the certificate signing request to the public CA.

164. Import the certificate.

Each step is described in detail in the following sections.

Step 1: Generate a Certificate Signing Request

You can use Certreq.exe to generate a certificate signing request from an .inf file. 
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To generate a certificate signing request

165. Log on as a member of the RTC Local Administrators group  to your Live Communications Server computer.

166. Open a command window. At the command prompt, go to the system32 subdirectory in the Windows installation directory (by default  <drive letter>:\WINDOWS\system32) where certreq.exe is installed.

167. At the command prompt, type.
certreq -new PolicyFileIn RequestFileOut

Where new creates a new request; PolicyFileIn is the name of the .inf input file that contains the extension definitions that you want to use to qualify a request; and RequestFileOut is the name of the base64-encoded file to which you want to send output. 

The rest of this section presents and describes a sample version of PolicyFileIn.inf. For a list of available Certreq commands, at the command prompt type:

certreq -?
Sample PolicyFileIn.Inf

To create an .inf file for generating a certificate signing request, copy the text in the appropriate box below into a text file, and then replace the text in bold type with information about your deployment. Save the file as PolicyFileIn.Inf at the following location: <drive>:\Windows\systems32, where <drive> is the drive where Windows is installed on your computer. Table 2 explains these fields in more detail.

For a Single Access Proxy (Exportable=FALSE)

[Version]

Signature= "$Windows NT$"

[NewRequest]

Subject= "CN=server1.contoso.come;OU=LCS;O=Contoso;L=Redmond;S=Washington;C=US"

KeySpec = 1  

KeyLength = 1024   

Exportable = FALSE 

MachineKeySet = TRUE 

SMIME = FALSE

PrivateKeyArchive = FALSE

UserProtected = FALSE    

UseExistingKeySet = FALSE 

ProviderName = "Microsoft RSA Schannel Cryptographic Provider" 

ProviderType = 12 

RequestType = PKCS10  

KeyUsage = 0xa0    

[EnhancedKeyUsageExtension]

OID=1.3.6.1.5.5.7.3.1    

For an array of Access Proxies (Exportable=TRUE)

[Version]

Signature= "$Windows NT$"

[NewRequest]

Subject= "CN=server1.contoso.come;OU=LCS;O=Contoso;L=Redmond;S=Washington;C=US"

KeySpec = 1  

KeyLength = 1024   

Exportable = TRUE 

MachineKeySet = TRUE 

SMIME = FALSE

PrivateKeyArchive = FALSE

UserProtected = FALSE    

UseExistingKeySet = FALSE 

ProviderName = "Microsoft RSA Schannel Cryptographic Provider" 

ProviderType = 12 

RequestType = PKCS10  

KeyUsage = 0xa0    

[EnhancedKeyUsageExtension]

OID=1.3.6.1.5.5.7.3.1    
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Note

The subject line in the PolicyFileIn.Inf file must contain the following information:

Subject=”CN=FQDN of your Access Proxy or Array ;OU=ProjectName;O=CompanyName;L=City;S=fullNameofState;C=two-letter country abbreviation

Most public CAs require strict compliance with the above information. 

Examples:

CN=AP1..fabrikam.com;OU=LCS;O=Fabrikam;L=Eugene;S=Oregon;C=US

CN=AParry.marketing.proseware.com ;OU=LCS;O=Proseware;L=Portland;S=Maine;C=US

Table 1   Fields in PolicyFileIn.inf 

	Field
	Notes

	Signature=$Windows NT$”
	

	Subject=”CN=FQDN;OU=Organizational unit;O=Company ;L=city S=state;C=country/region
	CN=The fully qualified domain name  of your Access Proxy or Access Proxy array (the server or array on which you are installing the certificate)

OU - some division or department

O - Company  name

L - city 

S must be full state name or province (no abbreviations are accepted)

C must be two-letter country code

	KeySpec=1
	Indicates both encryption and signing (standard TLS requirement)

	KeyLength = 1024   
	Must be power of 2 and less than or equal to 4096

	Exportable = FALSE  (single Access Proxy)

Exportable=TRUE (array of Access Proxies)
	FALSE for a single Access Proxy

TRUE for an array of Access Proxies

	MachineKeySet = TRUE 


	Specifies that the certificate will be put  into the local computer store

	SMIME = FALSE
	

	PrivateKeyArchive = FALSE
	

	UserProtected = FALSE   
	This field must be set to FALSE; otherwise, RTCSRV will not be able to use it.

	UseExistingKeySet = FALSE 
	This field must  be set to FALSE to generate a new private key.

	ProviderName = "Microsoft RSA Schannel Cryptographic Provider" 
	SCHANNEL (Windows TLS provider) requirement

	ProviderType = 12
	SCHANNEL (Windows TLS provider) requirement

	RequestType = PKCS10
	Can be PKCS10 or PKCS7. Almost all CAs accept PKCS10, so you should leave the request type as PKCS10.

	KeyUsage = 0xa0
	Similar to KeySpec field. This value indicates that this certificate can  be used for both encryption and signing.

	OID=1.3.6.1.5.5.7.3.1    
	Enhanced key usage for server authorization


Step 2: Submit the Request to Your Public CA

After you have generated the CSR (certificate signing request), access the public CA (certification authority) site to request your certificate. The request process will vary depending on the CA you choose, but in each case you generally need to supply your organization and contact information. You must also download the public CA’s root CA chain and install it on the local computer store of the Access Proxy. 
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To submit a request to a public certification authority

168. Open the output file.

169. Copy and paste the contents of the CSR into the appropriate text box beginning with:

-----BEGIN NEW CERTIFICATE REQUEST-----

And ending with:-

----END NEW CERTIFICATE REQUEST

170. If prompted, select the following options. 

· Microsoft as the server platform

· IIS as the version

· Web Server as the usage type

· PKCS7 as the response format

171. When the public CA has verified your information, you will receive an e-mail message containing text required for your certificate.

172. Copy the text from the e-mail message and save the contents in a txt file on your local computer.

Example Using a Verisign Trial Certificate

The following procedure guides you through the process of selecting a trial certificate from Verisign.
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Important

This procedure is an example, and it demonstrates the process of requesting a trial certificate. The exact process may vary, depending on your certificate provider. For production use, you must purchase a valid certificate, not a trial certificate. 
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To request a trial certificate from Verisign

173. In your browser, go to http://www.verisign.com/.
174. On the right side of the page, click Free SSL trial. 

175. In the new window that opens, complete the form by entering your contact and other requested information, and then click Submit.

176. Review the information on the Before you start page, and then click Continue.

177. On the Welcome page, review the process for request a certificate, and then click Continue.

178. Enter your technical information, and then click Continue.

179. In the Select Server Platform and Paste Certificate Signing Request box, do the following:

· In Select Server Platform, click Microsoft.

· In Select Version, click IIS 6.0.

· In Paste Certificate Signing Request (CSR) obtained from your server, paste the contents of the CRS generated by the LcsCertutil tool.

180. In What do you plan to use this SSL certificate for, select Web Server.

181. Click Continue. 
182. On the Verify CSR information page, review the CSR information. If you want to make a change, click Change CSR to return to the previous page. Otherwise continue to the next step.

183. In the Challenge Phrase box, enter a challenge phrase and enter a reminder question. This phrase will be required when you import the certificate. 

184. On the Order Summary and Acceptance page, review the information and then click Accept.

Step 3: Import the Certificate 

The method of installing certificates varies slightly, depending on whether you are using a single Access Proxy and performing all operations locally on the Access Proxy or if you are using an array of Access Proxies and performing operations on a computer other than an Access Proxy.

Option 1: Single Access Proxy

When the public CA issues your certificate, you receive an e-mail message containing the contents of your certificate.
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To import the certificate

185. Copy the text in the e-mail message, beginning with:

-----BEGIN CERTIFICATE-----

And ending with:-

----END CERTIFICATE

186. Paste the contents into a blank text file.

187. In the system32 subdirectory in the Windows installation directory (by default, <drive letter>:\WINDOWS\system32  save the file with extension .txt. This is the directory where you stored Certreq.exe. 

188. At the command prompt, type:

certreq -accept FullResponseFileIn

Where FullResponseFileIn is the name of the .txt file you saved in step 3.

The certificate is installed in the local computer store. 
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To verify that the certificate was successfully imported

189. Click Start, and then click Run. In the Open box, type mmc, and then click OK.

190. On the File menu, click Add/Remove Snap-in.

191. In the Add/Remove Snap-in dialog box, click Add.

192. In the Add Standalone Snap-in dialog box, click Certificates, and then click Add.

193. In Certification Snap-ins, click Computer Account, and then click Next.
194. In the Select Computer dialog box, ensure that Local computer (the computer this console is running on) is selected. This option is the default. Leave the Allow the selected computer to be changed when launching from the command line check box clear.

195. Click Finish, click Close, and then click OK.

196. In the navigation pane of the Certificates console, expand Certificates, expand Personal, and then expand Certificates. Verify that the new certificate appears in the results pane of the console. You can identify the new certificate by its name and time stamp.

Option 2: Array of Access Proxies

Step A: Importing and Exporting the Certificate for Access Proxy Arrays

If your organization is using an array of Access Proxies, you must import the certificate on the computer where you are working, export the certificate, and then import and install it on each Access Proxy in the array.
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To import  the certificate on the local computer and export it

197. Copy the text in the e-mail message, beginning with:

-----BEGIN CERTIFICATE-----

And ending with:-

----END CERTIFICATE

198. Paste the contents into a blank text file.

199. In the system32 subdirectory in the Windows installation directory (by default, <drive letter>:\WINDOWS\system32, save the file with extension .txt. This is the directory where you stored Certreq.exe. 

200. At the command prompt, type:

certreq -accept FullResponseFileIn

where FullResponseFileIn is the txt file you saved in step 3.

201. Click Start, and then click Run. In the Open box, type mmc, and then click OK.

202. On the File menu, click Add/Remove Snap-in.

203. In the Add/Remove Snap-in dialog box, click Add.

204. In the Add Standalone Snap-in dialog box, click Certificates, and then click Add.

205. In the Certification Snap-Ins dialog box, click Computer account, and then click Next.

206. In the Select Computer dialog box, ensure that Local computer: (the computer this console is running on) is selected. This option is the default. Leave the Allow the selected computer to be changed when launching from the command line check box clear.
207. Click Finish, click Close, and then click OK. 

208. In the navigation pane of the Certificates console, expand Certificates (Local Computer), expand Personal, and then expand Certificates. 
209. In the results pane, right-click the certificate you just installed, (you can identifiy the certificate by its name and time stamp) point to All Tasks, and then click Export.

210. On the Export Wizard, click Next.

211. Click Yes, export the private key and then click Next.

212. Complete the wizard , accepting all remaining default values and choosing a floppy disk or network share to save the certificate to.

Step B: Import the Certificate 

To import the certificate to an Access Proxy, you must save to file to a disk or directory that you can access from the computer where Access Proxy is installed.
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To import the certificate on an Access Proxy

213. Log on as member of the RTC Local Administrators group to the Access Proxy.

214. Click Start, and then click Run. In the Open box, type mmc, and then click OK.

215. On the File menu, click Add/Remove Snap-in.

216. In the Add/Remove Snap-in dialog box, click Add.

217. In the Add Standalone Snap-in dialog box, click Certificates, and then click Add.

218. In the Certification Snap-ins dialog box, click Computer Account, and then click Next.
219. In the Select Computer dialog box, ensure that Local computer (the computer this console is running on) is selected. This option is the default.

220. Click Finish, click Close, and then click OK.

221. In Certificates, right-click Personal, point to All Tasks, and then click Import
222. In the wizard, click Next.

223. On the File to Import page, click Browse, and then select the file you saved in Step A.

Figure 1   Certificate Import Wizard
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224. Click Next.
225. On the next page, leave both check boxes cleared.

226. In Certificate Store, click Place all certificates in the following store, and then click Browse.

227. In Select Certificate Store, select the Show physical stores check box.

228. In the folder list, click Personal, and then click OK. 
Figure 2  Select Certificate Store
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229. On the Certificate Store page, verify that Place all certificates in the following store is selcted and that the certificate store shown is Personal, and then click Next.

Figure 3   Certificate Import Wizard
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230. Click Finish, and then click OK.

Enabling Enhanced Federation

Enhanced federation simplifies the task of setting up federation relationships with other organizations. By using DNS-SRV resolution to identify the Access Proxy for each partner, enhanced federation eliminates the need to:

· Obtain and specify the FQDN (fully qualified domain name) of the Access Proxy for every SIP domain with which you want to federate.

· Monitor and update the above settings as changes occur. 

· Provide your FQDN, SIP domain name, and adminstrator contact information to every federation partner.

· Rely on clearing houses to handle the overhead of supporting a large number of IM partners. 

Enhanced federation is easier to implement and administer than direct federation while maintaining a high level of security:

· If you are a network administrator, you can either limit enhanced federation for your organization to explicitly designated external domains (the recommended configuration), or you can extend enhanced federation to any and all external domains. By default, enhanced federation is disabled. Once enabled, enhanced federation is limited by default to specified external domains unless you explicitly allow it for all domains. You can change these settings at any time.

· Communication occurs using an encrypted mutual TLS connection, in which each Access Proxy presents a valid certificate issued by a public certification authority that is in the trusted root store in Windows Server 2003.

· Enhanced federation requires that the name of the DNS-SRV domain match the server name on the certificate. 

· Administrators in each domain can authorize or deny federated access for one or more users. Where appropriate, you can also archive messages to federated partners and notify those partners that you are doing so.

· Users in each organization can restrict the exchange of IM and presence information to only those contacts whom they have added to their Allow lists. They can also block communication with federated users by adding them to their Block lists.

· New, message filters to control spim (unsolicited commercial IM) reduce the chance of receiving unsolicited messages from users who are taking advantage of IM services provided by public IM service providers, clearing houses, or other organizations.

Enabling enhanced federation for your deployment consists of the following steps:

· Configure the Access Proxy for enhanced federation.

· Enable federation for your internal deployment.

· Enable users for federation.

· Configure DNS on the Access Proxy.

· Configure the Access Proxy for Mutual TLS (transport layer security).

· Configure firewalls to allow connections to port 5061 on your Access Proxy from any source IP address (see Live Communications Server 2005 Access Proxy and Director).

These steps are explained in detail in the following sections. 

Configuring the Access Proxy for Enhanced Federation  

Enhanced federation is configured individually on each Access Proxy. You cannot enable both enhanced federation and a default-route on the same Access Proxy or array of Access Proxies. If your organization uses clearing houses solely to reduce the considerable administrative overhead of directly federating with numerous partners, you may find that enabling enhanced federation eliminates the need for clearing house support.

Some organizations, however, will continue to use clearing houses for certain specialized purposes. If you want both clearing house connection and enhanced federation, the recommended configuration is to specify the Access Proxy of the clearing house in the IM service providers table instead of using a default route. For more information, see Configuring IM Service Providers. 

Because the name of the DNS-SRV domain must match the name on the certificate presented to the Access Proxy, enhanced federation works only with partners who support a single SIP domain, which is the case with the vast majority of organizations. If you require federation with an organization hosting multiple SIP domains, you have the following options:

· Where the number of domains is small, simply add each domain to your Access Proxy’s Allow list.

· Where the number of domains is large enough to make direct federation cumbersome, consider using a clearing house or an IM service provider. For details, see Configuring a Default Route to Clearing House and Configuring IM Service Providers later in this guide.

This guide assumes that you have already deployed an Access Proxy by following the instructions in Live Communications Server Access Proxy and Director. This section explains only how to configure an Access Proxy for enhanced federation. 

In the following procedure, you will need to specify whether you want to enable enhanced federation with any domain or to restrict enhanced federation to specified domains. If you intend to restrict it to specified domains (the recommended configuration), be aware of the following:

· If a domain is listed both in the direct partner table on the Allow tab and in the enhanced federation table on the Enhanced Federation tab, the earliest entry takes precedence. If you have already entered a domain in the direct partner table, remove it before you enter the domain in the enhanced federation table. 

· If you enter a domain that is also listed in the Blocked SIP domains table on the Block tab, the entry in the Blocked SIP domains table takes precedence. To enable enhanced federation with such a domain, you must remove it from the Blocked SIP domains table, as well as adding it to the enhanced federation table.
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To configure the Access Proxy for enhanced federation

1. On the Access Proxy, open Computer Management. Click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, in the navigation pane of the Computer Management console, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005 and then click Properties.

4. In the Properties dialog box, click the Enhanced federation tab, and then select the Enable enhanced federation check box. If Enable enhanced federation is unavailable, click the General tab and ensure that the Federate with other domains check box is selected and that the Use default route to clearing house check box is cleared.

Figure 4   Access Proxy Enhanced Federation Properties page
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5. If you want to allow enhanced federation with any domain, click Allow federation with any domain. Otherwise, click Allow only federated domains listed below. Restricting enhanced federation only to specified domains is both the default and recommended choice.

[image: image60.wmf]
Caution

Allowing enhanced federation with any domain means that any computer that presents a valid certificate can connect to your internal SIP domain and send unsolicited messages to any user in that domain. For this reason, allowing enhanced federation only with domains listed in the enhanced federation table is both the default and the recommended configuration.

Figure 5   Access Proxy Enhanced Federation Properties page
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6. Under Domain, click Add. 
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Important

If you select Allow only federated domains listed below, then click OK without entering any domains in the table, enhanced federation will not be possible with any domain. In other words, enabling enhanced federation and leaving the table blank  is equivalent to not enabling enhanced federation in the first place.

7. In the Add Enhanced Federation Domain dialog, add the domain name with which you wish to enable enhanced federation (wild-card characters are not accepted), and then click OK. If the domain is accessible by means of DNS-SRV resolution, then all users in that domain are eligible to exchange IM with users in your domain. 

Figure 6  Add Allowed Enhanced Federation Domain Dialog
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8. Click OK or Apply.
The list of enhanced federation domains is persistent. If you enter domains into the list and then disable enhanced federation, the domains will still be listed at such time as you enable enhanced federation again.

Enabling Federation for Your Internal Deployment

This guide assumes that you have already deployed an Access Proxy by following the instructions in Live Communications Server Access Proxy and Director. 
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Important

If you have already enabled federation for your internal deployment, you do not need to do so again. If you have not yet done so, follow the procedure below.
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To enable federation for your internal deployment

231. Log on to an internal Live Communications Server computer.

232. Click Start, point to All Programs, point to Administrative Tools, and then click Live Communications Server 2005.
233. Right-click the forest node, and then click Properties.

234. On the Federation tab, select the Enable federation and public IM connectivity check box.

Figure 7   Live Communications Server Global Properties page
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235. In the Network address box, specify the global route for federation as follows: 

· If you are using a pool as a Director, type the FQDN of the pool.

· If you are using an array of Standard Edition Servers as a Director, type the FQDN of the VIP of the array.

· If you are not deploying a Director, type the internal DNS name of the Access Proxy or load balancer to which outbound SIP traffic is to be directed. For more information, see Live Communications Server Access Proxy and Director.
You must configure the global properties in your forest to direct outbound SIP traffic to this next-hop server or pool. If the next hop is a Director, you must then override those properties on the Director to point traffic from there to the internal edge of the Access Proxy. For more information, see Live Communications Server Access Proxy and Director.

236. In the Port box, type 5061 as the port to which internal servers should direct outbound SIP traffic. 

237. Click OK or Apply.

Enabling Users for Federation

Internal SIP users can be configured for any or all of the following:

· Federation

· Public IM connectivity

· Remote user access

If you have already configured users for federation with either a direct partner or a public IM service provider, no additional steps are required to enable enhanced federation.

For detailed instructions on configuring users for direct federation and remote user access, see Live Communications Server Access Proxy and Director.

Configuring DNS on the Access Proxy

If you enable enhanced federation or you configure a public or private provider in the IM service providers table as described later in Enabling Connections to Public IM Service Providers, you must do the following:

· Publish a DNS-SRV record for _sipfederationtls._tcp.<domain>, where <domain> is the name of your organization’s SIP domain, on the appropriate DNS server for the SIP domain hosted by your organization. This DNS server must be publicly accessible.

· To ensure that DNS-SRV queries are sent to the correct DNS server, point the internal and external edges of the Access Proxy to a DNS server that can resolve internal domains and can forward DNS queries for external domains to public DNS servers.

· Publish a DNS A record for the Access Proxy on an appropriate DNS server. A single record is sufficient for an array of Access Proxies. 

Procedures for these actions are provided in this section. 

To prevent DNS SRV spoofing and to ensure that the certificates used provide valid ties from the user URIs to real credentials, Live Communications Server 2005 SP1 requires that the name of the DNS SRV domain match the server name on the certificate. 
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To publish a DNS-SRV record

238. Open DNS. Click Start, select Administrative Tools, and then click DNS. 

239. In the console tree for your domain, expand Forward Lookup Zones, and then right-click the appropriate domain.

240. Click Other New Records.

241. In Select a resource record type, click Service location (SRV).

242. Click Create Record.

243. In the Service box, type _sipfederationtls.

244. In the Protocol box, type _tcp.

245. In the Port box, type the port number  5061.
246. In the Host box, type the FQDN of the Access Proxy.
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Note

A valid Access Proxy FQDN contains only a single prefix followed by the name of the SIP domain to which it is connected. For example ap1.microsoft.com or sipap.contoso.com.

247. Click OK.
248. Click Done.
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To configure the external network edge of the Access Proxy to point at a DNS server

249. On the Access Proxy, click Start, and then click Control Panel.

250. Open Network Connections, and then select the network adapter card for the external edge.

251. Click Properties.

252. Click Internet Protocol (TCP/IP), and then click Properties.

253. Do one of the following:

· Select Use the following DNS server addresses and specify a preferred DNS server (and an alternate if so desired), and then click OK. 

· Select Obtain DNS server address automatically, and then click OK. At the command prompt, run ipconfig/all to ensure that the address you obtained is that of an appropriate DNS server.
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To publish a DNS A record for an Access Proxy

254. Open DNS. Click Start, point to Settings, click Control Panel, double-click Administrative Tools, and then double-click DNS. 

255. In the console tree for your domain, expand Forward Lookup Zones, and then right-click the appropriate domain.

256. Click New Host (A).

257. In the Name field, enter the FQDN of the Access Proxy or, if you are deploying an array of Access Proxies, the FQDN of the load balancer.

258. Click Add Host.
259. Click OK.
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Important

If your internal and perimeter networks have different DNS namespaces, then a single DNS name for an Access Proxy is sufficient. But if your perimeter network shares the same namespace as your internal network, you need to assign separate DNS names to the external and internal edges of the Access Proxy in order to prevent external users from gaining access to the internal edge. To assign a separate DNS name to the internal edge of the Access Proxy, create a separate A record for that edge on your internal DNS server. 

If you assign two DNS names to an Access Proxy, you must get a separate digital certificate corresponding to each name. 

Configuring the Access Proxy for Mutual TLS

Enhanced federation requires Mutual TLS (transport layer security), using a certificate obtained from a public certification authority. For more information, see Configuring a Public Certificate on Your Access Proxy.
Disabling Enhanced Federation

Disabling enhanced federation on an Access Proxy is as simple as clearing the check box that you used to enable it in the first place. With enhanced federation disabled, you can still federate with direct partners, clearing houses, and public IM service providers. 
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To disable enhanced federation

1. Open Computer Management. Click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. Expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005, and then click Properties.

4. On the Enhanced federation tab, clear the Enable enhanced federation check box, and then click OK or Apply.
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Note

The list of enhanced federation domains is persistent. If you enter domains into the list, then disable enhanced federation, the domains will still be listed at such time as you enable enhanced federation again.

Configuring IM Service Providers

IM service providers include:

· Public IM service providers such as MSN®, AOL®, and Yahoo!®. These providers appear in the IM service providers table by default, but they are disabled.

Important

Federating with public or private IM service providers requires enabling federation on the Access Proxy, as described in Configuring an Access Proxy for Federation.

· Private organizations such as data centers, hosting services, and clearing houses.
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IM service providers typically, though not necessarily, host multiple SIP domains. Before Live Communications Server 2005 SP1, federating with an organization’s multiple domains required entering each one explicitly in the direct partner table. Live Communications Server 2005 SP1 provides two mechanisms that simplify federating with organizations hosting multiple domains. The first is default route federation (see Configuring a Default Route to Clearing House). The second is the IM service provider table, which requires you to specify an Access Proxy but not every domain that it may serve. 

If your organization requires tighter controls over federation than enhanced federation provides, but you do not want to incur the overhead of entering every domain in the direct partner table, then you may want to consider using the IM service provider table for all partners that host multiple SIP domains. For this approach to work, the partner’s internal domains must each contain a DNS-SRV record that points to the Access Proxy that you list in the IM service providers table. Table 3 summarizes the three main federation options.

Table 3 Live Communications Server 2005 SP1 federation options

	Type of Federation
	Must specify
Access Proxy
	Must specify 
domain

	Direct federation
	Yes
	Yes

	IM service provider table
	Yes
	No

	Enhanced federation
	No
	No
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Important

You cannot configure both IM service providers and a default route to a clearing house on the same Access Proxy or on an array of Access Proxies. If your Access Proxy is configured with a default route, or if you want to configure it with a default route, you must first remove the three public IM service providers that populate the IM service providers table when you installed Live Communications Server SP1. For more information, see Removing an IM Service Provider.

Adding an IM Service Provider

You add both public and private IM service providers by using the IM service provider table.

[image: image76.wmf]To add an IM service provider

1. On the Access Proxy, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005 and then click Properties.

4. On the IM Provider tab, click Add.

Figure 8    IM Provider Property Page  
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Important

As a convenience, AOL, MSN, and Yahoo! appear by default in the IM service providers table. They are disabled, however, and their presence there does not by itself indicate that you can federate with them. Before you can connect to these providers, you must purchase additional service licenses and provision the connections by using the Microsoft provisioning page (http://r.office.microsoft.com/r/rlidLCS?clid=1033&p1=2&p2=library&p3=provision). Only after completing these steps can you enable the public IM connections by using the IM Provider page. For more information see Public IM Connectivity and Enabling Connections to Public IM Service Providers.

5. In the Add IM Service Provider dialog box, do the following:

· Select the Allow this IM service provider check box to enable the new provider.
· In the IM service provider name box, type the name of the IM service provider. This name will appear in the Provider column of the IM service providers table.

· In the Network address of the IM service provider Access Proxy box, type the FQDN of the provider’s Access Proxy. If the provider is MSN, AOL, or Yahoo!, see Table 1 below for the appropriate Access Proxy FQDN.

· Select the This is a public IM service provider check box only if the provider is MSN, AOL, or Yahoo!
· Select an option for filtering incoming communications. For information on these options, click Help or see Controlling Spim later in this document.

Figure 9   Add IM Service Provider dialog box   
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6. Click OK.

7. Click OK or Apply to continue.

Editing an IM Service Provider

After you have added a service provider, you can modify the entry or disable the connection altogether.

[image: image80.wmf]To edit an IM service provider

1. On the Access Proxy, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005 and then click Properties.

4. On the IM Provider tab, click Edit.

5. In the Edit IM Service Provider dialog box, make whatever changes you want, and then click OK.

6. Click OK or Apply to continue.

Removing an IM Service Provider

You can remove an IM service provider, including the public IM service providers that populate the IM service providers table when you installed Live Communications Server 2005 SP1, whenever you wish. The public IM service providers are preconfigured in order to simplify the process of establishing connections to them. For more information see Enabling Public IM Connectivity. If, however, you have already configured, or you plan to configure, a default route to a clearing house on an Access Proxy, you must first remove the three public IM service providers, as well as any other providers that you may have entered. If later you want to restore one or more of the public IM service providers, you will need to enter the appropriate Access Proxy FQDNs from Table 4.
Table 4  Access Proxy FQDNs for public IM service providers   

	Provider
	Access Proxy FQDN

	AOL
	sip.oscar.aol.com

	MSN
	federation.messenger.msn.com

	Yahoo!
	lcsap.msg.yahoo.com
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To remove an IM service provider

1. On the Access Proxy, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005, and then click Properties.

4. On the IM Provider tab, select an IM service provider in the IM service providers table, and then click Remove.

5. Click OK or Apply to continue.

Enabling Public IM Connectivity

Live Communications Server 2005 SP1 extends the federation capability of Live Communications Server 2005 by providing the means for communicating with users of instant messaging services provided by MSN, AOL, and Yahoo!. Once a connection is established, authorized Live Communications Server users can add contacts, share presence information, and communicate in real time with IM users in these public networks. File transfer, games, formatted text, multimedia, and conferencing will not work over connections between Live Communications Server 2005 SP1 and public IM service providers.

Organizations that want to take advantage of public IM connectivity must do the following:

· Obtain separate public IM connectivity service licenses from Microsoft on a per-user, per-month subscription basis

· Provision the organization’s SIP domain using a dedicated Microsoft provisioning Web site. 

Public IM connectivity licenses cover all three of the supported public IM service providers (MSN, AOL, and Yahoo!), but administrators retain control over which of the providers they enable for their organizations. You can enable one, two, or all three of the public IM service providers if so desired. You can also disable any or all of the connections at any time and then reenable them without having to repeat the provisioning process. 

As with other types of federation, all IM traffic between an organization and a public IM service provider uses an encrypted MTLS connection. For the purpose of connecting to MSN, AOL, and Yahoo!, an organization must use a certificate from a public certification authority from the list of trusted CAs in Windows Server 2003. 
As in other federation scenarios, users in your organization can add users of the public IM networks to their allow and block lists. Three scenarios are possible:

· A user of one of the public IM networks added to an allow list can both exchange IM with, and see presence information for, the owner of the list. 

· A public IM user who is not on either an allow list or a blocked list can exchange IM and presence information with an internal user, but the internal user can block all such requests.

·  A user added to a block list can neither exchange IM with, nor see presence information for, the owner of the list.

Administrators have full control over who in their organization is authorized for public IM connectivity. Once that permission is granted, however, a user can communicate with all of the public IM service providers enabled for the organization. You cannot authorize a user to communicate over one enabled public IM service provider but not over another one.

Administrators can authorize public IM connectivity on a per-user or group basis and change both individual and group authorizations as needed. Administrators can exercise additional control over spim (unsolicited commercial IM) by setting message filters that further restrict access from unverified users. For more information on message filtering, see Controlling Spim.

Enabling Federation with Public IM Service Providers

Enabling federation with the public IM service providers is a five-step process. These steps are explained in detail in the following sections:

260. Provision federation with the IM service providers.
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Your organization and the public IM service provider must exchange network connectivity information in order to activate federation. You perform this exchange by connecting to a Microsoft-hosted provisioning site and completing a form that initiates a provisioning request.
Note

Before completing the provisioning form and initiating the request to connect with the public IM service providers, you must have first purchased service licenses for Live Communications 2005 Public IM Connectivity and installed Live Communications Server 2005 SP1, pursuant to the terms and conditions of your Microsoft Volume Licensing agreement. Without first purchasing licenses, the provisioning process will not be completed.

261. Configure DNS on the Access Proxy
If you enable enhanced federation or you configure a public or private provider in the IM service providers table as described in Enabling Connections to Public IM Service Providers earlier in this guide, you must do the following:

· Publish a DNS-SRV record for _sipfederationtls._tcp.<domain>, where <domain> is the name of your organization’s domain, on the appropriate DNS server for the SIP domain hosted by your organization. This DNS server must be publicly accessible.

· To ensure that DNS-SRV queries are sent to the correct DNS server, provide the internal and external edges of the Access Proxy with the address of a DNS server that can resolve internal domains and can forward DNS queries for external domains to public DNS servers.

· Publish a DNS A record for the Access Proxy on an appropriate DNS server. A single record is sufficient for an array of Access Proxies.

For procedures on configuring DNS for public IM connectivity, see Configuring DNS on the Access Proxy.

262. Obtain public certificate.

Public IM connectivity requires Mutual TLS (transport layer security), using a certificate obtained from a public certification authority. For more information, contact an appropriate public certification authority. 

263. Configure the Access Proxy for federation.

Public IM connectivity requires that federation is enabled on the Access Proxy, as described in Configuring an Access Proxy for Federation.
264. Enable connections to public IM service providers.

Each IM service provider with which you want to federate must be enabled and configured on the Access Proxy. For more information, see Enabling Public IM Service Providers.

265. Authorize users for public IM connectivity.

You can authorize all your internal users, certain groups of users, or particular individuals. Users who are not authorized for public IM connectivity may nevertheless be authorized for other types of federation and remote user access. For more information, see Authorizing Users for Public IM Connectivity.

Provisioning Federation with a Public IM Service Provider

The first step in enabling public IM connectivity is to initiate provisioning with one or more of the public IM service providers (MSN, AOL, and Yahoo!).
After you purchase separate service licenses for public IM connectivity, you complete a Web form (http://r.office.microsoft.com/r/rlidLCS?clid=1033&p1=2&p2=library&p3=provision) for initiating provisioning requests. 

The following information is required to complete the form:

· Master Agreement Number

Identifies your company's Microsoft Business Agreement, which establishes the general terms and conditions of its relationship with Microsoft. Contact your software benefits administrator for this information.
· Enrollment Agreement Number

Identifies your company's purchase of licenses for public IM connectivity. Contact your software benefits administrator for this information.

· Names of your organization’s SIP domains.

· The FQDN of your organization’s Access Proxy.

· Network administrator contact information.

· Names of the public IM service providers with which you wish to federate.

Microsoft will send you an e-mail message confirming that it has received your provisioning information and is in the process of validating the request. Upon validation, Microsoft will send you a second e-mail message verifying that your information has been forwarded to the appropriate public IM service providers and providing an estimate of how long the process is likely to take. If the request is not validated, you will receive an e-mail message explaining how to resolve the issues responsible for the denial. 

After validating your Access Proxy and SIP domains, Microsoft will forward the information to the public IM service providers with which you wish to connect. The Public IM service providers will then provision their routing tables to direct instant messages targeting your SIP domains to the Access Proxy specified in the form. Once provisioning is complete, each public IM service provider informs Microsoft, which sends you a final e-mail message confirming that the process is complete. After you have received this final message, you can establish a connection from your Access Proxy to the public IM service providers to which you wish to connect .

After you provision federation with one or more public IM service providers, the next step is to configure your Access Proxy for mutual TLS (Transport Layer Security). This requires obtaining the necessary certificate from a public certification authority.

Caution

Provisioning is complex and involves routing changes to our partners’ networks. As a result, provisioning is optimized to work as a single threaded process. 

If you want to change provisioning data—specifically AP FQDN, SIP domains, and the partners to which you want to connect—you must wait until the provisioning request is complete before you submit the changes.

If you want to change provisioning data—specifically, AP FQDN, SIP domains, and the partners to which you want to connect—after provisioning has been completed, you will need to enter data for all for your existing providers, as well as for any new ones that you want to add. For this reason, please print and save the Thank you page that is displayed upon successful submission of your data. This page has the tracking number and a copy of the data that you submitted.

Configuring an Access Proxy for Federation

After you have provisioned federation with public IM service providers and configured DNS and a public certificate on your Access Proxy, you must configure your Access Proxy for federation.

[image: image83.wmf]To configure federation on an Access Proxy

1. On the Access Proxy, open Computer Management. Click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005, and then click Properties.

4. On the General tab, select Federate with other domains.

Enabling federation activates controls for specifying a default route, acting as a clearing house, and enabling archiving disclaimer notifications. If you want to enable any of these features, you can do so now by selecting the appropriate check box. 

5. Click OK.

Enabling Connections to Public IM Service Providers

After you have configured your Access Proxy for federation, you must enable connections to the public IM service providers with whom you have exchanged provisioning information. 

[image: image84.wmf]To enable connection to a public IM service provider

1. On the Access Proxy, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005, and then click Properties.

4. On the IM Provider tab, select the public IM service provider that you want to enable, and then click Edit.

5. In the Edit IM Service Provider dialog box, select the Allow this IM service provider checkbox, and then click OK.

6. Click OK or Apply to continue.
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Note

After you have completed this procedure, you must configure your firewall to allow any IP address to connect to port 5061 on the Access Proxy. For details about configuring your firewall, see your firewall documentation.

Disabling Connections to Public IM Service Providers

You can disable federation with a public IM service provider at any time. If you later want to reenable federation with a provider, simply repeat the procedure described in Adding an IM Service Provider earlier in this guide.

[image: image86.wmf]To disable federation with a public IM service provider

1. On the Access Proxy, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005, and then click Properties.

4. On the Provider tab, click Edit.

5. Clear the Allow this IM service provider check box.
6. Click OK or Apply to continue.

Authorizing Users for Public IM Connectivity

The final step to enabling public IM connectivity in your Live Communications Server 2005 SP1 deployment is to authorize your users for public IM connectivity. You must perform this step, even if you have already enabled them for federation or for remote access. 

The easiest way to configure multiple users for public IM connectivity is to use the Configure Users Wizard. You can access the wizard by using either the Active Directory Users and Computers snap-in or the Live Communications Server 2005 Administrative snap-in on a Live Communications Server attached to your SIP domain.

[image: image87.wmf]To configure multiple users for public IM connectivity by using the Active Directory Users and Computers snap-in

1. Click Start, point to All Programs, point to Administrative Tools, and then click Active Directory Users and Computers. 

2. Go to the folder where your user accounts reside. 

3. Do one of the following: 

· Right-click the Users folder or the folder where your user accounts reside, and then click Configure Users to configure all user accounts in this folder. 

· Click the Users folder. In the details pane, select the user or users that you want to configure, and then click Configure Users.

4. On the Welcome to the Configure User Wizard page, click Next. 

5. Under Configure Users for Public IM Connectivity, click Allow Users. 

6. On the Configure Operation Status page, if you want to export the log, click Export to save the XML file .

7. Click Finish.

[image: image88.wmf]To configure multiple users for public IM connectivity by using the Live Communications Server 2005 administrative snap-in

1. Click Start, point to All Programs, point to Administrative Tools, and then click Live Communications Server 2005. 

2. In the console tree, expand the forest node.

3. Expand subsequent nodes under the Domains node until you reach the domain that the server or pool resides in. 

4. Expand the Live Communications servers and pools node. 

5. Expand the server or pool. 

6. Do one of the following: 

· Right-click the Users folder, and then click Configure Users to configure all user accounts on this server or pool. 

· Click the Users folder, and in the Details pane, select the user or users that you want to configure, and then click Configure Users.

7. On the Welcome to the Configure User Wizard page, click Next. 

8. Under Configure Users for Public IM Connectivity, click Allow Users.

9. On the Configure Operation Status page, if you want to export the log, click Export to save the XML file . 

10. Click Finish.
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Note

To perform this task, you must be logged on as a member of the RTCDomainUserAdmins group.

You may also enable or disable public IM connectivity for individual users. 

[image: image90.wmf]To configure an individual user for public IM connectivity by using the Active Directory Users and Computers snap-in

1. Click Start, point to All Programs, point to Administrative Tools, and then click Active Directory Users and Computers. 

2. Go to the folder where your user accounts reside. 

3. Expand the folder.

4. Right-click the user account that you want to configure, and then select Properties.

5. On the Live Communications tab, make sure that the Enable Live Communications for this user check box is selected. If it is not, select it now.

6. Click Advanced Settings.

7. Under Federation Settings, select Enable public IM connectivity check box, and then click OK.
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Important

An individual user can be authorized for federation, public IM connectivity, remote access, or any combination of the three. Enabling public connectivity for a user does not require disabling federation or remote access.

8. Click OK.

[image: image92.wmf]To configure an individual user for public IM connectivity using the Live Communications Server 2005 administrative snap-in

1. Click Start, point to All Programs, point to Administrative Tools, and then click Live Communications Server 2005.

2. Click the Users folder. 

3. In the details pane, right-click the user and select Properties.

4. On the Live Communications tab, make sure that the Enable Live Communications for this user check box is selected. If it is not, do so now.

5. Click Advanced Settings.

6. Under Federation Settings, select the Enable public IM connectivity check box, and then click OK.
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Important

An individual user can be authorized for federation, public IM connectivity, remote access, or any combination of the three. Enabling public connectivity for a user does not require disabling federation or remote access.

7. Click OK.

Disabling public IM connectivity for one or more users

You can disable public IM connectivity for one or more users at any time. To do so, follow any of the procedures described above for enabling public IM connectivity for one or more users, but clear the Enable public IM connectivity check box where the procedure says to select it.

Configuring a Default Route to a Clearing House

For many organizations, the introduction of enhanced federation in Live Communications Server 2005 SP1 eliminates the need to use a clearing house. (For details about enhanced federation, see Enabling Enhanced Federation earlier in this guide.) Some organizations, however, will continue to prefer using a clearing house, either for its increased security or for its ability to provide an IM forum for multiple organizations sharing a common interest or goal.

A default route to a clearing house cannot coexist with IM service providers on the same Access Proxy or array of Access Proxies. If you want to configure a working default route to a clearing house, you must remove all entries from the IM service providers table. If you have configured an existing default route on an Access Proxy, you must also remove all entries from the IM service providers table in order for that route to be functional.

As a convenience, Live Communications Server 2005 SP1 populates the IM service providers table during installation with three public IM service providers (AOL, MSN, and Yahoo!). Although these three entries are all blocked, you must remove them in order to enable a default route to clearing house on an Access Proxy. 
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Note

Before performing the following procedure, remove all entries from the IM service providers table, as described in Removing an IM Service Provider.
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To configure a default route to a clearing house

1. On the Access Proxy, open Computer Management. Click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005, and then click Properties.

4. On the General tab, if the Federate with other domains check box is not already selected, select it now. If the Enable enhanced federation check box is selected, clear it.
5. Select the Use default route to clearing house check box.
Figure 10   Access Proxy General Properties page
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6. In the Network address box, type the FQDN of the clearing house’s Access Proxy.
7. Click Advanced Options to configure spim control. For a description of the options, seeControlling Spim later in this guide.
8. Click OK or Apply.
Blocking URLs

Live Communications Server 2005 SP1 includes an application, IMFilter.am, which provides a way to block potentially malicious URLs. IMFilter.am also blocks messages that attempt to initiate a file transfer. IMFilter.am is installed and enabled by default on the following Live Communications Server 2005 SPI server roles:

· Standard Edition 

· Enterprise Edition 

· Director

· Access Proxy

IMFilter.am is not installed on Live Communications Server 2005 SP1 Proxy, Back-End Database, or Archiving servers.

The filter blocks IM containing URLs clickable by users running Communicator 2005 or Windows Messenger 5.1. Users will still be able to send a URL by prepending an underscore character (_) — for example, _contoso.com — but in order to follow the link, recipients will have to copy the URL (minus the underscore character) to their browsers. The time it takes to do this may itself act as a deterrent. An even more reliable deterrent is to educate your users about the danger of activating unknown URLs received through IM (and email) and to direct them as a matter of organizational policy not to do so. 
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Important

IMFilter.am should always run as the first application on the server.

The filter may be disabled on one or more servers, but our recommendation is to leave it enabled on all servers. If you must disable a filter on one or more servers, you can expect the following consequences:

· If you disable the filter on one server, IM between clients connected to that server will not be filtered. IM from a client connected to that server but destined for a client connected to another server will be filtered only on arrival at the destination server.

· If you disable the filter on some servers but not others, the results will be similar to those of the preceding case, depending on the origin and destination of the message.

· If you disable the filter on all servers, no IM will be scanned or blocked in your deployment. If a federated partner is running the filter, however, all IM sent to that partner will be blocked unless it too has disabled the filter.

· If you disable the filter on the Access Proxy, filtering will occur only after messages have passed into your internal network.

If you must disable IMFilter.am on a server, use the following procedure.
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To disable URL blocking

266. On a Standard Edition or Enterprise Edition server, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

267. If necessary, expand Services and Applications and Microsoft Office Live Communications Server 2005.

268. Right-click Applications, and then click Properties.

269. In the Available applications table, click http://www.microsoft.com/LCS/IMFilter.

270. Under Details, clear the Enabled check box, and then click OK.

Controlling Spim 

With Live Communications Server 2005 SP1, you can filter incoming communications from federated partners and public IM service providers for the purpose of controlling spim (unsolicited commercial IM). This capability is especially useful in blocking unsolicited messages from users of public IM services, but it also provides an additional layer of control over communications from other federated partners and clearing houses.

Public IM service providers can mark their users as “verified” or “unverified.” A verified user is one for whom the provider has information of some kind, such as a credit card number or e-mail address, confirming that person’s identity as a user of record. An unverified user is one for whom no such information exists.

Message filter controls determine how the Access Proxy will mark incoming messages, depending on whether they are verified by the sender. The three options are as follows:

· Allow communications only from users on recipient’s contact list.

This setting means that you do not trust verification levels asserted by the IM service provider. If you choose this option, the Access Proxy marks all incoming presence subscription requests as unverified. If the sender is already on the recipient’s allow list, the internal server will respond to that request; otherwise, the request is rejected. Similarly, requests for an IM session that are marked as unverified are rejected by the client.

· Allow communications only from users verified by this provider.

This setting is the default. It means you trust the IM service provider’s verification level and you handle incoming messages accordingly. Requests marked as unverified are handled as described for the previous option. Requests marked as verified are handled as described for the following option. 

· Allow all communications from this provider.

This setting means that you accept all messages, whether they are verified or not. If you choose this option, the Access Proxy marks all messages as verified. The recipient’s home pool or server notifies the client, and all messages are handled according to settings on the client. In the case of presence subscription requests, the following settings determine how the message is handled:

· Allow: The sender’s request is accepted and the sender will be able to see the recipient’s presence information. 

· Block: The request is rejected. 

· Prompt: The recipient is asked whether to allow the sender to see presence information.

In the case of IM invitations, the response depends on the client software:

· If the client is Microsoft Office Communicator, the request is accepted unless external senders are explicitly blocked by a rule in the user’s allow or block list. In addition, IM invitations can be blocked if a user has elected to block all IM from users who are not on his or her allow list.

· If the client is Windows Messenger 5.1, the request is blocked unless the sender is explicitly allowed. 
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To filter communications from a federated partner

1. On the Access Proxy, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005, and then click Properties.

4. On the Allow tab, click Add.

5. In the Federated partner Access Proxy box, type the FQDN of the federated partner’s Access Proxy.

6. In the Federated partner domain name box, type the FQDN of the federated partner domain.

7. Click an option for filtering incoming communications. The default (which we recommend that you accept) is Allow communications only from users verified by this federated partner.

8. Click OK twice.
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To filter communications from a clearing house

1. On the Access Proxy, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005, and then click Properties.

4. On the General tab, select the Use default route to clearing house check box if it is not already selected, and then click Advanced Options.

5. Click an option for filtering incoming communications. The default (which we recommend that you accept) is Allow communications only from users verified by this federated partner.

6. Click OK twice.
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To filter communications from a public IM service provider

1. On the Access Proxy, click Start, point to All Programs, point to Administrative Tools, and then click Computer Management.

2. If necessary, expand Services and Applications.

3. Right-click Microsoft Office Live Communications Server 2005 and then click Properties.

4. On the IM Provider tab, select a public IM service provider and click Edit.

5. In the Edit IM Service Provider dialog, select an option for filtering incoming communications. 

6. Click OK.
Appendix A. Active Directory Schema Extensions
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Schema Locked for Live Communications Server 2005, SP1

Microsoft has completed the Active Directory schema changes for Live Communications Server 2005, 
Service Pack 1. This schema is therefore locked for
the final release of SP1. Locking the schema enables enterprises to begin planning SP1 deployment in 
advance of the final product release.
The Active Directory schema contains formal definitions of every object class that can be created in an Active Directory forest. The schema also contains formal definitions of every attribute that can exist on an Active Directory object. The Active Directory global catalog contains replicas of all the objects for the forest, along with a subset of the attributes for each object. 

Live Communications Server 2003 added new attributes and objects to the Active Directory schema. The changes included:

· Adding mostly static attributes to the user and contact objects, such as SIP (Session Initiation Protocol ) address and home server. Some of these attributes are marked for global catalog replication.

· Creating a new Microsoft container under both the System and Computer containers. The Microsoft containers are the new standard locations for all Microsoft settings.

· Creating a new RTC Service object under the System\Microsoft object and a new Global Settings object under the RTC Service Object. The Global Settings object holds all settings that apply throughout the Live Communications Server 2003 deployment. The RTC Service Object holds the Global Settings object, along with the msRTCSIP domain objects.
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Note

These new containers should be managed only through the Windows Management Interface (WMI). Direct editing or management is unsupported and can produce undesirable results.

Live Communications Server 2003 added five new classes and 34 new attributes. Live Communications Server 2005 further extends the Active Directory schema by adding seven new classes and 18 new attributes. This appendix describes the extensions that are new for Live Communications Server 2005.

New Active Directory Classes

Live Communications Server 2005 adds five standard and two auxiliary classes to the Active Directory schema. Both standard and auxiliary classes can contain attributes. Unlike standard classes, auxiliary classes cannot be instantiated as objects; they serve as a convenient way to group related attributes. Figure 11 shows the new classes that are introduced by Live Communications Server 2005. All Live Communications Server classes and attributes take as a prefix the string “msRTCSIP.”

Figure 11   Active Directory classes specific to Live Communications Server 2005
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Figure 12 depicts the relationships among the classes shown in Figure 8. Arrows with thick lines indicate the direction of the relationship. The text interrupting each arrow lists the attribute that defines the nature of the relationship. For example, a SIP-enabled user or contact contains a link to a Live Communications Server 2005, Enterprise Edition, pool through the msRTCSIP-PrimaryHomeServer attribute. This attribute specifies the user’s registration server and whether it is running Live Communications Server 2003, Standard Edition, or Live Communications Server 2005, Enterprise Edition. 

Figure 12 .  Relationships among new Active Directory classes in Live Communications Server 2005
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When a Standard Edition Server, Enterprise Edition Server, or proxy server is installed on a computer joined to a forest or domain, an msRTCSIP-Server object is created as a connection point to the computer object. If the server is running Live Communications Server 2005, Enterprise Edition, its msRTCSIP-Server object points to a pool object to which it belongs. If it is a home server running Live Communications Server 2003, Standard Edition, its msRTCSIP-Server object does not point to a pool object. In either case, a corresponding msRTCSIP-TrustedServer object is created for this server. The set of msRTCSIP-TrustedServer objects also includes Live Communications Server 2003 Standard Edition home servers from the same forest or, in the case of a cross-forest topology, from different forests. No Live Communications Server 2005 Access Proxy servers or Live Communications Server 2005 Proxy servers can be trusted servers (that is, represented by an msRTCSIP-TrustedServer object). All Access Proxy servers are represented in the schema as msRTCSIP-EdgeProxy objects. 

Live Communications Server adds the following classes to the Active Directory schema. Classes introduced with Live Communications Server 2005 are marked “(new).”

msRTCSIP-Server

This class represents a single SIP server.

msRTCSIP-EnterpriseServerSettings

This auxiliary class to msRTCSIP-Server holds attributes representing settings for SIP servers.

msRTCSIP-Service

This class holds the global settings container and msRTCSIP-domain objects.

msRTCSIP-GlobalContainer

This class holds all settings that apply throughout an Live Communications Server deployment.

msRTCSIP-Registrar

This auxiliary class to msRTCSIP-GlobalContainer holds attributes representing user settings maintained by the SIP registrar servers.

msRTCSIP-Search

This auxiliary class to msRTCSIP-GlobalContainer holds attributes that limit and control the scope of search results.

msRTCSIP-Federation (new)

This new auxiliary class to msRTCSIP-GlobalContainer holds all settings related to federation.

msRTCSIP-Archive (new)

This new auxiliary class to msRTCSIP-GlobalContainer holds all settings related to archiving.

msRTCSIP-Pools (new)

This class holds multiple Live Communications Server 2005, Enterprise Edition, pools and does not have any attributes itself.

msRTCSIP-Pool (new)

This class represents a single Live Communications Server 2005 pool. 

msRTCSIP-PoolService (new)

This class represents the service connection point of a pool. Users homed on a pool have their msRTCSIP-PrimaryHomeServer attribute point to an instance of this class.

msRTCSIP-TrustedServer

This class holds attributes identifying whether the server is a trusted server.

msRTCSIP-Domain

This class holds attributes that define the configured domains of the SIP registrar.

msRTCSIP-EdgeProxy (new)

This class container represents a single Live Communications Server Access Proxy. Because an Access Proxy is deployed in the perimeter network (also known as DMZ, demilitarized zone, and screened subnet), and customers usually do not allow Active Directory access from the perimeter network, Access Proxies are not joined to the intranet’s Active Directory network. Therefore, Access Proxies are not automatically registered in Active Directory. The administrator must manually configure the existence of each Access Proxy in Active Directory. 

msRTCSIP-ArchivingServer (new)

This class represents a single instant messaging archiving server. An instance of this class is created when a computer is activated as an instant messaging archiving server, such as a computer with the Instant Messaging Archiving Service installed.

New Active Directory Attributes 

Live Communications Server 2005 SP1 adds 25 new attributes to the Active Directory schema. Eight attributes added previously by Live Communications Server 2003 have been removed from the Active Directory schema for Live Communications Server 2005. These obsolete attributes will not be present in an Active Directory that is being extended for the first time by Live Communications Server 2005 only. If your Active Directory has been previously extended by Live Communications Server 2003, a tool, Lcsclean.wsf, is available to clear those obsolete attributes. An existing Active Directory attribute, dnsHostName, is associated with two Live Communications Server classes.

The following list shows all attributes and associated classes for Live Communications Server 2005, including Service Pack 1. New and obsolete attributes are so noted. Attributes associated with additional classes are marked “(add).” Attributes marked with an asterisk (*) are reserved. Attributes new for Live Communications Server 2005 SP1 are in bold type and marked “(new SP1)”.

User

msRTCSIP-PrimaryUserAddress

msRTCSIP-HomeServer (obsolete)

msRTCSIP-HomeServerString (obsolete)

msRTCSIP-UserEnabled

msRTCSIP-IsMaster (obsolete)

msRTCSIP-TargetHomeServer

msRTCSIP-OriginatorSID

msRTCSIP-PrimaryHomeServer

msRTCSIP-FederationEnabled (new)

msRTCSIP-InternetAccessEnabled (new)

msRTCSIP-ArchivingEnabled (new)

msRTCSIP-UserExtension * (new SP1)

msRTCSIP-OptionFlags (new SP1)

msRTCSIP-Line (new SP1)

msRTCSIP-LineServer (new SP1)

Contact

msRTCSIP-PrimaryUserAddress

msRTCSIP-HomeServerString (obsolete)

msRTCSIP-UserEnabled

msRTCSIP-OriginatorSID

msRTCSIP-PrimaryHomeServer (add)

msRTCSIP-TargetHomeServer (add)

msRTCSIP-FederationEnabled (new)

msRTCSIP-InternetAccessEnabled (new)

msRTCSIP-ArchivingEnabled (new)

msRTCSIP-UserExtension * (new SP1)

msRTCSIP-OptionFlags (new SP1)

msRTCSIP-Line (new SP1)

msRTCSIP-LineServer (new SP1)

Computers

serviceConnectionPoint

msRTCSIP-Server 

msRTCSIP-EnterpriseServerSettings

msRTCSIP-EnterpriseServices

msRTCSIP-HomeUsers (obsolete)

msRTCSIP-PoolAddress (new)

msRTCSIP-ServerData *

msRTCSIP-Service

msRTCSIP-GlobalContainer

msRTCSIP-Registrar

msRTCSIP-Search

msRTCSIP-Federation

msRTCSIP-Registrar

msRTCSIP-MinRegistrationTimeout

msRTCSIP-DefRegistrationTimeout

msRTCSIP-MaxRegistrationTimeout

msRTCSIP-MinPresenceSubscriptionTimeout

msRTCSIP-DefPresenceSubscriptionTimeout

msRTCSIP-MaxPresenceSubscriptionTimeout

msRTCSIP-MinRoamingDataSubscriptionTimeout

msRTCSIP-DefRoamingDataSubscriptionTimeout

msRTCSIP-MaxRoamingDataSubscriptionTimeout

msRTCSIP-SubscriptionAuthRequired (obsolete)

msRTCSIP-NumDevicesPerUser

msRTCSIP-MaxNumSubscriptionsPerUser

msRTCSIP-EnableBestEffortNotify (new)

msRTCSIP-UserDomainList (new)

msRTCSIP-GlobalSettingsData *

msRTCSIP-Search

msRTCSIP-SearchMaxResults

msRTCSIP-SearchMaxRequests

msRTCSIP-MaxNumOutstandingSearchPerServer

msRTCSIP-Federation (new)

msRTCSIP-DefaultRouteToEdgeProxy (new)

msRTCSIP-DefaultRouteToEdgeProxyPort (new)

msRTCSIP-EnableFederation (new)

msRTCSIP-Archive (new)

msRTCSIP-ArchiveDefault (new)

msRTCSIP-ArchiveFederationDefault (new)

msRTCSIP-Domain

msRTCSIP-DomainName

msRTCSIP-WMIInstanceId (obsolete)

msRTCSIP-DomainData *

msRTCSIP-TrustedServer

msRTCSIP-TrustedServerFQDN

msRTCSIP-IsMaster (obsolete)

msRTCSIP-TrustedServerVersion (new)

msRTCSIP-TrustedServerData *

msRTCSIP-EdgeProxy (new)

msRTCSIP-EdgeProxyFQDN (new)

msRTCSIP-EdgeProxyData * (new)

msRTCSIP-ArchivingServer (new)

dnsHostName (new)

msRTCSIP-ArchivingServerData *

msRTCSIP-Pools (new)

msRTCSIP-Pool (new)

msRTCSIP-PoolDisplayName (new)

msRTCSIP-BackEndServer (new)

msRTCSIP-PoolType (new)

dnsHostName (new)

msRTCSIP-PoolData * (new)

msRTCSIP-PoolService (new)

msRTCSIP-FrontEndServers (new)

msRTCSIP-PoolVersion (new SP1)

msRTCSIP-HomeServer (obsolete)

msRTCSIP-HomeServerString (obsolete)

msRTCSIP-IsMaster (obsolete)

msRTCSIP-HomeUsers (obsolete)

msRTCSIP-SubscriptionAuthRequired (obsolete)

Attribute Descriptions

This section describes the Active Directory schema attributes that are new for Live Communications Server 2005. The naming convention for attributes begins with the name of the class to which the attribute belongs, followed by the qualifier for that attribute.

For example, if an attribute that specifies the version number of the server needs to be added to the Archive class, the naming convention is shown in Table 5.

Table 5   Example of naming convention for attributes

	Class name
	Purpose
	Attribute name

	msRTCSIP-Archive
	+
	Version
	=
	msRTCSIP-ArchiveVersion


msRTCSIP-FederationEnabled (new)

Controls whether a single user is enabled for Federation. Enforced by the Enterprise Services layer. Marked for global catalog replication.

Valid values are TRUE or FALSE.

msRTCSIP-InternetAccessEnabled (new)

Controls whether a single user is enabled for outside user access. Enforced by the Enterprise Services layer. Marked for global catalog replication.

Valid values are TRUE or FALSE.

msRTCSIP-ArchivingEnabled (new)

Controls whether a single user’s communications are to be archived. Enforced by the Archiving Agent layer. Marked for global catalog replication.

Valid values: 

· 0 – Use the default value defined by msRTCSIP-ArchiveDefault, msRTCSIP-ArchiveFederation in this order of precedence

· 1 – Archive

· 2 – Do not archive

· 3 – Archive without the message body

msRTCSIP-PrimaryHomeServer (add)

Enables a user or contact for SIP messaging. Added to the contact class because in the central forest topology, contact objects, not user objects, are SIP enabled.

Valid value is the domain name of the home server or pool where on which a user is homed. 

msRTCSIP-TargetHomeServer (add)

Enables moving a user or contact from one Live Communications Server to another. Added to the contact class because in the central forest topology, contact objects, not user objects, are SIP enabled.

Valid value is the distinguished name of the target Standard Edition server or Enterprise Edition pool to which a user is to be moved. 

msRTCSIP-PoolAddress (new)

Specifies a link back to the pool to which a computer belongs. This attribute is set regardless of whether the computer is running the Standard Edition or the Enterprise Edition of Live Communications Server. Marked for global catalog replication.

Valid value is the domain name of the pool. 

msRTCSIP-GlobalSettingsData
Stores name:value pairs. The already defined name:value pair is for the “allow polling for presence” setting.

msRTCSIP-DefaultRouteToEdgeProxy (new)

Specifies the FQDN (fully qualified domain name) of either the Live Communications Server, Access Proxy Server, if directly accessible, or of the hardware load balancer for a bank of Access Proxies. If the Access Proxies are accessible only through one or more Live Communications Server Directors, this attribute specifies the FQDN and, optionally, the port number of the Director or of the hardware load balancer serving a bank of Directors.

Valid value for each segment is 63 characters; for the entire FQDN, 255 characters. 

msRTCSIP-DefaultRouteToEdgeProxyPort (new)

Represents the port number that should be used to connect to the Live Communications Server Access Proxy. 

Valid value is an integer value specifying the port to be used. The default value is 5061.

msRTCSIP-EnableFederation (new)

A global switch that IT administrators use to configure whether users are allowed to communicate with users from other organizations. Enables an administrator to overwrite an individual user’s FederationEnabled attribute. This attribute can be useful to protect the internal network from Internet attacks that may be caused by worms, viruses, or targeted attacks on the company.

Valid values: 

· TRUE – Allow federation

· FALSE – Block federation

msRTCSIP-ArchiveDefault (new)

Specifies the global default within the forest boundary for whether all users’ communications are to be archived. Enforced by the Archiving Agent layer. 

Valid values: 

· TRUE – Archive all users

· FALSE – Do not archive all users

msRTCSIP-ArchiveDefaultFlags (new)

Controls globally within the forest boundary how users’ communications within an internal network are archived. This attribute is enforced only when the attribute msRTCSIP-ArchiveDefault is set to TRUE.

Valid values: 

· 0 – Archive the message body.

· 1 – Do not archive the message body.

msRTCSIP-ArchiveFederationDefault (new)

Specifies the global default within the forest boundary for whether all communications with federated partners are to be archived. Enforced by the Archiving Agent layer. 

Valid values: 

· TRUE – Archive all communications with federated partners

· FALSE – Do not archive all communications with federated partners

msRTCSIP-ArchiveFederationDefaultFlags (new)

Controls globally within the forest boundary how users’ communications with federated partners are archived. This attribute is enforced only when the attribute, msRTCSIP-ArchiveFederationDefault, is set to TRUE.

Valid values: 

· 0 – Archive the message body.

· 1 – Do not archive the message body.

msRTCSIP-EnableBestEffortNotify (new)

Controls whether a server generates a Best Effort NOTIFY (BENOTIFY) request, instead of a NOTIFY request, in response to a SUBSCRIBE request from a client. BENOTIFY is a performance-enhancing extension to the subscribe notification handshake where the server will generate BENOTIFY requests instead of regular NOTIFY requests. The performance benefit is that a BENOTIFY request does not require a 200 OK response from the client as the NOTIFY request does.

Valid value is TRUE or FALSE.

[image: image106.wmf]
Note

Live Communications Server 2003 does not support BENOTIFY requests. To interoperate with server applications written with the Live Communications Server 2003 server API running on Live Communications Server 2005 and third-party servers, BENOTIFY requests can be disabled by setting its value to FALSE. BENOTIFY is not currently part of the IETF (Internet Engineering Task Force) SIP standardization process.

msRTCSIP-UserDomainList (new)

Provides a list of all the domains in a forest that host SIP-enabled users. The default is an empty list, indicating that all domains in the forest are SIP enabled.

Valid values are multiple strings representing the domain names of individual domains. 

msRTCSIP-TrustedServerVersion (new)

Specifies the version number of a server in the trusted server list.

Valid values:

· NULL – Live Communications Server 2003

· 2 – Live Communications Server 2005

msRTCSIP-EdgeProxyFQDN (new)

Specifies the FQDN of the Live Communications Server Access Proxy Server. 

Valid value for each segment is 63 characters; for the entire FQDN, 255 characters. 

msRTCSIP-EdgeProxyData (new)

Reserved for future use.

dnsHostName (new)

An existing attribute in Active Directory now associated with the new msRTCSIP-Archive and msRTCSIP-Pool classes. Specifies the FQDN of a pool as registered in DNS.

Valid value for each segment is 63 characters; for the entire FQDN, 255 characters. 

msRTCSIP-PoolDisplayName (new)

An arbitrary name for a pool that is displayed by the management console. This name can be changed by the administrator.

Valid value is a string representing the name of a pool.

msRTCSIP-BackEndServer (new)

Specifies the FQDN of the back-end server of the pool. Because there can only be a single back-end server per pool, this is a single-valued attribute. 

Valid value for each segment is 63 characters; for the entire FQDN, 255 characters. 

msRTCSIP-PoolType (new)

Specifies whether a server pool is running Live Communications Server, Standard Edition, or Live Communications Server, Enterprise Edition. 

Valid values:

1. Live Communications Server, Standard Edition

2. Live Communications Server, Enterprise Edition

msRTCSIP-FrontEndServers (new)

A multivalued list of the domain names of all Live Communications Server, Enterprise Edition, servers associated with a pool.

msRTCSIP-PoolVersion (new SP1)

Defines the pool version. An integer type that is incremented with each major product release.

Valid values:

2.1   Live Communications Server 2005 SP1

msRTCSIP-OptionFlags

Different options that are enabled for the user or contact object. This attribute is a bit-mask value of type integer. Each option is represented by a bit. This attribute is marked for Global Catalog replication.

The valid value types are:

· Public Cloud Enabled – 1 

· Reserved - 2 

· Reserved - 4 

· Reserved - 8 

· RCC (remote call control) Enabled [Telephony] – 16 

msRTCSIP-Line 

This single valued attribute contains the device ID (either the SIP URI or the TEL URI of the phone the user controls) used by Microsoft Office Communicator for telephony. This attribute is marked for Global Catalog replication and is indexed.

msRTCSIP-LineServer 

This single-valued attribute contains the SIP URI of the CSTA-SIP gateway server. This attribute is marked for Global Catalog replication but is not indexed.

msRTCSIP-UserExtension 

This multivalued attribute contains a list of name-value pairs in the format of “name=value”. This attribute is marked for Global Catalog replication. 

Cleaning up the Live Communications Server 2003 Schema

If your Active Directory schema was extended by Live Communications Server 2003 and then again by Live Communications Server 2005, you can remove the following obsolete attributes:

msRTCSIP-HomeServer (User object)

msRTCSIP-HomeServerString (User and Contact objects)

msRTCSIP-IsMaster (User object)

msRTCSIP-HomeUsers (Computer object)

msRTCSIP-SubscriptionAuthRequired (msRTCSIP-Service object)

msRTCSIP-WMIInstanceId (msRTCSIP-Service object)

msRTCSIP-IsMaster (msRTCSIP-TrustedServer object)







72

_1172474142

_1173686681

_1173694704

_1173686530

_1172584567

_1164799135

_1167131877

_1141130774.vsd
�

As you add text, the rectangle's height increases. Vary the width by stretching a side.


msRTCSIP-Service
(existing)


msRTCSIP-GlobalContainer
(existing)


msRTCSIP-Registrar
(auxiliary)


msRTCSIP-TrustedServer
(existing)


msRTCSIP-Search
(auxiliary)


msRTCSIP-Domain
(existing)


msRTCSIP-EnterpriseServerSettings
(auxiliary)


Users


Contacts


Computers


serviceConnectionPoint


msRTCSIP-Server
(existing)


msRTCSIP-Pools
(new)


msRTCSIP-Pool
(new)


Auxiliary Class


Class


LCS AD Schema


serviceConnectionPoint


1


1


1


1


1


x


y


k


n


l


1


z


1:1


1:1


k


k


Container
(existing)


z


1:1


msRTCSIP-PoolService
(new)


z


1:1


New LCS Class


Existing LCS Class


msRTCSIP-EdgeProxy
(new)


m



_1146399795.vsd
�

msRTCSIP-Service
(RTC Service)


msRTCSIP-GlobalContainer
(Global Settings)


Users


msRTCSIP-TrustedServer


Contacts


msRTCSIP-TrustedServerFQDN *


msRTCSIP-EnterpriseServerSettings


x


y


Computers


serviceConnectionPoint


msRTCSIP-Server


msRTCSIP-Pools


msRTCSIP-Pool


Auxiliary Class


Class


Class Relationship


msRTCSIP-PrimaryHomeServer


serviceConnectionPoint


1


1


1


k


n


1


z


k


k


msRTCSIP-PoolAddress


v1.5


v1.0


* If a computer in the forest is an LCS server, then a corresponding TrustedServer object is created and linked to its computer object


Container


z


msRTCSIP-EdgeProxy


m


msRTCSIP-PoolService
(existing)


z


k


msRTCSIP-FrontEndServers


dnsHostName


msRTCSIP-ArchivingServer


p



