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Microsoft Windows Media Services 9 Series and Windows Media Services Version 4.1 – Performance Comparison 

Test report prepared under contract from Microsoft Corporation
Executive summary

	Key findings

	· Overall, the testing shows that in all of our test configurations, Windows Server 2003 running Windows Media Services 9 Series supported significantly more simultaneous streaming media connections compared to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using the same hardware configurations. 

· Our test results show that Windows Server 2003 running Windows Media Services 9 Series uses improved file caching to significantly increase the number of simultaneous streaming media connections.
· The most significant increase of 258%, 20,031 streaming connections, was realized for the 22 Kbps Modem Dial-Up content with an on-demand publishing point test using HTTP. 
· An increase of 323%, 2,607 streaming connections, was observed for the 300 Kbps DSL/Broadband content with an on-demand publishing point test using HTTP.

· An increase of 270%, 921 streaming connections, was observed for the 1 Mbps Intranet content with an on-demand publishing point test using HTTP.




VeriTest, a division of Lionbridge Technologies, Inc., independently verified and compared the performance and scalability of the media services in two Windows® operating systems: first, Microsoft Windows Server™ 2003 using Microsoft Windows Media® Services 9 Series, and second, Microsoft Windows 2000 Advanced Server SP3 using Windows Media Services version 4.1. We measured performance in terms of the maximum number of client connections that the system sustained and the quantity of resources that the system consumed. 

Windows Media Services 9 Series provides streaming audio and video over corporate intranets and the Internet. It is an installable component in Windows Server 2003 Standard, Enterprise, and Datacenter Editions. In Windows Server 2003 Standard Edition, Windows Media Services 9 Series delivers basic streaming functions such as unicast and server-side playlists. In Windows Server 2003, Enterprise Edition and Windows Server 2003, Datacenter Edition, Windows Media Services 9 Series delivers advanced streaming functionality such as multicasting, wireless network support, Internet authentication, server plug-ins, and cache/proxy application programming interfaces, in addition to the basic streaming media functions. For more information, see the following Web site:
http://www.microsoft.com/windows/windowsmedia/9series/server/version.aspx
The purpose of our test was to verify that Windows Server 2003 running Windows Media Services 9 Series is capable of supporting more simultaneous streaming media connections than Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 while using identical streaming content. We tested Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive media data store; on the system running Windows 2000 Advanced Server SP3, we used two types of media data stores a separate single hard disk drive and a 3-disk RAID 0 volume. Our intent was to show that Windows Server 2003 running Windows Media Services 9 Series can do more with a smaller hard disk capacity. 

For these streaming media tests, we set up two identical HP/Compaq Proliant ML530 G2 servers, each configured with dual 2.4 gigahertz (GHz) Intel Xeon processors, 4 gigabytes (GB) of RAM, 2 Compaq NC6136 fiber-optic gigabit Ethernet adapters, and a Compaq 5312 Smart Array Controller using four 36 GB Ultra SCSI 15,000 RPM hard disk drives. On one server we installed Windows Server 2003, build 3875, using a separate single hard disk drive as the media data store; on the second server we installed Windows 2000 Advanced Server SP3, using a separate single hard disk drive media data store and a 3-disk RAID 0 volume as the media data store. To generate the test workload against each of the media services, we used Microsoft's Windows Media Services 9 Series Load Simulator tool. This tool runs on one or more client computers and simulates a large number of clients requesting streaming content. We installed a copy of WMLoad v9.00.25.00 on 30 identical Dell PowerEdge 350 systems that were configured with single PIII/850 megahertz (MHz) processors, 512 megabytes (MB) RAM each, and single 100 megabits per second (Mbps) NICs, each running Windows 2000 Server SP3.

We split these 30 network clients into two segments of 15 clients each and connected them through two Extreme Summit48 Fast Ethernet switches. To balance the load on each media server and prevent a network throughput bottleneck, we configured each segment as a separate virtual LAN (VLAN). We then connected one 15-client network segment to each of the two Compaq NC6136 fiber-optic gigabit Ethernet adapters that were installed in the media server. We connected the media server by using the gigabit ports on each of the two Extreme Summit48 Fast Ethernet switches. The Extreme switches were set to auto-negotiate line speed and duplex, resulting in two connections running at a rate of one gigabit per second and full duplex. We set all ports on the Extreme switches to auto-negotiate line speed and duplex, resulting in client connections of 100 Megabits per second and full duplex.

For the workload content, we created three constant bit-rate streaming files by using the Windows Media 9 Series encoder. Windows Media Encoder 9 Series is a tool for producing content that takes advantage of the many new features in Windows Media 9 Series, including high-quality multi-channel sound, high-definition video quality, and support for mixed-mode voice and music content. Specifically, we tested by using the following Windows Media-based content: 

· A 60-minute, 22 Kbps, constant bit-rate (CBR) audio stream

· A 60-minute, 300 Kbps, mixed CBR audio and video stream

· A 60-minute, 1 Mbps, mixed CBR audio and video stream

We tested by increasing the number of clients running multiple simultaneous streams and then continued increasing the number of streams until:

· The quality of the streaming content that was being delivered to the clients diminished.
· The media server that was being tested could not sustain additional connections.
· The System Monitor log files that we captured for each test indicated that the server could no longer support the sum of all client-requested media.
For these streaming media tests, we repeated the same workload tests three times on each specific media server configuration. We define a configuration as one hardware and operating system configuration, one bit rate, one network connection protocol (HTTP, RTSPU, or RTSPT), and one type of publishing point. For further information about each of these network connection protocols and how they differ from each other, see the "Testing methodology" section of this report.

For each test configuration, we ran an initial test to determine a target failover point of maximum sustained client connections. Next, we repeated the test two additional times and used the average of the last two values to determine the maximum number of sustained streams for each test configuration. After completing each individual test iteration, we rebooted the media server and workload clients to return them back to the same starting point. For a complete description of each of these tests and the content that we used, see the "Testing methodology" and "Test results" sections of this test report.

For complete details of all test configurations, see the "Test results" section of this report.

Modem Dial-Up 22 Kbps On-Demand HTTP test results

The most significant increase—258 percent—resulted from one On-Demand publishing point test. This test compared, on the one hand, Windows Server 2003 running Windows Media Services 9 Series (and incorporating the ServerNameSpace.xml change), which achieved an average of 20,031 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, which reported an average of 5,598 streaming connections. For this test, both configurations stored the Modem Dial-Up 22 Kbps On-Demand content on a single hard disk drive.
In addition, a 111 percent increase resulted when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive, HTTP, and the ServerNameSpace.xml change (an average of 20,031 streaming connections) to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using the identical configuration with the addition of a 3-disk RAID 0 data store (an average of 9,502 streaming connections). 

An increase of 52 percent resulted from the 22 Kbps Modem Dial-Up content with an on-demand publishing point test using HTTP. Figure 1 shows Windows Server 2003 running Windows Media Services 9 Series with a single hard disk drive achieved an average of 14,456 simulated streaming connections. Windows 2000 Advanced Server SP3 using Windows Media Services 4.1, using the same hardware configurations with the addition of a 3-disk RAID 0 data store, achieved an average of 9,502 simulated streaming connections. 
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Figure 1: Modem Dial-Up 22 Kbps On-Demand HTTP test results

Modem Dial-Up 22kbps Broadcast test results 

An increase of 63 percent resulted from the 22 Kbps Modem Dial-Up content with a broadcast publishing point test using HTTP. Figure 2 shows that Windows Server 2003 running Windows Media Services 9 Series achieved an average of 19,575 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using the same hardware configuration, achieved an average of 11,998 simulated streaming connections.
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Figure 2: Modem Dial-Up 22 Kbps Broadcast test results

DSL/Broadband 300 Kbps On-Demand test results

For these tests, the most significant increase—323 percent—resulted from one On-Demand publishing point test. This test compared Windows Server 2003 running Windows Media Services 9 Series, which achieved an average of 2,607 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, which reported an average of 616 streaming connections. For this test, both configurations stored the DSL/Broadband 300 Kbps content on a single hard disk drive.

In addition, we found a 148 percent increase when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive and HTTP (an average of 2,607 streaming connections), to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 and using the identical configuration with the addition of a 3-disk RAID 0 data store for its DSL/Broadband 300 Kbps content (an average of 1,052 streaming connections). 
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Figure 3: DSL/Broadband 300 Kbps On-Demand test results

DSL/Broadband 300 Kbps Broadcast test results

An increase of 126 percent resulted for the 300 Kbps DSL/Broadband content with a broadcast publishing point test using HTTP. Figure 4 shows that Windows Server 2003 running Windows Media Services 9 Series achieved an average of 3,122 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using the same hardware configuration, achieved an average of 1,382 simulated streaming connections.
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Figure 4: DSL/Broadband 300 Kbps Broadcast test results

Intranet 1 Mbps On-Demand test results

The most significant increase for the Intranet 1 Mbps On-Demand HTTP test —270 percent—resulted from one test. This test compared Windows Server 2003 running Windows Media Services 9 Series (an average of  921 streaming connections) to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 (an average of 249 streaming connections). For both configurations, the Intranet 1 Mbps On-Demand content was located on a single hard disk drive.

A 165 percent increase occurred when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive and HTTP (an average of 921 streaming connections), to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using the identical configuration with the addition of a 3-disk RAID 0 data store for Intranet 1 Mbps On-Demand content (an average of 348 streaming connections). 
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Figure 5: Intranet 1 Mbps On-Demand test results

Intranet 1 Mbps Broadcast test results 

An increase of 132 percent resulted from the Intranet 1Mbps content in a broadcast publishing point test using HTTP. Figure 6 shows that Windows Server 2003 running Windows Media Services 9 Series achieved an average of 1,155 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using the same hardware configuration, achieved an average of 497 simulated streaming connections.
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Figure 6: Intranet 1 Mbps Broadcast test results

Conclusion

Overall, the testing shows that in all of our test configurations, Windows Server 2003 running Windows Media Services 9 Series supported significantly more simultaneous streaming media connections compared to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 and using the same hardware configurations in both on-demand and broadcast scenarios. Our test results show that, in the on-demand scenario, Windows Server 2003 running Windows Media Services 9 Series uses improved file caching to significantly increase the number of simultaneous streaming media connections. In contrast, Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 uses direct hard disk access, which in our tests proved to be one of the primary resource bottlenecks, limiting the number of simultaneous streaming connections in the on-demand scenario. 

Testing methodology 

Microsoft Corporation commissioned VeriTest, a division of Lionbridge Technologies, Inc., to verify and compare the performance and scalability of Windows Server 2003 running Windows Media Services 9 Series versus that of Windows 2000 Advanced Server SP3 running Windows Media Services 4.1. We measured performance in terms of the maximum number of client connections that the system sustained and the quantity of resources that the system consumed. Microsoft supplied a general set of content-encoding guidelines for us to follow while generating streaming media content for these tests. 

The goal of this test was to verify that Windows Server 2003 running Windows Media Services 9 Series can support significantly more simultaneous streaming media connections than Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 while using identical streaming content and identical or less sizeable hardware configurations. In addition, we tested the scalability of Windows Server 2003 using Windows Media Services 9 Series by changing the server hardware, software optimization settings, and streaming media protocols. We then compared these test results to baseline performance numbers and expressed the result as percentages. 

The testing consisted primarily of using a fixed number of client systems to perform simulated multiple streaming media connections using three different network connection protocols (HTTP, RTSPU, and RTSPT) and three specific bit rates. Specifically, we tested using the following Windows Media-based content: 

· A 60-minute, 22 Kbps, CBR audio stream

· A 60-minute, 300 Kbps, mixed CBR audio and video stream

· A 60 minute, 1 Mbps, mixed CBR audio and video stream

We copied each type of content to each of the media servers. We set up a single publishing point that was configured for either an on-demand or a broadcast transmission. We tested by increasing the number of load clients running multiple simultaneous streams and then continued increasing the number of streams by using a consistent ramp pattern until:

· The quality of the stream media being delivered to the clients diminished.
· The media server that was being tested could not sustain additional connections.
· The System Monitor log files that we captured for each test indicated that the server could no longer support the sum of all client-requested media.
For the counters that we used for each test, see appendix B. For these streaming media tests, we repeated these same workload tests three times on each specific media server configuration. We define a configuration as one hardware disk subsystem (single hard disk drive versus 3 disks RAID 0) and operating system configuration, one bit rate, one network connection protocol (HTTP, RTSPU, or RTSPT), and one type of publishing point (broadcast versus on-demand). For each test configuration, we ran an initial test to determine a target failover point of maximum sustained client connections. Following the initial run, we executed two additional test runs. The average of these two test runs determined the maximum number of sustained streams for each test configuration. After each test iteration, we rebooted the media server and workload clients to return them to the same starting point. For a complete description of each of these tests and the content that we created, see the test results sections of this test report.

The version of Hypertext Transfer Protocol (HTTP) that we used in these tests contains proprietary extensions that Microsoft made. Both Windows Server 2003 running Windows Media Services 9 Series and Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 supports such extensions. The ability to stream over HTTP enables clients behind firewalls that block RTSP to access streaming media content. Test results indicate that HTTP and RTSPT provide comparable levels of server performance.
The Real Time Streaming Protocol (RTSP) streaming over TCP (RTSPT) and over UDP (RTSPU) represents two new additions to the Windows Server 2003 running Windows Media Services 9 Series. RTSP is an application-level control protocol that delivers streaming media data with real-time properties. RTSP provides a structure that enables controlled, on-demand delivery of real-time data, such as audio and video. Data sources can include either live broadcast content or a pre-recorded event. This particular protocol is designed to control multiple data delivery sessions and present a means for choosing delivery methods such as UDP and TCP. RTSP helps to solve some of the potential quality issues of streaming in real time over the Internet.

Testbed configuration

For these streaming media tests, we set up two identical HP/Compaq Proliant ML530 G2 servers, each configured with dual 2.4 GHz Intel Xeon processors, 4 GB of RAM, 2 Compaq NC6136 fiber-optic gigabit Ethernet adapters, and a Compaq 5120 Smart Array Controller using four 36 GB Ultra SCSI 15,000 RPM hard disk drives. On one server we installed Windows Server 2003, build 3875 using a separate single hard disk drive media data store, and on the second server we installed Windows 2000 Advanced Server SP3 using a separate single hard disk drive data store and a 3-disc RAID 0 drive. 

To generate the load for the testing, VeriTest used a total of 30 Intel-based Dell PowerEdge 350 servers, each configured with a single 850 MHz Pentium-III processor, 512 GB RAM, a single 10 GB IDE hard disk drive drive, and dual Intel Pro/100+ Ethernet adapters running Windows 2000 Server SP3. On each of these systems, we installed Microsoft's Windows Media 9 Series Load Simulator tool, version 9.00.25.00. This tool is designed to run on one or more client computers to simulate a large number of client requests. 

We set up a single listening/monitoring client system that was configured with a single 500 MHz Pentium-III processor, 256 GB RAM, and a single 20 GB IDE hard disk drive, running Windows 2000 Server SP3 with Windows Media Player 9 Series. We used this client to subjectively monitor the quality of the steaming content during the testing as we increased the number of client connections to the media sever. In addition, we used this system to remotely capture System Monitor logs for each server's system resources during our tests.

We split these 30 network clients into two segments of 15 clients each and connected them through two Extreme Summit48 Fast Ethernet switches. To balance the load on each media server and prevent a network throughput bottleneck, we configured each segment as a separate virtual LAN (VLAN). We then connected one 15-client network segment to each of the two Compaq NC6136 fiber-optic gigabit Ethernet adapters that were installed in the media server. We connected the media server by using the gigabit ports on each of the two Extreme Summit48 Fast Ethernet switches. The Extreme switches were set to auto-negotiate line speed and duplex, resulting in two connections running at a rate of one gigabit per second and full duplex. We set all ports on the Extreme switches to auto-negotiate line speed and duplex, resulting in client connections of 100 Megabits per second and full duplex. Figure 7 shows the testbed configuration we used for these tests. 
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Figure 7: Testbed Configuration 

Streaming Media Content Creation Guidelines

To create the streaming media content for use in these tests, we used Microsoft Windows Media Encoder 9 Series v.9.00.00.2980. While creating the content, we used three default template settings that are present in the default installation of Microsoft Windows Media Encoder 9 Series, as shown in Figure 8 below. We manually selected these default template values for audio and video bit rates for each encoding profile. 

	Bite Rate
	Duration

(minutes)
	Audio

(bytes)
	Audio

Compression
	Video

(bytes)
	Video

Codec
	Max

Packet
	Min

Packet
	Buffer

Size

	22 Kbps
	60
	20 Kbps
	32 kHz mono

CBR audio only
	None
	None
	Default
	Default
	Default

	300 Kbps
	60
	64 Kbps
	48 kHz stereo

CBR
	VHS-quality 320x240 29.97 fps/227 Kbps
	Windows Media Video 9 Series
	Default
	Default
	Default

	1 Mbps
	60
	16 Kbps
	16 kHz stereo

CBR
	VHS-quality 640x480 29.97 fps/1,000 Kbps
	Windows Media Video 9 Series
	Default
	Default
	Default


Figure 8: Streaming Media Content Creation template settings

We set up a Dual Intel 2.4 GHz Pentium 4 processor system running Windows XP Professional SP1 as our encoding station. As an input source for the encoder, we installed a Multimedia Access Corporation Osprey-100 video capture card in the system and connected it to a JVC Super VHS VCR using an S-Video connection. We downloaded the Windows Media Tools 9 Series package from the Microsoft Web site at:

http://www.microsoft.com/windows/windowsmedia/9series/encoder/default.aspx
To create the 22 Kbps stream, we selected the 20 Kbps MBR (20 Kbps, 32 kHz, mono CBR) template for the Windows Media server (streaming) and then we encoded a WMA file for 60 minutes. For our content source, we used audio output from the VCR that was passed through a SoundMAX integrated sound card in our encoding system. 

To create the 300 Kbps stream, we selected the VHS-quality video (CBR) – Video: WMV9 227 Kbps, 320x240, 29.97 fps – Audio: 64 Kbps, 48 kHz, stereo CBR for Windows Media server (streaming).and then we encoded a WMV file for 60 minutes. For our content source, we used audio output from the JVC VCR that was passed through a SoundMAX integrated sound card and an Osprey-100 video capture card using an S-video connection in our encoding system
To create the 1 Mbps stream, we selected the DVD quality video (CBR) – Video: WMV9 1000 Kbps 640x480 29.97 fps – Audio: 16 Kbps, 16 kHz, stereo CBR template for Windows Media server (streaming) and then we encoded a WMV file for 60 minutes. For our content source, we used audio output from the JVC VCR that was passed through a SoundMAX integrated sound card and an Osprey-100 video capture card using an S-video connection in our encoding system. Please refer to Appendix B for a detailed disclosure for each of the custom Window Media Encoder profiles that we used to generate our content.

Performance Comparison Tests

These tests compared the performance of Windows Server 2003 running Windows Media Services 9 Series to that of Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using a variety of media content and media server configurations. We created different configurations by manipulating the operating system, bit rate, network protocol, content storage location, and publishing point type. Figures 9 and 10 show the media server configurations that we tested for the performance comparison tests.

	Modem Dial-Up 22 Kbps
	DSL/Broadband 300 Kbps
	Intranet 1 Mbps 

	Broadcast
	On-Demand
	On-Demand w/ namespace
	Broadcast
	On-Demand
	Broadcast
	On-Demand

	HTTP
	HTTP
	HTTP1
	HTTP
	HTTP
	HTTP
	HTTP

	RTSPT
	RTSPT
	RTSPT1
	RTSPT
	RTSPT
	RTSPT
	RTSPT

	RTSPU
	RTSPU
	RTSPU1
	RTSPU
	RTSPU
	RTSPU
	RTSPU


Figure 9: Windows Media Services 9 Series Test Configurations

	Modem Dial-Up 22 Kbps
	DSL/Broadband 300 Kbps
	Intranet 1 Mbps 

	Broadcast
	On-Demand (single disk)
	On-Demand (RAID)
	Broadcast
	On-Demand (single disk)
	On-Demand (RAID)
	Broadcast
	On-Demand (single disk)
	On-Demand (RAID)

	HTTP
	HTTP
	HTTP
	HTTP
	HTTP
	HTTP
	HTTP
	HTTP
	HTTP


Figure 10: Windows Media Services Version 4.1 Test Configurations

Server Namespace Settings

To maximize the server capacity in certain low bit-rate scenarios, the system administrator can modify Windows Media Services buffer settings by changing the ServerNamespace.xml configuration file. Windows Media Services 9 Series is configured by default to provide optimal performance. The ServerNamespace.xml changes that we adopted in our tests follow the instructions in Microsoft's white paper "Optimizing Microsoft Windows Media Services 9 Series," appendix B: Test Profiles, on page 33. For detailed information about these tuning parameters, see the white paper on the Microsoft Web site at the following URL:

http://msdn.microsoft.com/library/default.asp?url=/library/en-us/dnwmt/html/optimize_web.asp
22kbps servernamespace.xml1

​ Buffer namespace changes:

<node name="PacketPump" opcode="create" >

    <node name="MaxResendBufferSizeInMSecs" opcode="create" type="int32" value="0x7d0" />

    <node name="MaxBufferSizeInBytes" opcode="create" type="int32" value="0x2000" />

    <node name="OptimalBufferSizeInMSecsOnDemand" opcode="create" type="int32" value="0x7d0" />

</node> <!-- PacketPump -->

Test results

This section presents the results of our performance and scalability testing. We measured performance in terms of the maximum number of client connections that the system sustained and the quantity of resources that the system consumed. For complete details on how we conducted these tests, see the "Testing Methodology" section of this report.

We conducted testing on a total of 33 different media server configurations. The results below represent performance increases that we observed while testing identical server hardware using two different operating systems: Windows Server 2003 running Windows Media Services 9 Series and Windows 2000 Advanced Server SP3 using Windows Media Services 4.1. 

Performance Testing Results

Figure 11 shows the performance testing results comparing Windows Server 2003 running Windows Media Services 9 Series to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 for all our test configurations. 

Modem Dial-Up 22 Kbps
	Windows Media Services 9 Series test results
	Windows Media Services 4.1 test results

	Configuration
	Broadcast
	On-Demand
	On-Demand with namespace1
	Broadcast
	On-Demand
(single disk)
	On-Demand
(3-disk RAID 0)

	HTTP
	19,575
	14,456.5
	20,031
	11,998.5
	5,598
	9,502.5

	RTSPT
	16,858.5
	13,958
	18,019.5
	Note2
	Note2
	Note2

	RTSPU
	14,553.5
	 10,005
	15,461.5
	Note2
	Note2
	Note2


DSL/Broadband 300 Kbps
	Windows Media Services 9 Series test results
	Windows Media Services 4.1 test results

	Configuration
	Broadcast
	On-Demand
	Broadcast
	On-Demand
(single disk)
	On-Demand
(3-disk RAID 0)

	HTTP
	3,122
	2,607
	1,382
	616
	1052

	RTSPT
	3,081.5
	2,622.5
	Note2
	Note2
	Note2

	RTSPU
	1,971
	1,123
	Note2
	Note2
	Note2


Intranet 1 Mbps

	Windows Media Services 9 Series test results
	Windows Media Services 4.1 test results

	Configuration
	Broadcast
	On-Demand
	Broadcast
	On-Demand
(single disk)
	On-Demand
(3-disk RAID 0)

	HTTP
	1,155.5
	921.5
	497.5
	249.5
	348.5

	RTSPT
	1,128.5
	902.5
	Note2
	Note2
	Note2

	RTSPU
	946.5
	763
	Note2
	Note2
	Note2


Figure 11: Windows Media Services 9 Series and Windows Media Services 4.1 test results

Note2: RTSPT and RTSPU network connection protocols are a new addition to Windows Server 2003 running Windows Media Services 9 Series. These network connection protocols are not available with Windows Media Services 4.1. Therefore, for these tests we made comparisons between these two new protocols and the results for Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP.
It is worth noting that as the bit rate increases, the number of supported simultaneous streams decreases for both Windows Server 2003 running Windows Media Services 9 Series and Windows 2000 Advanced Server SP3 running Windows Media Services 4.1. This is a normal behavior since the system resource requirements (such as disk read throughput, memory caching, CPU utilization, or network throughput) increase due to higher streaming media content bit rates.  

Modem Dial-Up 22 Kbps On-Demand HTTP test results

The most significant increase—258 percent—resulted from one on-demand publishing point test. This test compared Windows Server 2003 running Windows Media Services 9 Series (and incorporating the ServerNameSpace.xml change), which achieved an average of 20,031 streaming connections, to Windows 2000 Advanced Server SP3 using Windows Media Services 4.1, which reported an average of 5,598 streaming connections. For this test, both configurations stored the Modem Dial-Up 22 Kbps On-Demand content on a single hard disk drive.

In addition, a 111 percent increase resulted when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive, HTTP, and the ServerNameSpace.xml change (an average of 20,031 streaming connections) to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 and using the identical configuration with the addition of a 3-disk RAID 0 media data store (an average of 9,502 streaming connections). 

An increase of 52 percent resulted from the 22 Kbps Modem Dial-Up content with an on-demand publishing point test using HTTP. Figure 12 shows that Windows Server 2003 running Windows Media Services 9 Series with a single hard disk drive achieved an average of 14,456 simulated streaming connections. Windows 2000 Advanced Server SP3, running Windows Media Services 4.1 and using the same hardware configurations with the addition of a 3-disk RAID 0 data store, achieved an average of 9,502 simulated streaming connections. 

Modem Dial-Up 22 Kbps On-Demand RTSPT test results

The most significant increase for this test—222 percent—resulted from one On-Demand publishing point test. This test compared Windows Server 2003 running Windows Media Services 9 Series (and incorporating the ServerNameSpace.xml change), which achieved an average of 18,019 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 and using HTTP, which reported an average of 5,598 streaming connections. For this test, both configurations stored the Modem Dial-Up 22 Kbps On-Demand content on a single hard disk drive.

In addition, a 90 percent increase resulted when we compared Windows Server 2003 running Windows Media Services 9 Series using a single disk, RTSPT, and the ServerNameSpace.xml change (an average of 18,019 streaming connections compared to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1using HTTP and the identical hardware configuration, except for the addition of a 3-disk RAID 0 data store (an average of 9502 streaming connections). 

An increase of 47 percent resulted from the 22 Kbps Modem Dial-Up content with an On-Demand publishing point test using RTSPT. Figure 12 shows that Windows Server 2003 running Windows Media Services 9 Series, using a single hard disk drive and RTSPT, achieved an average of 13,958 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1using HTTP and the same hardware configurations with the addition of a 3-disk RAID 0 data store, achieved an average of 9,502 simulated streaming connections. 

Modem Dial-Up 22kbps On-Demand RTSPU test results

The most significant increase for this test—176 percent—resulted from one On-Demand  publishing point test. This test compared Windows Server 2003 running Windows Media Services 9 Series (and incorporating the ServerNameSpace.xml change), which achieved an average of 15,461 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 and using HTTP, which reported an average of 5,598 streaming connections. For this test, both configurations stored the Modem Dial-Up 22 Kbps On-Demand content on a single hard disk drive.

In addition, a 63 percent increase resulted when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive, RTSPU, and incorporating the ServerNameSpace.xml change (an average of 15,461 streaming connections), to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1using HTTP and the identical hardware configuration with the addition of a 3-disk RAID 0 data store (an average of 9,502 streaming connections). 

An increase of 5 percent resulted from the 22 Kbps Modem Dial-Up content with an On-Demand  publishing point test using RTSPU. Figure 12 shows that Windows Server 2003 running Windows Media Services 9 Series, with a single hard disk drive and the RTSPT protocol, achieved an average of 10,005 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP and the same hardware configurations with the addition of a 3-disk RAID 0 data store, achieved an average of 9,502 simulated streaming connections. 
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Figure 12: Modem Dial-Up 22 Kbps On-Demand test results

Modem Dial-Up 22 Kbps Broadcast test results 

An increase of 63 percent resulted from the 22 Kbps Modem Dial-Up content with a broadcast publishing point test using HTTP. Figure 13 shows that Windows Server 2003 running Windows Media Services 9 Series achieved an average of 19,575 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using the same hardware configurations, achieved an average of 11,998 simulated streaming connections.

An increase of 41 percent resulted from the 22 Kbps Modem Dial-Up content with a broadcast publishing point test using RSTPT. Figure 13 shows that Windows Server 2003 running Windows Media Services 9 Series achieved an average of 16,858 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1using HTTP and the same hardware configurations, achieved an average of 11,998 simulated streaming connections.

An increase of 20 percent resulted from the 22 Kbps Modem Dial-Up content with a broadcast publishing point test using RTSPU. Figure 13 shows that Windows Server 2003 running Windows Media Services 9 Series achieved an average of 14,453 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP and the same hardware configurations, achieved an average of 11,998 simulated streaming connections.
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Figure 13: Modem Dial-Up 22 Kbps Broadcast test results

DSL/Broadband 300 Kbps On-Demand HTTP test results

For the DSL/Broadband 300 Kbps On-Demand HTTP tests, Figure 14 shows the most significant increase—323 percent—resulted from one On-Demand publishing point test. This test compared Windows Server 2003 running Windows Media Services 9 Series, which achieved an average of 2,607 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, which reported an average of 616 streaming connections. For this test, both configurations stored the DSL/Broadband 300 Kbps On-Demand content on a single hard disk drive.

In addition, a 148 percent increase resulted when we compared Windows Server 2003 running Windows Media Services 9 Series, using a single hard disk drive and HTTP (an average of 2,607 streaming connections), to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using the identical configuration with the addition of a 3-disk RAID 0 data store (an average of 1,052 streaming connections). 

DSL/Broadband 300 Kbps On-Demand RTSPT test results

For the DSL/Broadband 300 Kbps On-Demand RTSPT tests, Figure 14 shows the most significant increase, 326 percent. This test compared Windows Server 2003 running Windows Media Services 9 Series using RTSPT, which achieved an average of 2,622 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1using HTTP, which reported an average of 616 streaming connections. For this test, both configurations stored the DSL/Broadband 300 Kbps On-Demand content on a single hard disk drive.

In addition, a 149 percent increase resulted when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive and RTSPT (an average of 2,622 streaming connections), to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP and the identical configuration with the addition of a 3-disk RAID 0 data store (an average of 1,052 streaming connections). 

DSL/Broadband 300kbps On-Demand RTSPU test results

For the DSL/Broadband 300 Kbps On-Demand RTSPU tests, Figure 14 shows the most significant increase, 82 percent. This test compared Windows Server 2003 running Windows Media Services 9 Series using RTSPU, which achieved an average of 1,123 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1using HTTP, which reported an average of 616 streaming connections. For this test, both configurations stored the DSL/Broadband 300 Kbps On-Demand content on a single hard disk drive.

In addition, a 7 percent increase resulted when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive and RTSPU (an average of 1,123 streaming connections), to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP and the identical configuration with the addition of a 3-disk RAID 0 data store (an average of 1,052 streaming connections). 
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Figure 14: DSL/Broadband 300 Kbps On-Demand test results

DSL/Broadband 300 Kbps Broadcast test results 

Figure 15 shows that an increase of 126 percent resulted for the 300 Kbps DSL/Broadband content with a broadcast publishing point test using HTTP. Figure 15 shows Windows Server 2003 running Windows Media Services 9 Series, which achieved an average of 3,122 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using HTTP and the same hardware configurations, achieved an average of 1,382 simulated streaming connections.

Figure 15 shows that an increase of 123 percent resulted for the 300 Kbps DSL/Broadband content with a broadcast publishing point test using RTSPT. Windows Server 2003 running Windows Media Services 9 Series achieved an average of 3,080 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using HTTP and the same hardware configurations, achieved an average of 1,382 simulated streaming connections.

Figure 15 shows that an increase of 43 percent resulted for the 300 Kbps DSL/Broadband content with a broadcast publishing point test using RTSPU. Windows Server 2003 running Windows Media Services 9 Series achieved an average of 1,971 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using HTTP and the same hardware configurations, achieved an average of 1,382 simulated streaming connections.
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Figure 15: DSL/Broadband 300 Kbps Broadcast test results

Intranet 1 Mbps On-Demand HTTP test results 

Figure 16 shows for the Intranet 1 Mbps On-Demand HTTP tests, the most significant increase—270 percent--resulted from one On-Demand publishing point test. This test compared Windows Server 2003 running Windows Media Services 9 Series, which achieved an average of 921 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, which reported an average of 249 streaming connections. For both configurations, the Intranet 1 Mbps On-Demand content was located on a single hard disk drive.

A 165 percent increase occurred when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive and HTTP (an average of 921 streaming connections), to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP and the identical configuration with the addition of a 3-disk RAID 0 data store for Intranet 1 Mbps On-Demand content (an average of 348 streaming connections). 

Intranet 1Mbps On-Demand RTSPT test results 

Figure 16 shows for the Intranet 1 Mbps On-Demand RTSPT tests, the most significant increase—262 percent—resulted from one On-Demand publishing point test. This test compared Windows Server 2003 running Windows Media Services 9 Series using RTSPT, which achieved an average of 902 streaming connections, to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP, which reported an average of 249 streaming connections. For both configurations, the Intranet 1 Mbps On-Demand content was located on a single hard disk drive.

A 159 percent increase occurred when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive, the RTSPT protocol. An average of 902 streaming connections to (an average of 348 streaming connections for Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP and the identical configuration with the addition of a 3-disk RAID 0 data store for Intranet 1Mbps On-Demand content. 

Intranet 1Mbps On-Demand RTSPU test results 

Figure 16 shows for the Intranet 1 Mbps On-Demand RTSPU tests, the most significant increase—206 percent--resulted from one On-Demand publishing point test. This test compared Windows Server 2003 running Windows Media Services 9 Series using RTSPU, which achieved an average of 763 streaming connections, with Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP, which reported an average of 249 streaming connections. For both configurations, the Intranet 1 Mbps On-Demand content was located on a single hard disk drive.

A 119 percent increase occurred when we compared Windows Server 2003 running Windows Media Services 9 Series using a single hard disk drive and RTSPU (an average of 902 streaming connections), to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using HTTP and the identical configuration with the addition of a 3-disk RAID 0 data store for Intranet 1 Mbps On-Demand content (an average of 762 streaming connections). 
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Figure 16: Intranet 1 Mbps On-Demand test results

Intranet 1Mbps Broadcast test results 

Figure 17 shows an increase of 132 percent resulted from the Intranet 1 Mbps content with a broadcast publishing point test using HTTP. Windows Server 2003 running Windows Media Services 9 Series achieved an average of 1,155 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using the same hardware configurations, achieved an average of 497 simulated streaming connections.

Figure 17 shows that an increase of 127 percent resulted from the Intranet 1 Mbps content with a broadcast publishing point test using RTSPT. Windows Server 2003 running Windows Media Services 9 Series achieved an average of 1,128 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using HTTP and the same hardware configurations, achieved an average of 497 simulated streaming connections.

Figure 17 shows that an increase of 90 percent resulted from the Intranet 1 Mbps content with a broadcast publishing point test using RTSPU. Windows Server 2003 running Windows Media Services 9 Series achieved an average of 946 simulated streaming connections. Windows 2000 Advanced Server SP3 running Windows Media Services 4.1, using HTTP and the same hardware configurations, achieved an average of 497 simulated streaming connections.

[image: image13.emf]Intranet 1Mbps Broadcast test results 

1155

1128

946

497

0

200

400

600

800

1000

1200

1400

WM9 Series 

HTTP

WM9 Series 

RTSPT

WM9 Series 

RTSPU

WMS v4.1 

HTTP

Media Server Configuation and Protocol

Number of Streaming Media Clients

 


Figure 17: Intranet 1 Mbps Broadcast test results

Overall, the testing shows that in our entire test configurations, Windows Server 2003 running Windows Media Services 9 Series supported significantly more simultaneous streaming media connections compared to Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 using the same hardware configurations in both on-demand and broadcast scenarios. Our test results show that in the on-demand scenario Windows Server 2003 running Windows Media Services 9 Series uses improved file caching to significantly increase the number of simultaneous streaming media connections. In contrast, Windows 2000 Advanced Server SP3 running Windows Media Services 4.1 uses direct hard disk access, which in our tests proved to be one of the primary resource bottlenecks in limiting the number of simultaneous streaming connections in the on-demand scenario. 

Appendix

A. System Disclosure

	Media Server - Compaq Proliant ML530 G2

	Processor / Speed / # of CPUs
	Pentium Xeon / 2.4 GHz / 2

	System RAM / Type / # of Slots
	4 GB / 512 MB DDR PC1600 / 8 Slots

	BIOS / Version / Date
	P22 8/17/2002

	HD Make / Model / Size
	Compaq 36 GB Wide Ultra3 SCSI 15k RPM

	HD Controller
	Compaq Smart Array 5312

	HD Controller Driver
	cpqcissm.sys version 5.8.74.1

	Graphics Adapter
	ATI Rage

	Graphics Driver 
	ATI 5.10.2600.6014

	NIC
	Compaq NC6136 

	NIC Driver
	N1000325.sys version 6.3.6.30

	NIC Slot number
	Slots 1 and 2

	Page File Settings
	Initial – 2046 Maximum – 4092

	Page File Location
	C: (NTFS)

	Windows Build number
	Window 2003 Server (Build 3785)


	Network Test bed Streaming Media Clients 

	Machine Type
	Dell PowerEdge 350

	BIOS
	Intel TR4400BXA.86B.0034.P12.0102020952

	Processor(s)
	1- 850 MHz Intel Pentium III

	L2 Cache
	256k

	Memory
	512MB PC133

	Disk(s)
	1- 10GB Maxtor 5T010H1

	Network Adapter(s)
	Intel® 82559 Fast Ethernet LAN on motherboard

	OS
	Microsoft Windows 2000 Server

	OS Updates
	Service Pack 3


	Media Encoder System 

	Processor/Speed/Number Of
	Pentium Xeon / 2.2 GHZ / 2

	System RAM/Type/# of Slots
	1 GB / PC800 (RAMBUS) / 4

	Motherboard Chipset/Model
	Intel 860

	HD Model # / Size
	MAXTOR 6L080J4 / 75 GB

	Graphics Adapter
	NVIDIA QUADRO4 900 XGL

	Graphics Driver / Version
	NV4_MINI.SYS / 6.13.10.2841

	Graphics Memory (MB type)
	128 MB

	Graphics Chip Type
	QUADRO4 900 XGL

	Sound Board
	SOUNDMAX INTEGRATED DIGITAL AUDIO

	NIC (Driver)
	3COM 3C920 (3C905C-TX COMPATIBLE)

	DVD Type / Speed
	LITE-ON DVD-ROM LTD163 / 16 X

	OEM OS
	XP PRO

	Extra Hardware 
	1394 NET ADAPTER (FIREWIRE)

	Video Capture Card
	Osprey-100 (Driver 2.2.00 – 5/7/2002)


B. System Monitor Log Counters

Windows Server 2003 running Windows Media Services 9 Series 
Processor:
\Processor(_Total)\% Processor Time

\Processor(_Total)\Interrupts/sec

Windows Media Services counters:

\Windows Media Services\Current Streaming Players

\Windows Media Services\Current Connected Players

\Windows Media Services\Current Late Send Rate

\Windows Media Services\Current Late Read Rate

\Windows Media Services\Current Connection Queue Length

\Windows Media Services\Current Connection Rate

\Windows Media Services\Current File Read Rate (Kbps)

\Windows Media Services\Current Player Allocated Bandwidth (Kbps)

\Windows Media Services\Current Player Send Rate (Kbps)

\Windows Media Services\Current UDP Resend Requests Rate

\Windows Media Services\Current UDP Resends Sent Rate

Windows Media Services process counters:

\Process(WMServer)\% Privileged Time

\Process(WMServer)\% Processor Time

\Process(WMServer)\% User Time

\Process(WMServer)\Handle Count

\Process(WMServer)\Page Faults/sec

\Process(WMServer)\Page File Bytes

\Process(WMServer)\Private Bytes

\Process(WMServer)\Working Set

\Process(WMServer)\Pool Nonpaged Bytes

\Process(WMServer)\Pool Paged Bytes

\Process(WMServer)\Virtual Bytes

System counters:

\System\Context Switches/sec

System memory counters:

\Memory\Page Faults/sec

\Memory\Cache Bytes

\Memory\Committed Bytes

\Memory\Available Bytes

Physical disk counters:

\PhysicalDisk(_Total)\% Disk Time

\PhysicalDisk(_Total)\Current Disk Queue Length

\PhysicalDisk(_Total)\Disk Bytes/sec

\PhysicalDisk(_Total)\Disk Read Bytes/sec

Network interface counters:

\Network Interface(*)\Output Queue Length

\Network Interface(*)\Bytes Sent/sec

\Network Interface(*)\Packets Sent/sec

\Network Interface(*)\Bytes Received/sec

\Network Interface(*)\Packets Received/sec
\Network Interface(*)\Packets/sec

Remote file systems – NTB connections (NetBIOS over TCP/IP):

\NBT Connection(Total)\Bytes Received/sec

\NBT Connection(Total)\Bytes Sent/sec

\NBT Connection(Total)\Bytes Total/sec

Windows 2000 Advanced Server SP3 running Windows Media Services 4.1
\Process(NSPMON)\Private Bytes
\Process(NSUM)\% Processor Time
\Process(NSUM)\Handle Count
\Process(NSUM)\Private Bytes
\Process(NSUM)\Virtual Bytes
\Process(NSUM)\Working Set
\Windows Media Unicast Service\Active Streams
\Windows Media Unicast Service\Connected Clients
\Windows Media Unicast Service\Stream Errors
\Windows Media Unicast Service\Active TCP Streams
\Windows Media Unicast Service\Active UDP Streams
\Windows Media Unicast Service\Aggregate Read Rate
\Windows Media Unicast Service\Aggregate Send Rate
\Windows Media Unicast Service\Allocated Bandwidth
\Windows Media Unicast Service\Connection Rate
\Windows Media Unicast Service\Late Reads
\Windows Media Unicast Service\UDP Resend Requests
\Windows Media Unicast Service\UDP Resends Sent
\Windows Media Unicast Service\UDP Resends Sent
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VeriTest (www.veritest.com), the testing division of Lionbridge Technologies, Inc., provides outsourced testing solutions that maximize revenue and reduce costs for our clients. For companies who use high-tech products as well as those who produce them, smoothly functioning technology is essential to business success. VeriTest helps our clients identify and correct technology problems in their products and in their line of business applications by providing the widest range of testing services available. 


VeriTest created the suite of industry-standard benchmark software that includes WebBench, NetBench, Winstone, and WinBench. We've distributed over 20 million copies of these tools, which are in use at every one of the 2001 Fortune 100 companies. Our Internet BenchMark service provides the definitive ratings for Internet Service Providers in the US, Canada, and the UK. 


Under our former names of ZD Labs and eTesting Labs, and as part of VeriTest since July of 2002, we have delivered rigorous, objective, independent testing and analysis for over a decade. With the most knowledgeable staff in the business, testing facilities around the world, and almost 1,600 dedicated network PCs, VeriTest offers our clients the expertise and equipment necessary to meet all their testing needs. 
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