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Introduction

The widespread availability of broadband access and the proven reliability of the global Internet backbone are making Voice over Internet Protocol (VoIP) telephone service a viable and compelling option. Beyond the basic value proposition of lowering the cost of voice transport, VoIP, paired with the high-capacity and high-availability potential of Microsoft server technology, is also facilitating a paradigm shift in the functional and operational implementation of call centers.

Telephone-based customer interaction is a critical business function that directly drives revenue and substantially influences the perception of a company’s business sensibility and its values. Call centers provide a fundamental person-to-person customer service experience that even the World Wide Web has yet to replace. Contact centers are more important than ever. Companies understand that they invest a great deal to acquire customers and would be smart to invest a little more to keep them. But many companies simply cannot afford the high capital investments and ongoing maintenance costs of building their own in-house contact centers. They can, however, afford reasonably priced contact center on-demand services from trusted carriers that are paid for as they are used. Essential as they are, centralized brick-and-mortar call center operations are expensive to build and problematic to operate. 

Call centers are extremely important to telecommunication service providers. They are already the single largest source of revenue for most interexchange carriers. Toll-free incoming services have surpassed long distance as the largest source of revenue. In 2001, these services accounted for more than U.S.$20 billion in revenues to telecommunication service providers in the United States alone. And the majority of those calls terminate in call centers and their modern, multimedia equivalents—contact centers. 
But today telecommunication service providers mostly just deliver the calls and leave a great deal of money on the table for vendors of high-value, premise-based Automatic Call Distribution (ACDs) and call center applications. Telecommunication service providers understand this and have long wanted to reclaim some of that revenue by offering call center services using a hosted service model. But until now, the limits of available technology have made telecommunication service providers poor competitors for the premise-based call center solutions of the equipment vendors. This is precisely because in the old Centrex paradigm it was not possible to meet the complex IT requirements related to call centers.

CosmoCom is a New York–based company that has pioneered the development of VoIP call center technology based on Microsoft servers since 1996. Its flagship product, CosmoCall Universe (CCU), radically alters the conventional model of a call center and its attendant economics. CosmoCall Universe exploits the unification of voice and data over IP to create a network-based, hosted “virtual call center.”  CosmoCall Universe can support multiple physical call center facilities or none at all. Call center agents can be located anywhere in the world and working at any time. All they need is a standard off-the-shelf multimedia PC and a connection to the Internet.

CosmoCall Universe is a true carrier-class, multitenant platform designed from the ground up for the high-capacity, high-availability requirements of the service provider market. CosmoCall Universe solves this problem and allows telecommunication service providers to compete effectively with a much broader range of premise-based alternatives. It uses IP technology and the on-demand paradigm to bring a whole new level of feature richness and cost effectiveness to hosted contact center offerings.

With hosted call center solutions, telecommunication service providers have a new revenue opportunity that allows them to capitalize on their existing network infrastructure and, with relatively small incremental investment, to hold on to a major source of their core revenue in the face of a serious threat of price-based competition. For telecommunication service providers, call center on-demand is an opportunity to pair a low-margin core transport service with a high-margin, value-added service. This pairing not only creates new revenue from the new service, but also makes the core transport service more lucrative than a mere commodity and less susceptible to churn. Call center on-demand gives companies access to the latest contact center technology without having to employ teams of IT rocket scientists to make it all work, while at the same time transforming prohibitively large capital expenditures into predictable and affordable monthly operating expenses. This is the “On-Demand Computing” value proposition.

With the CCU server infrastructure hosted by a telecommunication service provider, the cost, time, and effort incurred by an end user in order to establish a call center operation is significantly reduced. It typically can take up to a year to set up a conventional call center, and the upfront capital requirements are substantial. In comparison, a CCU virtual call center can be up and running in just a few weeks with no significant up-front costs. In addition to the economic and operational value benefits, CCU offers a complete and robust set of features and functions that can address any customer contact requirements or contingencies such as:
· Incoming Telephone Calls with Interactive Voice Response (IVR) and Live Agents 

· Outgoing Telephone Calls with Preview and Predictive Dialing 

· Computer Calls from the Web with Keyboard Chat, Joint Browsing, Voice, Video, and Collaboration 

· E-Mail Messages 

· Voice and Fax Messages 

· Unlimited Queues and Agent Groups 

· Skills-based Routing 

· Intelligent Priority Handling 

· E-Mail Queuing and Routing 

· Voice Message Queuing and Routing 

· IVR 

· Web Collaboration 

· Remote Administration and Supervision 

· Open Database Connectivity for Customer Reporting and Workforce Management 

· Graphical Application Development Tools 

The CosmoCall Universe Architecture

The following diagram provides an overview of the CCU architecture. The yellow objects indicate the IP network and IP-connected caller and agent clients; green objects specify the public service telephone network and telephone-connected callers and agent clients. The various types of caller clients supported are shown on the left side of the diagram, and the three agent communication device types that are supported are shown on the right side of the diagram.
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The CCU core servers embody the same kind of ACD intelligence that traditionally resides within a proprietary telephone switch. The server is a full-featured, high-capacity ACD, capable of managing thousands of agents and of organizing calls into any number of queues. But in CCU, a "call" can be any type of contact request, a "queue" can contain any and all of these types, and an "agent" can receive and respond to any of them. Agents are organized into agent groups with customer-defined many-to-many relationships between queues and groups. In addition to these basic building blocks of queues and agent groups, the ACD supports skills-based routing and has an advanced priority feature that allows multiple priorities to exist within a single queue. The CCU ACD does everything traditional circuit-switched ACDs do and more, simply as an application server connected to the network.

The CCU VoIP Connection Server (VCS) provides voice call functions, including call control, IVR, and voice message recording. The VCS sets up incoming telephone calls originating on the public switched telephone network (PSTN) as well as calls initiated directly from a caller on an IP network. The VCS also handles outgoing calls, taking advantage of existing network gateway points of presence, and reducing telephony costs by keeping calls on the IP network as long as possible, hopping off the IP network at the gateway closest to the call endpoint.

CosmoCall Universe agent servers manage the communication sessions with CCU agents wherever they may be located, providing unlimited scalability and design flexibility to address any call center function or purpose. Communication between agents and the agent servers is encrypted for security.

CosmoCall Universe connection servers manage the communication sessions with callers. Each type of connection server manages a different type of call using the standard external interfaces that match the call type it is designed to support. This CCU platform is highly extensible—a new type of communication session can be implemented simply by creating a new connection server with the appropriate external interfaces. 

CosmoCall Universe dialing servers provide feature-rich outgoing predictive dialing, including campaign management. This allows users (tenants) to run outgoing campaigns using the most sophisticated algorithms to dynamically control the dialing rate and immediately route the successful calls to available agents.

All the CCU server applications run entirely on Microsoft® Windows Server™ 2000 and Windows Server 2003, with support from Microsoft SQL Server™ 2000 and Microsoft Exchange Server. Everything runs on standard off-the-shelf Intel platforms; no special hardware is required anywhere.

Carrier Class Requirements for Scalability and High Availability

CosmoCall Universe was specifically created for Network Service Providers (NSPs) who in turn offer hosted virtual call center services to their corporate customers. As such it was designed from the ground up to be a carrier-class platform capable of delivering the capacity, reliability, and security that NSPs and large enterprises require for a real-time voice and multimedia communication. In our 24/7, always available Internet age, the ability to scale and support high-availability contingencies are standard expectations of any hardware and software platform deployed for commerce-oriented, customer-facing applications. However, call center applications function under uniquely massive real-time workloads that require every component of the system to be highly optimized and capable of scaling on demand and working nonstop. At any given time a CCU system can be setting up, maintaining, and tearing down tens of thousands of voice call sessions that connect callers and agents all over the world. Simultaneously it must support those calls with real-time multimedia capabilities such as joint browsing and Web collaboration while accessing multiple data sources in support of the customer interaction. Furthermore, every call center transaction is logged, tracked, and even recorded. The system must be capable of responding to and offsetting any latency factors or performance-load threshold spikes. Furthermore, while addressing these significant engineering challenges, CosmoCom had to make sure that CCU could be implemented cost effectively by NSPs and support a compelling business model and return on investment (ROI) for a hosted service offering. 

CosmoCom addresses both the engineering and economic issues by utilizing the advanced capabilities of Microsoft server technology to architect a high-capacity, high-availability solution in the most economical way possible. CosmoCom accomplished this by maximizing the use of the n+1 redundancy model and utilizing the more costly 2n model only for components that require a single system image. This architecture was enabled by Microsoft’s Network Load Balancing (NLB) technology, which distributes incoming IP traffic among multiple clustered servers, and Microsoft Cluster Services (MSCS), which provide automatic failover for critical SQL Server database applications. Both technologies are found in the Microsoft Windows® 2000 Advanced Server and its successor Windows Server 2003. 

The CCU Call Management Server (CMS) is one of the core ACD servers, and is made fault tolerant by means of MSCS clustering technology. The rest of the system will continue to handle the workload and process the calls as normal during the brief failover period that clustering entails in the event of a fault.  No calls are lost during a CMS failover, existing calls continue without interruption, and new arriving calls continue to be accepted. The tremendous call-processing capacity of the CMS—720,000 busy-hour route requests—is enabled by the fact that it functions primarily as a signaling point and does not process the actual call media.  Therefore it is very efficient and requires minimal CPU cycles for each call. 

The remaining server components are made both scalable and fault tolerant using the n+1 redundancy model, so that there are always enough servers to handle the workload if a server should fail. Microsoft’s advanced load-balancing tools are used to evenly spread traffic across these servers and ensure that arriving calls continue to be handled gracefully even in the event of a failure. In an n+1 configuration, a single server failure will reduce the capacity to what can be handled by n servers. In a properly designed system, n servers will be capable of handling 100 percent of rated capacity. Therefore a single failure will not affect the rated system capacity.

The use of n+1 delivers not only high availability but also high scalability. All of the n+1 components operate independently, and there is no theoretical limit on how many of each can be deployed in one system. The single system image is maintained by the CCU core ACD servers.

The baked-in features and functions of Windows Server 2000 and SQL Server 2000 further enabled CosmoCom engineers to design and build a carrier-grade multimedia call center platform that would also be highly cost effective. Specifically, Windows Server 2000 and SQL Server 2000 provided built-in and robust facilities for the following three key requirements:
· The ability to scale incrementally and massively without operational disruption

· High availability of all server components with multiple configuration options and transparent failover 

· Granular optimization and tuning of Transmission Control Protocol/Internet Protocol (TCP/IP) packet prioritizing and packet shaping on both server and agent workstations to support optimal VoIP communication

The current version of CCU originally had a design goal, based on 1998 hardware performance capabilities, of supporting 8,000 agents, and it was simulation tested successfully at that level. With today’s hardware, the same software will support 20,000 agents. Furthermore, CosmoCom has continued to optimize each module for scalability. Version 5.1, planned for Q1/2005, will support 120,000 agents. As hardware performance improves, this number will correspondingly increase, as there is nothing in the architecture that will prevent further scaling. Traditionally, one of the most formidable limitations to scaling an ACD system was the switch. CosmoCall Universe’s all IP architecture provides a significant benefit in that the system is essentially switchless—all switching is inherent within the IP network. Theoretically, the system has no scaling constraints for the same reasons that the Internet has no scaling limitations.  

By combining advanced software engineering and the systemic optimization of NLB and MSCS, the CCU platform has delivered the following performance metrics for each of the respective server functions described:

	Call Management Server (CMS) 
	Up to 720,000 busy-hour route requests per server

	VoIP Connection Server (VCS) 
	Up to 240 simultaneous voice sessions (in IVR or to agent)

	Internet Connection Server (ICS) 
	Up to 1,000 simultaneous text chats

	Message Connection Server (MCS) 
	Up to 60,000 message arrivals per hour

	Predictive Dialer Server (PDS) 
	Up to 500 simultaneous agents (assuming standard predictive dial profile; this number may vary if the profile varies)

	Connection Servers (AIS) 
	Up to 960 concurrent agentsUqqdd  Up to 960 concurrent agents


The Microsoft Advantage—Inherent Support for Scalability and High Availability

Because NLB and MSCS are built-in capabilities of the Windows Server 2000 and SQL Server 2000 respectively, CosmoCom was able to create a carrier-grade platform cost effectively and with literally no engineering overhead. The features and functions of NLB and MSCS that made this possible are described in the following text.

Network Load Balancing

Windows 2000 and Windows 2003 servers that are configured in a NLB cluster communicate among themselves for the purpose of distributing client requests among multiple servers within the cluster. Up to 32 servers can participate in any one cluster. This allows the workload of one or more applications to be transparently distributed over multiple servers. Furthermore, NLB provides high availability by automatically detecting the failure of a server and repartitioning client traffic among the remaining servers within ten seconds, while providing users with continuous service.

Network Load Balancing distributes IP traffic to multiple copies (or instances) of a TCP/IP service, such as an agent server, each running on a host within the cluster. Network Load Balancing transparently distributes the client requests among the hosts and lets the clients access the cluster using one or more “virtual” IP addresses. To clients, the cluster appears to be a single server.  As traffic increases, network administrators can simply add another server to the cluster. 
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This diagram illustrates a combined NLB and MSCS implementation. Each server runs the same copy of an application and NLB distributes the application workload among them. This speeds up processing even as client requests increase. The supporting SQL Server database applications are configured to run on a two-node MSCS, the architecture of which will be described in detail.

To maximize throughput and high availability, NLB is based on a fully distributed architecture. An identical copy of the NLB driver runs in parallel on each cluster host. The drivers arrange for all cluster hosts on a single subnet to concurrently detect incoming network traffic for the cluster’s primary IP address (and for additional IP addresses on multihomed hosts). On each cluster host, the driver acts as a filter between the network adapter’s driver and the TCP/IP stack, allowing a portion of the incoming network traffic to be received by the host. By this means, incoming client requests are partitioned and load balanced among the cluster hosts. Network Load Balancing runs as a network driver logically situated beneath higher-level application protocols, such as HTTP and FTP. This diagram shows the implementation of NLB as an intermediate driver in the Windows Server 2000 and Windows Server 2003 network stack.
This architecture maximizes throughput by using the broadcast subnet to deliver incoming network traffic to all cluster hosts and by eliminating the need to route incoming packets to individual cluster hosts. Because filtering unwanted packets is faster than routing packets (which involves receiving, examining, rewriting, and resending), NLB delivers higher network throughput than dispatcher-based solutions. As network and server speeds grow, its throughput also grows proportionally, thus eliminating any dependency on a particular hardware routing implementation. For example, NLB has demonstrated 250 megabits per second (Mbps) throughput on gigabit networks.

In Windows Server 2003, NLB has been further improved in a number of ways. [image: image5.jpg]


To create an NLB cluster in Windows Server 2000, users had to individually configure each machine in the cluster. This opened up the possibility for potential error because identical cluster parameters and port rules had to be configured on each machine. A new utility in Windows Server 2003 called the NLB Manager simplifies cluster configuration by providing centralized configuration and management of NLB clusters. The improvements to NLB in Windows Server 2003 that make configuration and management tasks significantly easier and reliable are:

· The ability to create new NLB clusters and automatically propagate cluster parameters and port rules to all hosts in the cluster or individual parameters and rules to specific hosts in the cluster;
· Adding and removing hosts to and from NLB clusters;
· Automatically adding cluster IP addresses;
· Managing existing clusters simply by connecting to them;
· The ability to configure NLB to load balance by application on the same NLB cluster, including controlling the traffic sent to specific applications on specific hosts in the cluster; and
· Additional utilities for diagnosing misconfigured cluster hosts.
Another important improvement to NLB in Windows Server 2003 is the capability to bind NLB to multiple network cards. In Windows 2000 NLB could only be bound to one network card in a host. This feature enables users to run multiple NLB cluster hosts on the same server connected to entirely independent networks. This can be achieved by binding NLB to different network cards in the same system. Furthermore, this allows NLB to be used for firewall and proxy server load balancing where load balancing is required on multiple network interfaces of a proxy or firewall.

CosmoCom had very specific and stringent requirements for any load-balancing mechanism that it implemented in the CCU system. While distributing the IP traffic for tens of thousands of simultaneous VoIP connections between callers and agents it also had to maintain the complex state sessions for those connections as well as the state for any supporting functions required by the interaction between the callers and agents. This was not a trivial problem at this scale. Front-ending the servers with a single load-balancing device introduced a point of failure. Using multiple load-balancing devices would introduce another layer of complexity into the overall system as well as significant additional cost. The tight integration of the NLB driver to the Windows Server 2000 kernel and the granularity of the NLB configuration parameters exposed by Windows Server 2000 allowed CosmoCom to effectively configure the NLB capabilities of Windows Server 2000 to provide fully distributed state management of VoIP connections among all NLB cluster applications. Furthermore, because NLB is part of the operating system, no additional costs were incurred to take advantage of this necessary functionality.

Microsoft Cluster Services

Because CosmoCom uses Microsoft SQL Server 2000 for the CCU database functions, its engineers were able to take advantage of MSCS, a built-in function of SQL Server 2000 that facilitates high availability for critical applications. Microsoft Cluster Services provides a fully integrated, out-of-the box solution for building an SQL Server 2000 infrastructure that can meet the high-availability demands of any service provider datacenter environment. The cluster service allows two or more servers to work together to ensure that mission-critical applications and resources remain available to client applications. Cluster service presents multiple instances of a SQL Server 2000 database as a single system rather than as separate computers. In conjunction with a robust storage system (Redundant Array of Independent Disks, or RAID), the MCSC provides a cost-effective way to provide reliability for servers by providing redundant server failover.

The diagram on the following page illustrates a simple two-node SQL Server 2000 cluster. This design, known as a  "share-nothing" architecture, allows both servers to connect to a common physical disk subsystem but only one server owns and controls the disk storage at any given time. When Server A is active, it has full control over the disk subsystem. Server B is fully operational but in a passive state. 

Server A is currently active, which means that it has complete control over the shared storage. Server B is up and running as well but is in a passive state ready to take ownership of the shared storage if the other node fails. The running instance of SQL Server 2000 and the shared storage containing the databases are "virtualized" by the MSCS meaning that both the running instance of SQL Server and the databases are not associated with a particular server. This means that a CCU application can access the databases without having to know which of the two servers is active. The MSCS handles all the processes necessary to make this completely transparent. To connect to the database server, users and applications refer to a "virtual server" name, which is unique and distinct from the server names of the two nodes in the cluster. If there is a hardware failure on Server A, all the virtual resources (that is, the SQL Server 2000 instance and disk storage) automatically failover as a group to Server B and continue running with no loss of data. 
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An active/active MSCS can also be configured where separate server-host instances running on multiple servers are supported by two active virtual SQL Server 2000 nodes. The following diagram illustrates this configuration. Each SQL Server 2000 node has dual storage subsystems, one to support its own processes and the other to provide failover cluster support to the other node.

The MSCS runs on both nodes and constantly monitors each server to ensure that all resources are behaving normally. All resources failover to the remaining node without human intervention in the event that a serious hardware or unexpected error occurs. This failover will be detected immediately by monitoring tools such as those provided by Microsoft Operations Manager 2000, which can be configured to notify operational staff that the server is down and needs attention. 

Microsoft Cluster Services can be configured in numerous ways to accommodate changing scalability and availability requirements at any time with no disruption of service. Furthermore, MSCS capabilities have been significantly expanded in Windows Server 2003 with the addition of the following features:

Greater scalability: Windows Server 2003 provides greater scale-out capabilities by allowing the configuration of up to eight nodes per cluster, with each node server running up to 64 symmetrical processing CPUs. 

Cluster service control through Windows Management Instrumentation (WMI): WMI can now create, delete, start, or stop cluster resources. The cluster state and the status of cluster applications can be monitored as well. 

Improved file system support: The number of shared disks per cluster is no longer limited to 23 drives. Also, if the storage subsystem supports dynamic disk expansion, it can now be extended online as a cluster node without interrupting running applications.

Better Storage Area Network (SAN) support: Windows Server 2003 can now boot from the SAN, allowing system disks containing a page file and dump file to be on the same external storage system as the cluster's shared disks. Booting from the SAN permits centralized backups and simpler maintenance. 

Improved cluster backup and restore: Windows Server 2003 backup utility can now back up a cluster configuration and restore it to any cluster nodes. With Automated System Recovery (ASR), a cluster node can be restored if its local cluster database is damaged, or if its system disk fails or becomes corrupted. 

Easier troubleshooting and failure recovery: A cluster node can be diagnosed without bringing it down; a new diagnostics tool allows cluster logs and event logs from all nodes in the cluster to be correlated; and a new Error Levels (info, warn, err) log facility provides an easier way to find log entries without sifting through cluster logs. 

Enhanced Microsoft TCP/IP Capabilities in Support of VoIP

An important consideration in the design and engineering of the CCU platform was the optimization of packet routing and sequencing, and minimizing the introduction of latency wherever possible. This was critical because the quality of VoIP is highly susceptible to degradation due to latency and sequencing factors. In order for CCU to provide carrier-grade switching, it had to be capable of consistently maintaining PSTN-quality voice sessions under any workload or session contingencies. One of the key factors affecting performance is the requirement to encrypt the connections between agents and the agent servers. Encryption adds significant processing overhead on both the server side and agents’ workstations, and this overhead could introduce packet latency.

To facilitate optimal voice quality, CosmoCom engineers relied on interoperable, standards-based Quality of Service (QoS) protocols that are implemented by a variety of network equipment vendors, and fine-tuning packet-handling functions between network interface cards and the operating system. Once again, Microsoft had imbued the Windows operating systems with robust support for the QoS protocols as well as sophisticated capabilities to off-load packet-handling functions to network interface cards. 

Windows Server and workstation operating systems implement QoS IP signaling through Microsoft’s Generic QoS (GQoS) application programming interface (API). Microsoft GQoS enables applications to easily invoke QoS functionality by abstracting the complexity of the underlying QoS mechanisms, allowing direct control of those mechanisms. In addition, the GQoS API provides feedback to the application regarding the status of the network. The GQoS facilitates RSVP signaling, IP traffic control (packet scheduling and shaping), and the imposition of QoS policies on resources.
The CCU agent software uses the Windows QoS packet scheduler to improve the quality of voice communication through the agent’s workstation. The packet scheduler acts as a "traffic controller" to regulate the prioritization of incoming and outgoing packets an application can send and receive within a certain period of time. This QoS function is used to provide preferential treatment to voice packets. Another function of QoS that affects the quality of VoIP is packet shaping. By spacing out QoS-enabled packet transmissions, and by smoothing transmission peaks over a given period of time, packet-based voice communication is significantly enhanced.

On the server side, QoS is transparently implemented by simply enabling it as a system service in Windows Server 2000 and Windows Server 2003. In addition, IP traffic processing is further optimized by automatically offloading TCP/IP processing tasks from the operating system to the network adapter cards, a feature of the Windows TCP/IP API that vendors of networking interface cards take advantage of in order to provide high-performance capabilities. The specific functions that can be offloaded are:

· Checksum tasks: The calculation and validation of IP and TCP checksums for transmission and reception.
· IP security tasks: The calculation and validation of encrypted checksums for authentication headers (AH) and encapsulating security payloads (ESP). The TCP/IP transport can also offload the encryption and decryption of ESP payloads.
· Segmentation of large TCP packets: The offloading of the segmentation of large TCP packets.
· Stack offload: The offloading of the entire network stack to a network adapter that has the appropriate capabilities.
By appropriating these functions to the network interface cards, the server can be better utilized for application processing. This low-cost functionality directly affects the workload scalability of the system. QoS protocol support and TCP/IP offload capabilities only need to be turned on in order to be taken advantage of because they are built into the TCP/IP drivers and API of the Windows operating system. No special programming is required. As a result of these built-in enhanced TCP/IP capabilities of the Windows operating systems, the CCU platform did not need support from specialized DSPs to obtain consistently high-quality voice communication, even under heavy stress testing. Standard voice compression CODECs (compression/decompression devices) were used throughout and the overall system costs were kept low.

Windows Server 2003 Optimization Provides Additional Performance Improvements

CosmoCom has found that upgrading from Windows Server 2000 to Windows Server 2003 has been straightforward and painless, while providing significant overall performance improvements. Windows Server 2003 incorporates a number of refinements to its kernel that significantly improves overall performance and scalability. The kernel functions that have been optimized are: 
· Scheduling

· Memory management

· Kernel spinlocks

· Heap

· Processes, threads, handles, objects, and named pipes

In addition, a number of other Windows Server 2003 features and components, such as Microsoft Internet Information Services (IIS), Microsoft Active Directory®, and various networking components have been improved significantly. The Enterprise Editions of Windows Server 2003 and SQL Server 2000 now deliver 64-bit processing capabilities with the ability to support up to 64 processors and 512 GB of RAM. Windows Server 2003 provides a general 15 percent overall processing improvement over Windows 2000 and with hyperthreading turned on it can deliver an additional 15 percent performance increase. These improvements enabled the 64-bit NEC Intel Itanium 2 32-way TX7/i9510 server to achieve 308,620 tpmC using Microsoft SQL Server 2000 (64 bit) and more than doubled throughput with the Unisys ES7000 32-way x86-based Enterprise Server using SQL Server 2000 on the industry standard TPC-C workload. Furthermore, Windows Server 2003 also introduces new reliability features such as hot-plug Peripheral Component Interconnect (PCI), memory mirroring, load balancing, and failover for miniport drivers, as well as multipath I/O.

Conclusion

The combined set of new features and refinements found in Windows 2003 Server results in a service provider server platform that has the highest performance-to-cost ratio of any operating system/hardware configuration anywhere. The proof of this claim is readily apparent in the CCU platform. Based entirely on Microsoft server technology it is a true carrier class, multitenant platform designed from the ground up for the high-capacity, high-availability requirements of the service provider market. CosmoCom’s innovative use of IP technology and on-demand service provisioning coupled with Microsoft server technology now enables telecommunication service providers to compete effectively against premise-based alternatives by delivering feature-rich call center capabilities efficiently and cost effectively to customers anywhere in the world.
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