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Executive Summary
In January 2004, the Microsoft® Business Solutions CRM team published an initial performance report titled “Microsoft Business Solutions CRM Performance Test.” That white paper was designed to assist an organization in specifying an initial hardware infrastructure supporting 1,000 users performing a medium-heavy sales force automation workload over an 8-hour period. 

This white paper extends that original work by focusing on a range of organization sizes from 100 users up to 1,000 users and the key hardware features that contribute to Microsoft CRM system performance. The results, while not exhaustively complete, should provide insight into a range of scaling performance for a small business organization using Microsoft CRM version 1.2. As was the case with the original white paper, this is not to be confused with a scalability benchmark, which sets a threshold for the maximum number of users supported under the test hardware configuration. This white paper is designed to be complementary to the original white paper and to the Microsoft Business Solutions CRM Implementation Guide Version 1.2.
Testing was conducted for Microsoft CRM Sales Standard version 1.2 running on Microsoft Windows Server™ 2003 and Microsoft SQL Server™ 2000 (SP3). These performance tests did not include Microsoft CRM Sales for Outlook (the Outlook client) offline scenarios or the replication of disparate Microsoft SQL Server 2000 Desktop Engine (MSDE 2000) databases.

Deployment Considerations

As with all successful Microsoft CRM deployments, customers and partners must understand their unique usage/performance requirements and incorporate this usage into their performance tests. While the permutations for potential hardware infrastructure and individual customer requirements vary significantly, the results of these tests can provide initial guidance on an appropriate starting point for evaluation.
Performance Test Design and Measures

Test scenarios and workloads were derived from the original performance test. The Microsoft test team used a sampling of Microsoft CRM customer deployments, partner interviews, and standard sales force automation use-cases provided by industry analysts. The Microsoft test team designed the performance test focusing on realistic implementations of Microsoft CRM. Hardware configuration was selected based on the type of infrastructure you might expect to find within an IT organization of 1,000 sales force automation users. 

The performance test was constructed to gauge the following:

· Measure the effectiveness of various user workloads across a variety of hardware configurations.
· Measure the impact of Intel® Xeon™ processors supporting Hyper-Threading Technology on user transaction response times.
· Measure the impact of available memory that the Microsoft CRM database server has on the average user response time.
· Measure the impact that caching ad hoc query plans has on Microsoft CRM database server performance as reported by the average user response time. 

· Measure Microsoft CRM Web server CPU utilization on Windows Server 2003. 
· Measure the peak and distribution of response times across the various configurations. While average response time is a significant indicator of overall performance, it does not provide information about the ability of the system to respond to all users equally. Most IT organizations generally have requirements regarding both the peak response time and the percentage above a specified threshold. 

· Measure the number of failed transactions.
Summary of Results
Microsoft CRM version 1.2 was tested with an initial database representing approximately 1.2 million Microsoft CRM entities and 1,000 users. The initial database was created with a database population tool for Microsoft CRM. This initial database is approximately 20 percent larger than the original performance test. The workload varied in terms of the number of users while maintaining the average number of transactions per hour per user. The database size and hardware disk configurations were held consistent between test runs while a number of system parameters were modified to measure each parameter’s contribution to overall Microsoft CRM performance and correlated with the number of concurrent users. The average number of transactions submitted per hour is based on the “Microsoft CRM Performance Test” white paper, which can be downloaded from the following link: msdn.microsoft.com/library/default.asp?url=/downloads/list/business.asp
The original performance test ran over an 8-hour period. To improve overall test productivity across the large number of configurations, the workloads for these tests targeted one hour. The actual workload simulation runs for 1 hour and 40 minutes. The results are taken from the peak steady-state period of activity, which is approximately 50 minutes, starting after an initial 10-minute warm-up period. The 1,000 users with similar hardware configuration results correlated well with the original 8-hour performance results. The following data was collected using System Monitor and Microsoft Application Center Test (ACT). A log file generated from the ACT workload scripts was used to gather statistics on the application-level transactions, which are used for comparison purposes in this report.
The key results are:
· With no specific Microsoft CRM performance or infrastructure tuning with this workload and initial number of entities, the server running Microsoft CRM and Microsoft SQL Server required approximately 1 physical Intel Xeon processor  supporting Hyper-Threading Technology (2.8 GHz or greater) per 250 concurrent users while maintaining 90 percent of Microsoft CRM transaction response times less than 2 seconds. Changes in concurrent users, workload mix, and response time requirements can impact this estimate. System-level tuning can significantly improve response time performance and increase the number of concurrent users per processor.
· Intel Xeon processors supporting Hyper-Threading Technology improves average response by 10-30 percent versus the same processors not supporting Hyper-Threading Technology. This is within performance improvements expected from Hyper-Threading Technology. Processors supporting Hyper-Threading Technology are well suited for Microsoft CRM workloads.
· Increases in processor frequency and L3 cache size favored higher workloads. With four Intel Xeon processors supporting Hyper-Threading Technology, user workloads at 500, 750, and 1,000 show improvement (4-12 percent) inline with frequency scaling of 7 percent. User workloads at 100 and 250 did not show any improvement to slight degradation, but were within typical performance variation between runs. In general, there appears to be a performance floor with 100 and 250 user workloads running on a 4-way database system.
· Although application-level tuning was not the focus of this white paper, it turns out that disabling caching of ad hoc query plans using the SQL Server startup option, -T253, consistently improves average response time by approximately 34 percent.
· For the workload used in this test, increasing memory size from 2 gigabytes (GB) to 3.87 GB alone with the /3GB boot.ini switch improved the 1,000 users response time performance by approximately 30 percent. Increasing memory beyond 4 GB can improve performance by approximately another 20 percent with the use of Physical Address Extensions in the operating system and enabling Addressing Window Extensions in SQL Server.
Test results are for a fixed initial database size initially configured for 1,000 users. While there is variability between test results for the same workload / configuration, the results were consistent and stable in overall average response times. To mitigate individual test results, each test was run three times and the results averaged over all three runs.

Performance Test Details
Three major objectives were identified for undertaking this performance scaling test:

· The first objective was to analyze the 1,000 user workload for any performance anomalies in response time distributions across all transactions. 
· The second objective was to compare the performance scaling from 100 to 1,000 users to identify any scaling anomalies. 
· And third, vary the hardware infrastructure with key parameters to determine the contribution to overall system performance. 
The remainder of this paper describes the details and results of this performance test. 
Test Framework

The Microsoft Application Center Test (ACT) was used to collect performance data. Microsoft ACT is a utility that can be used to stress test Web servers and measure application performance; it simulates system usage by opening multiple connections to the Web server and rapidly sending HTTP requests to be handled by the Microsoft CRM Web server.
The ACT scripts used were modified to gather additional transaction-level data. Each user, the transaction iteration, the transaction type, start time of the transaction, and the response time was logged. This additional data was post-processed to allow more specific data analysis on a transaction- or user-level basis. 
Microsoft ACT is available for installation as part of the Enterprise Features of Microsoft Visual Studio® .NET. For more information about Microsoft ACT, see the article “Microsoft Application Center Test 1.0, Visual Studio .NET Edition” on the Microsoft Developer Network (MSDN) Web site (msdn.microsoft.com/library/default.asp?url=/library/en-us/act/htm/actml_main.asp). 

User Simulation

Microsoft ACT utilized one workstation simulating the requests of up to 1,000 Microsoft CRM system users. Workload and server requests were randomized to model system usage so that transactions of the same type were not performed simultaneously. In addition, data access and retrievals were performed in an indiscriminate manner to prevent artificial caching of Web and database resources. Transactions were performed at the speed and transaction mix that a system user would generate such work activities. Each simulation takes approximately 1 hour and 40 minutes, which targets 50 to 60 minutes of steady-state activity. The results were validated by comparing a similar 1,000 user workload with the original 8-hour performance test with comparable performance. 
Initial Default Test Hardware Configuration

The following tables list the initial default hardware configuration environment that was used with the Microsoft CRM version 1.2 performance test. Variations to the hardware configurations are noted for each performance test.
	Virtual client simulator (ACTClient1)

	Manufacturer
	Intel Corporation

	Operating System
	Microsoft Windows® XP

	Processor
	(1) 2.8-GHz Intel® Pentium® 4 supporting Hyper-Threading Technology 

	RAM
	1 GB 

	Software
	Microsoft Application Center Test (ACT)
System Monitor

	Network Adapter
	1 Gigabit Ethernet Adapter


	Database server (CRMSQL01)

	Manufacturer
	Intel Corporation

	Operating System
	Microsoft Windows Server 2003

	Processor
	(4) 2.8-GHz 2MB L3 cache Intel Xeon supporting Hyper-Threading Technology (also used 3.0 GHz with 4MB L3 cache processors)

	RAM
	2 GB (up to 8 GB)

	Software
	Microsoft SQL Server 2000 SP3a

	Disk Configuration

(2 logical partitions)
	Disk 0: 32 GB, O/S

Disks 1 thru 5 configured RAID 1: 150 GB sharing SQL Server data files and SQL log files 

	Network Adapter
	1 Gigabit Ethernet Adapter


	Microsoft CRM Web/platform server (CRM01)

	Manufacturer
	Intel Corporation

	Operating System
	Microsoft Windows Server 2003

	Processor
	(2) 2.8-GHz Intel Xeon supporting Hyper-Threading Technology

	RAM
	1 GB 

	Software
	Internet Information Services (IIS) 6.0

Microsoft CRM Server

	Network Adapter
	1 Gigabit Ethernet Adapter


	Domain controller (AD01)

	Manufacturer
	Intel Corporation

	Operating System
	Microsoft Windows 2000 Advanced Server

	Processor
	1-GHz Intel Pentium 4 supporting Hyper-Threading Technology

	RAM
	1 GB 

	Software
	Active Directory®

Microsoft Exchange Server (not used)

	Network Adapter
	1 Gigabit Ethernet Adapter


	Network

	Network
	8-Port Linksys Gigabit Workgroup Switch (EG008W)


Microsoft CRM Test Database

Initial data loading of the Microsoft CRM test database was extrapolated by analyzing the sample sales force automation workload and pre-populating the Microsoft CRM system with the equivalent of 3 months of customer data. The following table lists the resulting database population by Microsoft CRM object. Note that there is an increase in the Leads and Opportunities entities used in this report from the original test report. To maintain database integrity, no attempt was made to reduce the number of these entities.
	Microsoft CRM object
	Original test report
	New data volume

	Task activity
	125,876
	126,155

	Fax activity
	122,960
	124,826

	Phone activity
	125,198
	125,938

	E-mail activity
	124,498
	125,791

	Letter activity
	121,377
	125,735

	Appointment activity
	119,758
	126,906

	Accounts
	40,698
	44,073

	Leads
	162,769
	201,809

	Contacts
	81,481
	43,844

	Opportunities
	26,710
	201,606


Microsoft CRM Environment Setup

Test setup centered on the premise of an actual customer implementation of Microsoft CRM Sales Standard. Microsoft test professionals constructed an Active Directory topography similar to that found in a customer deployment and assigned appropriate Microsoft CRM roles and privileges to virtual users that were consistent with test use-cases. The following table depicts the Microsoft CRM setup variables used in the performance test.
	Microsoft CRM setup variables
	Value

	Organizational unit
	Adventure Works Cycle

	Number of licenses
	1,000

	License type
	Microsoft Business Solutions CRM Sales Standard

	Security roles assigned (user count)
	System Administrator (5)

Salesperson (973)

Sales Manager (20)

Vice President of Sales (1)

CEO-Business Manager (1)


Performance Test Use-Cases

Through customer and industry analyst interviews, the original test team established a sales force automation workflow that reflects medium-heavy system usage. Microsoft test professionals did not create artificial fluctuations in the test workload that would represent beginning of shift/end of shift usage or offline synchronization of data to Microsoft CRM Sales for Outlook (the Outlook client). Rather, use-cases were distributed evenly between the 1,000 virtual users to eliminate unnecessary bias and caching within the Microsoft CRM Web application. Since the original tests were based on an 8-hour period, the following table shows the pro-rated (or planned) number of transactions during the 50-minute steady-state period as well as the actually measured number of corresponding transactions by transaction type.
	Transactions over 50 minutes
	Original 8-hour period
	Transaction counts over a 50-minute period based on original 8-hour transaction mix

	Number of Users
	1000
	1000
	750
	500
	250
	100

	 
	
	Plan
	Actual
	Plan
	Actual
	Plan
	Actual
	Plan
	Actual
	Plan
	Actual

	AccountCreate
	1000
	104
	107
	78
	81
	52
	59
	26
	31
	10
	11

	AccountRetrieve
	12000
	1250
	1224
	938
	936
	625
	638
	313
	343
	125
	141

	AccountRetrieveUpdate
	8000
	833
	811
	625
	600
	417
	402
	208
	209
	83
	86

	AccountSearchRetrieve
	16000
	1667
	1636
	1250
	1244
	833
	854
	417
	435
	167
	189

	AccountSearchRetrieveDelete
	300
	31
	45
	23
	34
	16
	26
	8
	13
	3
	4

	AccountSearchRetrieveUpdate
	12000
	1250
	1149
	938
	851
	625
	572
	313
	289
	125
	114

	AppointmentCreate
	2000
	208
	191
	156
	153
	104
	94
	52
	48
	21
	22

	ContactCreate
	2000
	208
	204
	156
	153
	104
	103
	52
	44
	21
	15

	ContactRetrieve
	12000
	1250
	1214
	938
	904
	625
	602
	313
	282
	125
	107

	ContactRetrieveUpdate
	8000
	833
	783
	625
	597
	417
	405
	208
	211
	83
	84

	ContactSearchRetrieve
	16000
	1667
	1566
	1250
	1167
	833
	763
	417
	393
	167
	141

	ContactSearchRetrieveDelete
	500
	52
	82
	39
	59
	26
	42
	13
	20
	5
	8

	ContactSearchRetrieveUpdate
	12000
	1250
	1174
	938
	888
	625
	601
	313
	285
	125
	107

	EmailCreate
	12000
	1250
	1248
	938
	949
	625
	629
	313
	290
	125
	121

	FaxCreate
	1000
	104
	107
	78
	85
	52
	62
	26
	30
	10
	14

	LeadCreate
	4000
	417
	411
	313
	307
	208
	208
	104
	101
	42
	42

	LeadRetrieve
	12000
	1250
	1201
	938
	907
	625
	596
	313
	285
	125
	130

	LeadRetrieveUpdate
	8000
	833
	828
	625
	633
	417
	415
	208
	216
	83
	82

	LeadSearchRetrieve
	16000
	1667
	1608
	1250
	1190
	833
	801
	417
	415
	167
	150

	LeadSearchRetrieveDelete
	500
	52
	57
	39
	41
	26
	24
	13
	13
	5
	3

	LeadSearchRetrieveUpdate
	12000
	1250
	1193
	938
	885
	625
	590
	313
	312
	125
	127

	LetterCreate
	1000
	104
	90
	78
	72
	52
	48
	26
	21
	10
	9

	OpportunityCreate
	500
	52
	45
	39
	30
	26
	21
	13
	10
	5
	3

	OpportunityRetrieve
	6000
	625
	619
	469
	456
	313
	297
	156
	163
	63
	65

	OpportunityRetrieveUpdate
	4000
	417
	442
	313
	337
	208
	225
	104
	114
	42
	50

	OpportunitySearchRetrieve
	8000
	833
	846
	625
	634
	417
	418
	208
	210
	83
	96

	OpportunitySearchRetrieveDelete
	200
	21
	19
	16
	18
	10
	11
	5
	3
	2
	1

	OpportunitySearchRetrieveUpdate
	6000
	625
	590
	469
	446
	313
	299
	156
	168
	63
	62

	PhoneCreate
	8000
	833
	822
	625
	627
	417
	409
	208
	200
	83
	74

	TaskCreate
	8000
	833
	838
	625
	630
	417
	445
	208
	235
	83
	94

	 
	
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Total transactions
	209000
	21771
	21150
	16328
	15914
	10885
	10659
	5443
	5389
	2177
	2152

	Relative percentage vs 1,000 users
	
	1.00
	1.00
	0.75
	0.75
	0.50
	0.50
	0.25
	0.25
	0.10
	0.10

	Transaction rate / User / 50 mins
	21.77
	21.77
	21.15
	21.77
	21.22
	21.77
	21.32
	21.77
	21.56
	21.77
	21.52


Workload Summary

With 1,000 Microsoft CRM users performing the previously mentioned medium-heavy sales force automation workload, the following table provides a summary estimate of transactions performed on the database during each test.
	Measure
	Count per user
	Total iterations

	8-hour test total
	209
	209,000

	Operations per hour
	26.13
	26,130

	Operations per 50 minutes
	21.77
	21,771


Microsoft CRM Customization

No deployment-specific customizations were made to the Microsoft CRM installation. There were no Microsoft CRM XML schema changes, application customizations, workflow rules, or synchronizations used in the performance test. The Microsoft CRM installation was a clean install with all of the default installation parameters accepted. 

Performance Tuning

No performance tuning configurations were made to any of the servers within the performance test. All server applications were installed with default settings.
Microsoft CRM Performance Test Results

As previously stated, these performance tests were conducted to analyze the scalability of Microsoft CRM from 100 to 1,000 users and identify any significant scaling anomalies. An ACT script is used to generate the transactional workload on a pseudo-random basis to achieve an average steady-state transaction rate across all users. Each user generates a fixed number of transactions over the full workload run. The number of transactions generated is based on a desired transaction rate per user. The full workload completes when all users have generated their fixed number of transactions. User transactions generated take into account the delay in the response time from the previous transaction to try to maintain the overall steady-state transaction. 
All of the test runs have the characteristics shown in the following chart, differing only in the HTTP request/secs generated. Each workload test run has a 10-minute ramp up period, followed by an approximately 50-60 minute steady-state period, followed by 40 minutes during which the remaining users are completing their final transactions.
[image: image1.jpg]Requests

HTTP Requests/sec Duration Workload Run

30
51—H
201 'WW“EV*JA&W
15 AH
10 v\

5 \\\

0

0 2000 4000 6000

10 min. 50 min. ylime (secs) 40 min. Ramp
Ramp Up Concurrent User Down Period
Period Period

Data Used for Analysis

8000





The data used for analysis in each test case is restricted to the 50-minute period following the 10-minute ramp up period. The interval gives the best representative data for full user workload concurrency.
Typical Processor Utilization

The following chart is the measured total CPU utilization during the full 1 hour and 40 minute run for the initial default hardware configuration. During the 50-minute steady-state period, the Microsoft CRM database server averaged approximately 35 percent CPU utilization and the Microsoft CRM Web server averaged approximately 18percent CPU utilization.
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Response Time Distribution Summary 
Microsoft ACT was used on two physical workstations and collected the following data from the Microsoft CRM performance test. Summarized information includes the total number of requests, cumulative error counts, and response codes generated by the Microsoft CRM Web application. 
Create Task Response Time Distribution
The following chart summarizes the response time distribution for creating various tasks objects. In all cases, 90 percent of all Create Task transactions complete in less than 2 seconds. The maximum response time was under 17 seconds. While 75 percent of the Create Tasks are completed in the first .5 seconds, only approximately 20 percent of the appointment tasks are created in the first .5 seconds.
[image: image3.emf]% Complete by Response Time Distribution

0.00

0.20

0.40

0.60

0.80

1.00

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Response Time (msecs)

% Complete

AppointmentCreate

EmailCreate

FaxCreate

LetterCreate

PhoneCreate

TaskCreate


Account Transaction Response Time Distribution
The following chart summarizes the response time distribution for various account transactions. Ninety percent of all Create, Retrieve, RetrieveUpdate, and SearchRetrieve transactions complete in less than 2 seconds. Ninety percent of all SearchRetrieveDelete and SearchRetrieveUpdate transactions complete in 4.5 seconds. The maximum response time for any transaction was under 16.5 seconds. 
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Contact Transaction Response Time Distribution
The following chart summarizes the response time distribution for various contact transactions. Ninety percent of all Create, Retrieve, RetrieveUpdate, and SearchRetrieve transactions complete in less than 2 seconds. Ninety percent of all SearchRetrieveDelete and SearchRetrieveUpdate transactions complete in 3.5 seconds. The maximum response time for any transaction was under 19 seconds. 
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Lead Transaction Response Time Distribution
The following chart summarizes the response time distribution for various lead transactions. Ninety percent of all Create, Retrieve, RetrieveUpdate, and SearchRetrieve transactions complete in less than 2.5 seconds. Ninety percent of all SearchRetrieveDelete and SearchRetrieveUpdate transactions complete in 6.5 seconds. The maximum response time for any transaction was under 21.5 seconds. 
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Opportunity Transaction Response Time Distribution
The following chart summarizes the response time distribution for various opportunity transactions. Ninety percent of all Create, Retrieve, RetrieveUpdate, and SearchRetrieve transactions complete in less than 4.5 seconds. Ninety percent of all SearchRetrieveUpdate transactions complete in 7 seconds. Ninety percent of all SearchRetrieveDelete transactions complete in 28 seconds. The maximum response time for any transaction was under 29 seconds.
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User Scaling Summary 
Microsoft ACT was used on two physical workstations and collected the following data from the Microsoft CRM performance test. Summarized information includes the total number of requests, cumulative error counts, and response codes generated by the Microsoft CRM Web application. 
Transaction Scaling
The following chart summarizes the number of transactions completed during the 50-minute steady-state period for the number of concurrent users for the default configuration. The result is linear since the transaction rate per user is fixed. The slope of approximately 21 is equivalent to the target transaction rate.
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Average Response Time Scaling
The following chart summarizes the average response time for the given number of concurrent users. The approximate linear scaling in average response indicates approximately 1 millisecond (msec) per user over the range of 100 to 1,000 users given the default hardware configuration.
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Maximum Response Time Scaling
The following chart summarizes the maximum response time for the given number of concurrent users. While the average response time increased by approximately 1 msec per user, the maximum response time increases approximately 40 msecs per user over the range of 100 to 1,000 users.
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User Scaling by Number of Processor Summary 
For the following testing results, the actual number of transactions completed, average response time, and maximum response time are evaluated as the number of processors is reduced in the Microsoft CRM database server. The number of processors is reduced from 4 to 2 to 1. The Hyper-Threading Technology remained supported in all tests.
Transaction Scaling
The following chart summarizes the completed transactions for each processor configuration over the range of 100 to 1,000 concurrent users. While both the 4-way and 2-way configuration is able to complete the expected number of transactions over the full range of concurrent users, the single processor configuration begins to fail between 500 and 750 concurrent users. In other words, the single processor configuration was not able to maintain the target transaction rate. 
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Average Response Time Scaling
The following chart summarizes the average response time for each processor configuration over the range of 100 to 1,000 concurrent users. Clearly the single processor configuration begins to fail after 500 concurrent users. The dual processor configuration has a 3-fold increase in the average response time between 750 and 1,000 concurrent users. The 4-way configuration maintains a fairly linear increase in average response time over the 100 to 1,000 range of users. 
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Maximum Response Time Scaling
The following chart summarizes the maximum response time for each processor configuration over the range of 100 to 1,000 concurrent users. The single processor is not able to maintain a reasonable response time after 250 concurrent users. The dual processor configuration begins to fail to maintain a reasonable response time after 750 users. The 4-way processor configuration maintains a fairly linear increase in the maximum response time over the range of 100 to 1,000 concurrent users.
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Effects of Caching Ad Hoc Query Plans Test Result Summary 

The following chart summarizes the effects of caching ad hoc query plans over the range of 100 to 1,000 users. With the default hardware configuration, there appears to be a minimum average response time at approximately 400 msecs where caching or not caching has very little effect. After increasing the concurrency rate with 500 users and above, there’s approximately 15 to 30 percent improvement in average response time by not caching ad hoc query plans.
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Processor Frequency Test Result Summary 

The following chart compares the average response time between two different processors over the range of 100 to 1,000 concurrent users. No attempt was made to distinguish the performance contribution from the frequency increase from the L3 cache size increase. Again, there appears to be a floor (minimum) average response time at the lower number of the concurrent users. At about 500 concurrent users and up, the increase in improvement (4-12 percent) is fairly consistent with frequency scaling between processors. 
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Memory Test Result Summary 

The following chart summarizes the average response time between several different memory configurations for the Microsoft CRM database server over the range of 100 to 1,000 concurrent users. On average there is very little variation in the average response for 100 concurrent users with only 1 GB of system RAM. This quickly changes with the average response rate increasing by approximately two times with just 250 concurrent users. At 1.5 GB of RAM, average response times are approximately 25 percent higher for 250 concurrent users. The 2 GB and 3.87 GB of RAM have equivalent performance assuming no additional configuration adjustments are made to take advantage of the increased memory. At 1,000 concurrent users, 3.87 GB of RAM with the /3GB boot.ini file option reduces the average response time by approximately 25 percent. 
Note that additional improvements from expanded system RAM are possible using Physical Address Extensions (PAE) and Address Windowing Extensions (AWE) in SQL Server. These options are covered later in “Physical Address Extension Test Summary.”
[image: image16.emf]Impact of Memory on Response Time

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0 100 200 300 400 500 600 700 800 900 1000

Number of Concurrent Users

Average Response Time 

(msecs)

1GB

1.5GB

2GB

3.87GB

3.87GB w /3GB


The following chart shows the corresponding maximum response time. The 1.5 GB, 2 GB, and 3.87 GB system memory results are comparable at 750 concurrent users and less. In most cases, 3.87 GB with the /3GB boot.ini switch reduced the maximum response time by approximately two times from 250 concurrent users and up.
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Physical Address Extension Test Summary 

The following chart summarizes the Physical Address Extension (PAE) memory test results. PAE with AWE enabled in SQL Server contributes approximately 30 percent improvement in average response time for 1,000 concurrent users using the default configuration. Between 3.87 GB with the /3GB boot.ini file option and 5 GB with PAE/AWE enabled results in approximately 15 percent improvement. There is no additional improvement noted above 5 GB.
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Hyper-Threading Test Summary 

The following chart summarizes the Hyper-Threading Technology test results. Hyper-Threading Technology provides 10-30 percent average response time improvement across a range of test conditions. In the default configuration, Hyper-Threading Technology provides approximately 30 percent performance improvement in average response time.
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CRM Consolidation Test Summary 
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The following chart summarizes the effects of consolidating the CRM Web Server and the CRM SQL Server database onto a common 4-way Intel Xeon processor platform with 5GB of system memory.  The assumption is that the system memory from the separate CRM Web Server could be applied to the CRM SQL Server database system if the two platforms where consolidated to support both CRM Web Server and CRM SQL Server database.  Over the range of 100 to 1,000 users, there is a performance advantage.  This advantage is primarily due to the additional memory, PAE, and AWE configuration changes applied to the consolidated platform.

Conclusion

Clearly, this scaling test demonstrated the ability of Microsoft CRM to scale to 1,000 system users while preserving excess system capacity. For organizations of less than 1,000 concurrent users, this scaling report provides some guidance on the target hardware infrastructure needed to support Microsoft CRM version 1.2.
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