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Executive Summary

Microsoft® SQL Server™ 2005 has been shown to meet customer requirements for high availability and to do so at a much lower cost than Oracle 10g. SQL Server 2005 includes all of the primary high-availability features like support for Microsoft Clustering Services, Database Mirroring, database snapshots, log shipping, and replication in both the SQL Server 2005 Standard Edition and the SQL Server 2005 Enterprise Edition at no extra cost.

Oracle’s Real Application Clusters (RAC) can be implemented in high-availability configurations. However, RAC is only included in the Oracle 10g Standard Edition—it is not included in the Oracle 10g Enterprise Edition. While RAC is capable of automatic failover, it can not match the sub 5-second failover speeds provided by SQL Server 2005 Database Mirroring. Similarly, Oracle 10g’s Flashback and Data Guard features are not available in the Oracle 10g Standard Edition; to get these features customers must purchase the much more expensive Oracle 10g Enterprise Edition.

SQL Server 2005 Enterprise edition also provides the ability to improve availability by partitioning data between multiple servers. Adding this capability to Oracle 10g requires the purchase of the optional Oracle Partitioning product. High availability does not need to equal high cost and SQL Server 2005 meets customer requirements for high availability at a much lower cost than does Oracle 10g.

Introduction

Ensuring the continuous availability of the computing resources in the enterprise is a primary objective of today’s database administrator (DBA). All the computing horsepower in the world and secure/defensive application coding makes little difference if users and customers cannot access the resources that they depend upon to carry out their job functions. If the database and servers that support the application are unavailable, it can cost the organization both monetarily as well as in terms of reputation and goodwill.
Depending on the nature of the organization and the type of application, the costs for service outages can be enormous. A study by Forrester Research showed that a 1‑hour outage for the online broker firm eTrade resulted in a loss of 8 million dollars. Likewise, a 10-hour outage at DELL cost 83 million dollars, while a 33-hour downtime at Intel resulted in a loss of 275 million dollars. These figures only represent loss of revenue and do not include some of the other less tangible costs like reduced customer satisfaction or damaged company reputations.
For mission-critical applications, the database and servers that support those applications need to be available during the times that users require those applications. The requirements for achieving the necessary levels of availability in the enterprise today extend far beyond the simple data protection provided by traditional backup and restore technologies. Today’s enterprise applications need greater windows of availability than ever before and many organizations require full 24-hour a day, 7-day a week, 365-day of the year availability. Creating a high-availability environment for business continuity is a complex undertaking because it touches on so many different areas in the enterprise. It is also influenced by many factors, including technological challenges and capabilities as well as human and organizational factors that extend beyond the realm of pure technology into operations. In this white paper, we will compare the high-availability technologies offered by SQL Server 2005 and Oracle 10g. Customers can use this information to help evaluate the different capabilities of these two systems and choose the database that best meets their requirements.

Definition of High Availability and Five 9s

Availability can be defined as the time that a system or resource is available for use. The definition of high availability is typically measured according to its percentage of absolute availability where 100 percent means that the resource is available all of the time and there is no downtime. However, 100 percent availability is very difficult to achieve. Instead, the closest practical measure of very high availability is five 9s or 99.999 percent. Expressed mathematically, availability can be defined as:

Percentage of availability = ((total elapsed time – sum of downtime)/total elapsed time)

where the percentage of system availability equals the total elapsed time, minus the total time the system is not available, divided by the total elapsed time. Each year has a total of 8,760 hours (24 hours per day times 365 days per year) of available uptime. A total of 8,760 hours of uptime would translate to 100 percent of the available uptime for that year. However, because of the need to perform regular system maintenance as well as other unplanned events, providing the full 8,760 hours of uptime is usually not possible. For example, it’s common for a system to have one day (eight hours) of scheduled downtime for monthly maintenance so that Information Technology staff can perform hardware upgrades, apply system patches, or perform other routine maintenance activities. In this scenario, the percentage of availability of the system is shown in the following expression:


98.9 = ((8760 – (8 x 12)/8760)

In other words, one day of downtime per month results in an overall availability number of 98.9 percent. The following formula illustrates how to calculate the number of 9s in system availability. The number of 9s is expressed where 99.9 percent is three 9s, 99.99 percent is four 9s, and so on.

As you can see, one day of downtime per month results in an overall availability of 98.9 percent which rates at one 9 out of a possible five 9s. One day per month isn’t a great deal of downtime and for many organizations this level of availability would be adequate. However, there are many environments where that is not enough. The following table gives you an idea of the amount of downtime that is associated with each successive increase in the level of availability.

	Number of 9s
	Percentage Availability
	Downtime per Year

	1
	98.9%
	3 days, 18 hours, 20 minutes

	2
	99.0%
	3 days, 15 hours, 36 minutes

	3
	99.9%
	8 hours, 46 minutes

	4
	99.99%
	53 minutes

	5
	99.999%
	5 minutes


Achieving one 9 of availability can be accomplished by having 15 minutes per day or 92 (3 days, 18 hours, 20 minutes) hours per year of downtime. However, as you can see, achieving each successive higher level of 9s is increasingly rigorous. At the highest level of availability (five 9s of availability), the downtime per year must be less than .09 hours or about 5 minutes of downtime per year. Achieving these higher levels of downtime with today’s database platforms is possible but it cannot be accomplished using technology only. Instead, these highest levels of availability can only be accomplished by harnessing a combination of people, processes, and technological factors.

It’s important to note that downtime tracking must be performed from the standpoint of system availability to users. While some vendors make availability claims based on server availability, tracking availability from the server level doesn’t necessarily take into account the true level of availability to users. If the server is up but some other factor prevents the end users from accessing the system, then the system should be considered unavailable.
Factors Influencing Availability

The demands for information to be available 24 hours a day, 7 days a week, and 365 days of the year are influenced by many factors. The principle factors that can act as barriers to creating a highly available operating environment are:

· People

· Process

· Technology

Continuous availability to information is not just about technology. It is also about company staff, both in-house and staff located at remote locations. Hiring the best people to run business operations smoothly is crucial for organizations to maintain maximum uptime. Combining that with processes that put into practice efficient operating procedures and good policies will ensure that your people can perform at their optimum level of expertise.

The role of technology in creating a highly available environment has multiple levels. From a system standpoint, technological solutions address routine maintenance as well as the various types of failures that can occur such as site failures, server failures, and database corruption. From a business perspective, technology also influences the people, policies, and processes in your business environment. For example, the hardware and software solutions a company chooses will determine both the skills needed by the staff and the particular processes the company will need to set up to manage that technology. The maintenance of those skills is a very important factor that can influence system availability. Continued training is vital to enable operations personnel to keep their skill level current, thereby ensuring that they can perform both routine and emergency procedures correctly and efficiently.
Planned Downtime

Providing database availability while performing routine system maintenance, and recovering from data loss caused by application failover or other events, are two areas where SQL Server 2005 and Oracle 10g offer their own sets of unique high availability features. The next section covers the different database features that are designed to promote operations continuity and to provide protection against data corruption in today’s enterprise database platforms.
Database High-Availability Solutions for Server Maintenance

While today’s server hardware is highly reliable and all of the tier-one hardware vendors offer many redundancy features for the primary system components, hardware and operating system maintenance and upgrades remain an unavoidable fact of life.

Hardware Upgrades and Maintenance

Microsoft Windows Server™ 2003 support for both hot swap RAM and RAID drives addresses the most common hardware upgrade scenario: the need to add memory and disk storage to your system. With hardware that supports these features, you can dynamically add RAM and RAID drives to the system while it is running with no disruption in availability. Even so, at times routine hardware maintenance is required. For example, an event in the system log might indicate a failing system component, or you may need to apply an operating system or application-level service pack that requires a system restart. In a single-server environment, these types of events will result in planned system downtime. Planned downtime is less disruptive for the continuity of operations than unplanned downtime because it can be scheduled for a time when it will have the least impact.

Nevertheless, even planned downtime may be too much for those organizations that require the maximum level of availability. To accommodate the need for routine maintenance and the downtime it requires, all of the enterprise database platforms available today support multiserver clustering and other availability features that enable Information Technology staff to perform rolling upgrades. Microsoft Windows Clustering Services and Oracle’s RAC both support the ability to perform rolling upgrades that enable you to manually take either one system in the cluster or a group of systems offline to perform routine maintenance. For example, if you have an application that requires 24-hour-a-day, 7-day-a-week availability, you can implement that application on a database platform using one of these multiserver clustering or other availability technologies. Then when you need to perform maintenance, you initiate a manual failover to switch the workload off the node that requires maintenance. You can then repair, upgrade, or patch the node while it’s offline. The remaining cluster node(s) or standby server will assume the workload during the time the node that is being maintained is unavailable. Therefore, there is no loss of application availability. When the procedure is finished, you can restore the node to the cluster and fail back to ordinary operations. You can repeat this process for the other cluster nodes if needed. This ability to perform rolling upgrades eliminates the planned downtime associated with routine maintenance.

Database Maintenance

Database maintenance is an essential component of efficient and highly available data. Indexes need to be maintained, tuning needs to be performed, back ups need to be executed, and so on. A good operations plan will account for some amount of database maintenance time. However, database maintenance time does not necessarily have to equate to database downtime. Several tools are available to help the DBA diminish negative impact on performance and downtime, and enhance the uptime during routine database maintenance tasks.

To facilitate online server and database maintenance, SQL Server 2005 allows dynamic configuration for most SQL Server system properties. The following table lists the server properties that can be changed online.

	allow updates
	network packet size

	cost threshold for parallelism
	query governor cost limit

	cursor threshold
	query wait

	default full-text language
	recovery interval

	default language
	remote login timeout

	index create memory
	remote proc trans

	max degree of parallelism
	remote query timeout

	max server memory
	show advanced options

	max text repl size
	two digit year cutoff

	min memory per query
	user options

	min server memory
	network packet size

	using nested triggers
	query governor cost limit


SQL Server 2005 features an index defragmentation statement that allows online defragmenting of clustered and nonclustered indexes on tables and views. The DBCC INDEXDEFRAG statement does not hold locks for a long time and therefore will not block any running queries or updates. SQL Server 2005 and Oracle 10g both contain online indexing operations that improve data availability, response time, disk space utilization, and database performance. Indexes can be defragmented, added, or rebuilt at the same time that the underlying table data is being queried or updated.

Comprehensive database tuning tools are also featured in each of the database solutions to enhance performance even as user load and queries change over time. These tools advise the DBA how to best use configuration settings by, for example, monitoring and analyzing the operations of query statements and monitoring disk I/O subsystem performance.
Unplanned Downtime

Each of the different enterprise-level database platforms is able to deliver similar levels of high availability by using a somewhat different combination of their own methods and technologies. As you might expect, the different high-availability solutions provide varying degrees of protection from server failure and data corruption, and each method incurs different costs in terms of both the technology required to purchase the solution as well as the staffing costs that are a necessary part of implementing and operating the solution.
Database High-Availability Solutions for Database Recovery

The ability to create a highly available environment can be affected by the need to correct application errors and data corruption. An important aspect of having data available for access by users and personnel is making sure that the correct data is available. If data in the database has been corrupted, (for example by user errors, such as updating the database with incorrect information or inadvertently deleting information), procedures must be in place to quickly identify and restore the data to its original state.

SQL Server 2005—Backup and Transactional Point-in-Time Recovery

An essential component of high availability is a sound backup and recovery plan. The different recovery models in SQL Server 2005 set the balance between logging overhead and the complete recoverability of the data. SQL Server 2005 provides three recovery models: Simple, Full, and Bulk-Logged.

· Simple Recovery model. This model presents the lowest logging overhead, but any data past the end of the last backup cannot be recovered. With the Simple Recovery model, all data modifications made since the last backup are lost.

· Full Recovery model. This model is at the other end of the scale with all data modifications being logged. With the Full Recovery model, all data is recoverable to the point of failure. By default, SQL Server uses the Full Recovery model.

· Bulk-Logged Recovery model. This model lies in the middle of these two extremes, logging all transactions except bulk operations such as bulk copy and SELECT INTO. In a recovery situation, these operations are lost. Otherwise the Bulk-Logged model can recover to the end of the last database or log backup.

After a recovery model has been selected, an organization needs to decide on a database backup plan. Backups can be performed to disk, tape, or other media. Performing disk backups is the fastest mechanism for backing up and restoring data. To protect against drive failure, backups should always be directed to a separate drive and preferably a separate controller from database data. SQL Server supports three basic types of database backup: full, differential, and log backup.

· Full database backup. This type of backup is a complete copy of the database. This offers a known point from which to begin the restoration process.

· Differential backup. This backup copies only the database pages modified after the last full database backup. Frequent differential backups minimize the number of transaction logs that need to be applied to bring your database up to the last current transaction.

· Log backup. This backup copies only the transaction log. The transaction log backups may be applied after the last differential backup has been restored.

Transactional point-in-time recovery allows an entire database to be recovered to any given point in time. A SQL Server 2005 transaction log is a serial record of all of the changes that have been made in a database since the transaction log was last backed up. Using transaction log backups, you can recover a SQL Server database to any specific point in time. For example, if an application error occurred at 04:00 that resulted in data corruption with a database, you could use SQL Server 2005 transaction log backup to recover the database to 03:59—just before the data corruption occurred.

When a SQL Server transaction log is restored, all of the transactions contained in the log are rolled forward. In addition to the data that is used to update the database, each transaction log record contains a time stamp that denotes when the transaction occurred. When the end of the transaction log is reached or the specified time is encountered during the restore operation, the database will be in the exact state that it was in at the time of the last transaction, enabling you to quickly recover from the data corruption error.

In addition to these standard backup options, SQL Server 2005 also provides support for a very granular page-level restore capability where you can restore a page or group of pages.
SQL Server 2005—Log Shipping with a Delay

Log shipping can be configured to allow a “window in time” to easily recover from data corruption situations. Log shipping is a database availability technology that sends transaction logs from one database server to one or more backup servers. These transaction logs can then be applied to the backup server in the event of a primary server or database failure. Transaction log backups of the primary server may be delayed for a specified amount of time before being sent to the secondary server. For example, instead of writing transaction logs to the secondary server immediately, log shipping may be configured to write to the secondary server every five minutes. If a data error were to occur during that five-minute window, the transaction log on the secondary server could be used to recover the data to the state just five minutes before.

SQL Server 2005—File Group Restore

Point-in-time recovery and log shipping recovery are available in SQL Server 2005. Transaction log backups may be applied to recover data to a specific point in time.

New features of SQL Server 2005 allow for easily restoring just the objects that have been corrupted. Fine-grained restore features in SQL Server 2005 enable the restoration of select filegroups in a database. In SQL Server 2000, the unit of availability is the database. Before the database is available, all components of that database need to be intact. The unit of availability in SQL Server 2005 is the filegroup. This improves availability because only the data currently being restored is unavailable; the rest of the database data that is contained in other filegroups remains accessible. SQL Server 2005 allows restoring a filegroup at a time, or even a page or group of pages at a time when the primary filegroup is ready.

SQL Server 2005—Fast Recovery

Just like Oracle’s FastStart Fault Recovery, the Fast Recovery feature of SQL Server 2005 improves data availability by allowing users to reconnect to a recovering database as soon as the transaction log has been rolled forward. Earlier versions of SQL Server required users to wait until incomplete transactions had rolled back, even if the users did not need to access the involved areas of the database.

SQL Server 2005—Database Snapshots

SQL Server 2005 includes database snapshots that allow quick and easy restoration of damaged data. Database snapshots provide the faculty of generating a read-only view of the database without the overhead of creating a whole copy of the database and its accompanying storage. You can see an overview of database snapshots in Figure 1.
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Figure 1: Database snapshots

A database snapshot is different from a database copy. A database snapshot occupies only the space that is required to contain the changes that are made to the database information. As changes are made to the database, the snapshot receives its own copy of the original page from the database. To recover from an undesirable change to a database, the original page in the snapshot may be reapplied to the database.
Oracle 10g—Recovery Manager (RMAN)

Oracle 10g includes a tool called Recovery Manager (RMAN) that manages the processes of creating backups and restoring them. The RMAN tool consists of the RMAN executable functions, the target database to be backed up, and an optional recovery catalog. If the recovery catalog is not specified, the backup details are stored in a controlfile in the target database. Several features of the Recovery Manager may be used to recover corrupted or unwelcome data changes. The controlfile includes information about the data file and the archive log files from the time of the data file creation until the time of the recovery.

A standard RMAN backup contains backup units that consist of the data blocks for a particular datafile. The data blocks are stored in a special compressed format. When a datafile needs to be restored, the entire datafile needs to be recreated from the blocks in the backup units. With Oracle 10g, image copies may now be created at the database, tablespace, or datafile level. An image copy of a datafile is faster to restore because the actual structure of the datafile already exists. An RMAN feature called Incrementally Updated Backups allows the application of incremental database changes to datafile image copy backups in order to roll them forward to a specific point in time. By occasionally updating the datafile image copies with incremental backups, the image copy of the datafile is moved forward to a more current state. This reduces data recovery time.

Change Tracking is an optional feature in Oracle 10g that could improve the performance of incremental backups. In previous versions of Oracle, all the blocks in the datafiles needed to be scanned for changes from the last incremental backup. With Change Tracking enabled, only the blocks of the first incremental backup needs to be fully scanned, as the IDs of any changed blocks are written to a Change Tracking file. Subsequent incremental backups scan the Change Tracking file to determine if any changed blocks need to be backed up.

Oracle 10g—Flashback

Oracle 10g’s Flashback provides a capability that’s very similar to SQL Server 2005 database snapshots. A Flashback database allows the recovery of the database to a specific point in time using a Flash Recovery Area instead of standard backup media. The Flashback feature is best used to recover simple table and row data that has been corrupted, in contrast to the RMAN feature that is best used for recovery of larger blocks of data. To use this feature, a DBA must configure a Flash Recovery Area that includes Flashback database logs, redo archive logs, and RMAN backups. A copy of the block changes are written to the Flashback logs, and may be restored in the event of a user or application error to data. Flashback includes specific SQL statements that are used to query and recover data from the Flash Recovery Area, so privileges need to be granted to the user to access the objects.

Note   An important limitation of the Flashback technology is that it does not have built-in support for referential integrity. If you use Flashback to restore a table that has dependencies and those dependant objects have been changed, you could introduce inconsistencies into your database
.

The Flashback Table, Database, and Transaction Query features are only available in the Oracle Enterprise Edition.

Database High-Availability Solutions for Server Failure

Without a doubt, the primary technological consideration in a high-availability environment is protection against server failure. Server failure can be defined as an unplanned event that causes the server system to be inaccessible by users. A number of different factors can cause server failure. Server failure can result from a variety of both hardware and software causes including:

· Hardware failure (CPU, RAM, storage, I/O, or power supply)

· Operating system or device driver failure

· Database server failure

The first step in protection against hardware failure is to invest in a hardware platform that provides redundancy of key components. For example, most of the servers available from today’s tier-one hardware vendors provide high-availability features like redundant power supplies, built-in Uninterruptible Power Supply (UPS), as well as hot-swappable RAM and RAID drives.

On the software side, the most important step to ensuring high availability is to keep your operating system, device drivers, and application software up-to-date with the most recent service packs. This ensures that your system will have the most recent software updates and security updates. Microsoft offers a number of technologies that address the issue of system updates. The System Management Server (SMS) product provides enterprise-level software update and inventory capabilities. For medium-sized businesses, the new Windows Server Update Services (WSUS) provides the ability to distribute Microsoft Windows® and Microsoft Windows Server updates throughout the organization. And Windows Update provides system updates for small businesses.

Keeping up with the most recent patches is an important step and you also need to have quality assurance procedures in place to rigorously test all software updates in your test environment before deploying them to your production environment.

While taking care of these fundamental system prerequisites is a vital step toward improving database and server availability, by themselves, these measures don’t ensure high availability. To further protect against server failure and ensure high database availability, you need to adopt one of the highly availability technologies that are supported by the competing database platforms. These technologies are designed to make your systems more resistant to system failure as well as to enable quicker recovery in the event of a server failure.
Taking advantage of clustering technologies and log shipping are important technological means to creating a highly available database platform. Clustering essentially involves using multiple servers in an environment where one or more backup servers can seamlessly take over the workloads of a failed primary server. In addition to clustering, all of today’s competing enterprise database platforms support a number of other technologies that can protect against server failure. These include log shipping and replication. This section will examine each of these alternatives and discuss how they are implemented by each of the enterprise database products.

SQL Server 2005 N-Way Clustering
Taking advantage of the enhanced clustering support provided by Windows Server 2003, SQL Server 2005 supports up to eight-node clusters on Windows Server 2003 Datacenter Edition and Windows Server 2003 Enterprise Edition, four-node clusters on Windows 2000 Datacenter Server, and two-node clusters on Windows 2000 Advanced Server. The installation process and management tools are all cluster-aware.

Microsoft Windows Clustering Services is an important technology for protecting database platforms from server failure. Windows Clustering Services is available for all of the enterprise database applications including SQL Server, Oracle, and DB2. The different versions of the Windows Server operating systems have different capabilities in the number of nodes that they support. The following table presents the basic clustering capabilities of the different editions of Windows 2000 Server and Windows Server 2003.

	Operating System
	Nodes

	Windows 2000 Server 
	0

	Windows 2000 Advanced Server 
	2

	Windows 2000 Datacenter Server
	4

	Windows Server 2003 Standard Edition
	0

	Windows Server 2003 Enterprise Edition
	4

	Windows Server 2003 Datacenter Edition
	8 (SQL Server Enterprise Edition 64-bit only)


Windows 2000 Server and Windows Server 2003 Standard Edition do not support failover clustering. Windows 2000 Advanced Server supports two-node clusters. Windows Datacenter Server 2000 and Windows 2003 Enterprise edition support four-node clusters, and Windows Server 2003, Datacenter Edition supports up to eight-node clusters. The number of nodes supported depends on the capabilities of the host operating system.
With Windows Clustering, each physical server in the cluster is called a node. The nodes work together to form a cluster. All of the nodes in a cluster are in a state of constant communication. If one of the nodes in a cluster becomes unavailable, another node will automatically assume its duties and begin providing users with the same services as the failed node. This process is called failover. Unlike specialized fault-tolerant non-Microsoft hardware solutions that can provide no interruption in service, the failover process for a Windows cluster requires a short interval of about 20 seconds to complete, depending on the hardware employed. In addition, the database on the failover node must be recovered to maintain transactional consistency. The length of this recovery period depends largely on the level of database activity that was occurring at the time of failover and the type of hardware used. Clients connected to the failed node are disconnected. When they attempt to reconnect, they are able to access the cluster resources on the backup node. Windows Clustering offers the following advantages:

· Automatic failover. When a failure is detected, the cluster automatically switches from the primary node to the secondary node.

· Transparent to clients. After the failover is complete, clients can reconnect to the cluster using the same virtual name and/or Internet Protocol (IP) address.
· Transactional integrity. All committed transactions are saved and made available after the failover process completes.

· Rapid failover. In most cases, the failover process for the system can complete in about 30 seconds. The subsequent database availability depends on the number of transactions that need to be rolled forward or rolled back.

You can see a basic overview of Windows Clustering Services in Figure 2.
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Figure 2: Basic clustering

Each cluster node requires the following hardware:

· A hard disk for the Windows Server operating system. This disk is not shared and is not connected to the controller that is used to connect to the shared storage. Instead, the disk uses its own controller and should be mirrored for improved availability.

· A SCSI or Fibre Channel adapter that connects to the cluster’s shared disk storage.
· Two network interface cards (NICs). One NIC is used to connect the cluster node to the external network. The second NIC is used for the private cluster network, which maintains the “heartbeat” of the cluster—a signal indicating that a node is available.

Because the nodes in a cluster use a shared storage subsystem, they typically need to be in relatively close proximity to one another. The distance between nodes depends on the connection that the nodes use for the storage subsystem. Clusters that use a shared SCSI connection must be relatively close (within a few meters), while nodes connected by a Fibre Channel can be several miles apart. This solution reduces the possibility of an outage because of server failure but it is still vulnerable to events that effect the entire location. Geo-clusters (multi-site clusters) address this by separating the cluster nodes geographically. This is accomplished by synchronously mirroring the quorum disk between the different locations. The cluster is essentially unaware of the geographic distance between its nodes so these solutions must be implemented at the network and storage levels of the organization’s infrastructure.

To implement a Windows Clustering solution, you must use a server system that is certified by Microsoft for use with the Windows Clustering software. You can find the list of supported hardware platforms at the Windows HCL Home Web page. It is important to ensure you are using a certified cluster system and not assembling your own cluster from existing parts. This is because hardware vendors put these systems under vigorous tests to meet requirements defined by Microsoft and certify the system as a whole. “Home-grown” clusters built from parts instead of certified systems are unsupported configurations.
The combination of SQL Server 2005 and Windows Server 2003 using an N+1 configuration (N active nodes with 1 spare node) provides a very flexible and cost effective clustering scenario to enable highly available applications. For example, with an eight-node cluster in an N+I configuration, you can have seven of the eight nodes set up to actively provide different services while the eighth node is a passive node that is ready to assume the services of any of the seven active nodes in the event of a server failure. Figure 3 illustrates an eight-node cluster where seven nodes are active and one node is in standby waiting to step in if any of the seven active nodes fail.
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Figure 3: N-Way cluster

Database Mirroring

The new Database Mirroring capability in SQL Server 2005 is another important option that enables you to guard against unplanned downtime cause by server or database failure. Like its name suggests, Database Mirroring provides database-level failover. In the event that the primary database fails, Database Mirroring enables a second standby database located on a secondary SQL Server system to be almost instantly available. Database Mirroring can be set up for a single database or it can be set up for multiple databases on the same server. It provides zero data loss. The secondary database will always be updated with the current transaction that’s being processed on the primary database server. The impact of running Database Mirroring to transaction throughput is zero to minimal.

Unlike Windows Clustering Services which works at the server level, Database Mirroring is implemented at the database level. Database Mirroring provides nearly instant failover time, taking only a few seconds, while clustering typically has about a 30-second failover time—sometimes more, depending on the level of database activity and the size of the databases on the failed server. Database Mirroring provides added protection against disk failures as there is no shared quorum disk as there is in a clustering solution. In addition, there is virtually no distance limitation for Database Mirroring while high-availability solutions using clustering have a limit of about 100 miles to allow for the transmittal of the heartbeat between cluster nodes. Unlike clustering, which requires specific hardware configurations, Database Mirroring works with all of the standard hardware that supports SQL Server. You can see an overview of how the new Database Mirroring feature works in Figure 4.
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Figure 4: Database Mirroring

Database Mirroring is implemented using three systems: the primary server, the secondary server, and the witness.

The primary server is the SQL Server system currently providing the database services. By default, all incoming client connections are made to the primary server. The job of the secondary server is to maintain a copy of the primary server’s mirrored database. The secondary server is not restricted to just providing backup services. Other databases on the secondary server can be actively supporting other unrelated applications. The witness essentially acts as an independent third party with the responsibility of determining which system will assume the role of the primary server.

Database Mirroring works by sending transaction logs between the primary server and the secondary server making Database Mirroring a real-time log shipping application. When a client system writes a transaction to the primary server, that request is written to the primary server’s log file before it is written into the data file. That transaction record then gets sent to the secondary server where it gets written to the secondary server’s transaction log. After the secondary server has written the record to its log, it sends an acknowledgement to the primary server. This lets both systems know that the record has been received and that the same data now exists in each server’s log file. In the case of a Commit operation, the primary server waits until it receives an acknowledgement from the mirroring server until it sends its response back to the client telling it that the operation is completed. The secondary server is essentially in a state of continuous recovery to keep the data files up-to-date with the incoming transaction log data.

To facilitate high availability for client applications, Database Mirroring works in conjunction with an update in the Microsoft Data Access Components (MDAC) layer known as Transparent Client Redirection. Transparent Client Redirection enables end-user systems to be automatically redirected to the secondary server in the event that the database on the primary server becomes unavailable. Because the new Transparent Client Redirection feature is implemented in the MDAC layer, no changes are required by client applications to take advantage of this capability. The MDAC software layer is aware of both the primary and the secondary servers, acquiring the secondary server’s name when the initial connection to the primary server is made. If the client loses its connection to the primary server, MDAC will make one attempt to reconnect to the primary server. If that connection attempt fails, MDAC will automatically redirect the next connection attempt to the secondary server.

Database Mirroring can be combined with SQL Server 2005 database snapshots to create a reporting server that uses the data that’s on the mirrored server. Database snapshots provide a read-only snapshot of a database at a specific point in time. You can see an example of using the combination of Database Mirroring and database snapshots to create a read-only reporting database in Figure 5.
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Figure 5: Reporting Server

Normally, the data on a mirrored server is always in recovery mode which means that it can’t be accessed by any applications. However, you can create a database snapshot for the mirrored database which creates a read-only copy of the mirrored database. That database snapshot can be freely accessed in read-only mode for reporting applications.
SQL Server 2005 Log Shipping
Log shipping is a high-availability and disaster recovery solution that can be used to protect a database against the failure of the primary server. Available in SQL Server 2005 as well as in earlier versions of SQL Server, log shipping was designed as an inexpensive protection against server failure. Log shipping can be implemented on any hardware platform that is capable of running SQL Server, and it can be configured to work with any edition of SQL Server. Log shipping works by first restoring a full backup of the primary database to the standby server. From that point on, transaction logs are sent from the primary server’s database and applied to the database on the standby server automatically. You can configure log shipping with a time delay for applying transaction logs at the standby server to provide protection against user errors. This user-defined time delay gives you a window that can prevent the propagation of user errors like accidental deletes, incorrect data entries, application errors, and other data-related problems.

Log shipping consists of the following components:

· Primary server. This server contains the production database. SQL Server Agent jobs make periodic transaction log backups of the production database to capture changes made to the production database.

· Standby server. The standby server contains an unrecovered copy of the primary database. SQL Server Agent jobs on the standby server periodically copy the transaction log backups from the primary server and restore them to the standby database.

· Monitoring server. This server monitors the status of the primary and standby servers.

Unlike Windows Clustering Services or Database Mirroring, log shipping has no automatic process for the primary and standby servers to switch roles. You can use log shipping in combination with Windows Clustering Services to protect against site-level disasters as well as local server failure. Log shipping enables you to maintain a copy of the production database on one or more secondary servers and to promote one of the secondary servers to become the new primary server in the event of a server or site failure.

SQL Server 2005—Replication

Transactional replication is another technological tool that can be used to address the problem of server failure. While replication is not primarily designed as a high-availability solution because it can send transactions from a primary database to a secondary database, you can use transactional replication as an inexpensive database server backup mechanism. You can see an overview of SQL Server 2005 transactional replication in Figure 6.
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Figure 6: Replication

SQL Server transactional replication consists of three primary components:

· Publisher. The Publisher is the source of the data being replicated.

· Subscriber. The Subscriber is the destination of the replicated data. There can be one of more Subscribers.

· Distributor. The Distributor handles sending the data from the Publisher to the Subscriber(s).

Transactional replication uses a snapshot of the source database to initially synchronize the databases at the Publisher and the Subscriber. As transactions are committed at the Publisher, they are captured and sent to the Subscriber(s).

The advantage of using replication is that the secondary server is continually available and can be readily used as a reporting server. However, because transactional replication is not designed for high availability, the process of promoting the secondary server to assume the role of the primary server is manual and not automatic. In addition, returning the primary server to its original role after a failure requires a complete database restoration. Like log shipping, transactional replication can be used with Windows Clustering Services to guard against site failure by replicating transactions to a server at a secondary site.

Oracle 10g—Real Application Clusters (RAC)

Oracle supports a very similar set of high-availability options as SQL Server 2005. You can use Windows Clustering Services with up to eight nodes using a feature known as Oracle Fail Safe. Oracle also supports loosely coupled clusters (basically equivalent to log shipping) as well as Oracle’s transactional replication to protect your organization from server failure. Starting with Oracle 9i and continuing on with Oracle 10g, Oracle also offers another option for high-availability computing: Oracle’s Real Application Clusters (RAC). Oracle’s RAC is available in both the Oracle 10g Standard Edition as well as the 10g Enterprise Edition. RACs in the Oracle 10g Standard Edition are limited to a maximum of four CPUs. Advanced RAC management features like the management pack, the monitoring pack, and partitioning are only available in the Enterprise Edition. Moving from Oracle’s 10g Standard Edition to their Enterprise Edition is expensive. The Standard Edition costs $15,000 per CPU, but jumps to $40,000 per CPU for the Enterprise Edition.

Oracle’s RAC consists of multiple interconnected computers known as nodes. The Oracle RAC software enables the connected nodes to function as a single computing environment. Much like Windows Clustering Services, Oracle only supports RAC on a limited set of hardware platforms. You can find a list of the supported hardware and operating system platforms at http://metalink.oracle.com. Oracle supports RAC with up to a maximum of 64 nodes. The maximum number of instances that can be interconnected depends on the host operating system platform. You can see an overview of the Oracle RAC in Figure 7.
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Figure 7: Oracle RAC

In the event of a node failure there is a short period where client connectivity is suspended while the locks in the system are remastered and the RAC nodes are resynched. Oracle’s RAC uses a shared disk architecture, so to provide protection from disk failures you would need to use Oracle’s Data Guard feature, which is only available in the Enterprise Edition.

Oracle RAC systems provide two methods of connection failover for highly available client access:

· Connection failover. If a connection failure occurs during the initial connection, the application can retry the connection to another active node in the cluster using same virtual server name.

· Transparent Application Failover (TAF). If a communication failure occurs after the connection has been established, that connection can fail over to another active node. Because TAF stores the state of the current transaction, it requires more system overhead than connection failover. To use TAF, the application code must be modified to use the latest Oracle Call Interface (OCI) features and must include code to handle lost session state. In addition, update transactions will need to be rolled back and the server state information is not failed over.
Very much like Windows Clustering, RAC failover requires that cluster nodes have instance monitoring or heartbeat mechanisms. This node monitor capability enables the RAC cluster to quickly synchronize resources during failover. Oracle RACs provides rapid server-side failover. This is accomplished by the concurrent, active-active architecture in Real Application Clusters. In other words, multiple Oracle instances are concurrently active on multiple nodes and these instances synchronize access to the same database. All nodes also have concurrent ownership and access to all storage. When one node fails, all other nodes in the cluster still have access to the storage. There is no disk ownership to transfer and database server code is already loaded into memory. The process of synchronizing the RAC node following a failover begins with the orderly removal of the failed node from the cluster and proceeds with the assumption of control of the resources that were owned by the failed node. After the failover, any in-progress queries are rerun from their beginning.

Oracle 10g Data Guard

Much like SQL Server 2005 Database Mirroring, Oracle’s Data Guard uses production database transaction log data to maintain a transitionally consistent copy of the production database on a standby server. The Data Guard feature can automatically switch the standby database into the production database in the event of server failure on the production server. Oracle’s Data Guard feature can maintain up to nine different backup copies of the production database. Data Guard functions in one of three different modes:

· Maximum Protection. In maximum protection mode, data is synchronously sent from the primary database to the standby database. Transactions are not committed on the primary database until the redo data is available on the standby database. If the redo data can not be written to any standby server, processing stops on the primary server.

· Maximum Availability. Maximum availability mode functions much like maximum protection mode. However, processing continues on the primary database as soon as the redo data is written to the first standby server. The unavailability of a backup server will not stop the processing on the primary server.

· Maximum Performance. In maximum performance mode, redo data is asynchronously shipped to the standby databases while the primary database continues to process transactions. Transactions are committed on the primary database without waiting for the standby database to acknowledge receipt of redo data.

Note   Data Guard is only available in the Oracle Enterprise Edition.

Conclusion

High availability doesn’t just happen. It is only achieved through strengthening the combination of people, processes, and technology. A plan that focuses purely on technology will never achieve very high levels of availability because many of the significant factors that affect availability stem from the interaction of people and processes. Preparing the proper hardware and software platform is only a starting point. From that point on, high availability is the result of good planning and practices in combination with the appropriate technologies.
The need for high availability is driven by your business requirements—not by the presence of a specific technology. While creating a highly available environment is always desirable, it’s important to remember that the higher the level of availability that you need, the higher the associated cost. Thus, it is critical to really understand the level of availability that your business needs. Both SQL Server 2005 and Oracle 10g have features that can be used to provide very high levels of availability. However, not all of the features of these two database platforms have the same costs or ease-of-use. Microsoft SQL Server 2005 brings enterprise-level high-availability features to your organization at a lower cost, with less complexity than does Oracle’s 10g.
Appendix: Barriers to High Availability

People Barriers

One of the single largest causes of downtime in any environment is human error. The ability to quickly recover from human errors takes a front seat in database availability requirements. Research by David Patterson in his study, A Simple Way to Estimate Downtime, shows that 53 percent of downtime is the result of human error. Other research like the data published in the “Disaster Recovery Journal” showed that human error accounted for 36 percent of the data loss that occurs in an organization. Clearly, overcoming the people barrier is one of the biggest steps toward achieving higher availability. It only takes a few minutes of operator error to corrupt a database while it can take hours or days to recover or restore the data. Those recovery hours can be both costly and avoidable.

People make mistakes, but steps can be taken proactively to minimize downtime and recover from these errors. Human error can be introduced from two main sources: user error and operator error. If allowed, users can wreak havoc with company information by inadvertently deleting important data or incorrectly updating the database with the wrong information. Training, the creation of adequate application documentation, and the establishment of regular procedures are some of the best defenses against user errors. One of the most important steps to curtail possible downtime because of user error is to restrict each user’s access to data and services to just what is essential to them.
Operator or application developer errors can also have a huge impact on database and application availability. For example, deleting an incorrect table from the database or coding an error that results in incorrect data being written to the database can adversely affect application availability. A good way to prevent these types of errors is to increase staff awareness, especially upper management staff, about the complexities and responsibilities that are associated with continuous information availability. This translates to increasing training budgets, and spending time and resources to develop operational guidelines as well as developing and implementing disaster recovery plans.

The database administrator has the increasingly difficult task of maintaining database integrity. In many cases, the DBA is required to participate in all phases of the overall development process. This can include architecture and database design, application development, database management, and the implementation of disaster and recovery scenarios. The DBA needs to be well trained to be able to troubleshoot problems and have the necessary tools to effectively put the data recovery plans into practice.
Process Barriers

Another area that can have a profound affect on your ability to create a highly available environment is your internal processes. The establishment of proper processes can help eliminate unnecessary downtime as well as enable more rapid recovery in the event of a service outage.

One of the most important barriers to high availability is a lack of documented operating procedures. An organization should develop written procedures for performing routine operational tasks as well as document the steps required to recover from various type of disasters. These documented operational procedures are commonly referred to as run books. The lack of adequate documentation leads to imprecise recovery from service outages and increases the likelihood of omitting required steps or procedures, thereby increasing the overall time required to implement a complete recovery. Likewise, the lack of adequate documentation for routine operational procedures increases the possibility of operator error, especially in situations where there is a change in personal because of either illness or other factors like a reassignment of responsibilities. Troubleshooting is also impaired by the lack of operational procedures. Without standardized procedures, different people tend to perform various tasks somewhat differently, making it difficult to correctly ascertain the sequence of steps that led up to a given situation. An effective run book will enable a junior DBA to perform routine operations as effectively as a more experienced team member.

Inadequate problem-resolution documentation is another area where the lack of proper process can adversely affect availability. The establishment of standard problem-resolution procedures can help operational staff identify common problem scenarios and give them the ability to more quickly diagnose and resolve a variety of situations. The lack of standardized incident management procedures results in the need for help desk and operational personnel to reinvent the wheel each time the common problem situation reappears. This increases the time to recover from what should be a known situation and also increases the possibility of incorrectly diagnosing the problem. The end result is the likely possibility of increased downtime and even the introduction of other problems.

Inadequate change-management procedures can also be a significant impediment to high availability. Change-management procedures enable an organization to keep track of both application and database scheme changes that occur over the lifetime of an application. In addition to providing a standard mechanism for tracking source code and database scheme changes, the creation of adequate change-management procedures entails the creation of a quality assurance environment where changes can be tested in a quality assurance (QA) setting before they are deployed in a production environment. The absence of change-management procedures can lead to gross recovery errors where database schema and application updates can be lost or overridden by subsequent changes that failed to incorporate more recent updates. Similarly, the lack of a QA environment can result in application and database deployment errors that can result in application unavailability.

Two other process barriers to high availability are the lack of standardized hardware and software configurations. Whenever possible, standardize both the hardware and software configurations that are used in your data center. Standardized hardware components make it easier to affect system repairs and/or replacements in the event of hardware failure. In the same way, standardized software configurations make routine operations easier and reduce the possibility of operator error.

For example, where possible, all servers should use a standard naming scheme and have standardized drive letters, mapped directories, and share names. In addition, all database servers should be running with the same service pack level for the operating system, the database, and the middleware data access layer.

The lack of standard hardware and software configurations increases the possible points of error leading to lengthier troubleshooting times and increased likelihood of introducing operating and recovery errors.

One final process barrier that can stand in the way of creating a high-availability environment is incorrect or outdated institutional knowledge. Establishing a regular training schedule for all Information Technology personnel helps to ensure that your organization’s technical skills are current as well as making it more likely that your organization will adopt the most effective technologies and tools.

Technology Barriers

In the technical area, several problems need to be solved to achieve the highest levels of availability. Hardware failures can occur to almost any component of the server unit. Application errors can also affect database access. The proper database recovery mechanisms need to be in place to restore information should the data become corrupt. Scheduled hardware upgrades and database maintenance are also factors that can reduce systems availability. Taking advantage of the available database technologies can reduce or eliminate the downtime associated with planned maintenance. And lastly, infrastructure failure or site disaster can have a profound impact on database availability.

Infrastructure Failure

Today’s database applications rely on network connectivity both for the client computers as well as to connect application servers to the database and in many cases to connect multiple database servers together. Network infrastructure failures can adversely affect the availability of any or all of these different database tiers, regardless of the database platform that has been implemented. Network infrastructure failure can be caused by a number of different networking components including Domain Name System (DNS) servers, application failures, and network hardware failures in devices like switches, hubs, routers, and NICs.

Dealing with hardware failures is the most straightforward of these issues. Creating multiple resource access paths is the key to addressing the potential for network hardware failure. At the database server level, you can guard against network infrastructure failure by placing redundant network cards in both database and application servers thereby helping to ensure that a network connection to the servers will continue to be available even if a NIC fails. Because the network will continue to function if one NIC goes bad, regular monitoring of your system event log is required to check for any hardware failure event messages and to institute repairs.

At the data center level you can create multiple resource access paths to your database servers by setting up multiple routers and switches to guard against network outage caused by the failure of a network component or network segment. If all of the network connections to your database server are routed through a single switch and that switch fails, then the database will be unavailable even if the database server and its applications are running without a problem. Implementing redundant network devices like switches and making sure each device has its own UPS can help to establish multiple network routes to your database. This helps to ensure that a network hardware failure will not adversely affect your system’s availability.

Setting up a Network Load Balancing (NLB) cluster can help secure your network infrastructure from infrastructure failure caused by an application failure or a Web server failure. The NLB cluster provides both scalability as well as improved availability. NLB is a Windows service that is often used by Web servers to create a redundant and scalable front end to the database system. Windows NLB is a built-in Windows service that enables you to combine physical servers that are accessed using a virtual server name and IP address. Clients connect to the NLB virtual server, which is responsible for routing connections to various physical servers based on a set of preconfigured criteria like the current resource utilization of the physical servers. NLB increases scalability by spreading incoming connections across multiple physical servers. NLB also improves network infrastructure availability through its ability to route requests around one or more failed physical servers that are part of the NLB cluster.

Your network’s Domain Name Services (DNS) can have a significant impact on database availability. Networked client systems and application servers must be able to locate the database servers on the network to access their resources. The network’s DNS severs provide this vital network functionality. The failure of a DNS server can prevent users from locating the servers that contain the database resources needed by their applications. The best way to improve DNS availability is by implementing multiple DNS servers on your network. In this way, if one DNS server fails, network name resolution can still be provided by one or more secondary DNS systems.

Multiple domain controllers are required to ensure that network users have network authentication services. Redundant domain controllers enable network users to continue to be authenticated by the network even if one or more of the domain controllers is unavailable.

Site Disaster

The last, but certainly not the least barrier to high availability is guarding against a disaster where an entire site becomes unavailable. The steps to protect your organization from site disaster are similar in all of the primary enterprise database platforms. Total protection from site failure requires the creation of redundant data center facilities. The establishment of redundant data centers can protect your organization from a complete site outage cause by fire, earthquake, or some other unpredictable event that renders the primary data center inoperable. While the backup data center does not need to be a mirror image of the primary data center, it does need to be designed to handle the processing requirements of the primary data center. In many cases, the primary data center is designed with the capacity to handle future growth. The backup data center doesn’t need this excess capacity but it does need to be able to handle the maximum current workloads of the primary data center.

When implementing a backup data center it’s important to be sure to implement multiple Internet carriers for both the primary data center as well as the backup data center. This ensures the availability of services in spite of events that affect a large geographical area such as the loss of a power grid or an event disrupts the service of one of your Internet carriers. If one carrier loses service, your database services can still be accessed using the alternate carrier. Implementing redundant data centers is obviously a costly precaution, but for many organizations the cost required to implement redundant data centers and Internet carriers can easily outweigh the cost of a lengthy downtime.

Many of the enterprise database technologies that address the barrier of server availability can also protect your organization from site failure. For instance, the database replication features and log shipping feature can be used to mirror a production database at one or more geographically dispersed sites.

Another tool to overcome the barrier of site disaster is IP-based Storage Area Network replication. IP-based Storage Area Network data replication can provide disk redundancy by creating and maintaining a remote Storage Area Network disk storage system that mirrors the local Storage Area Network storage system. Because IP is the data transport, the local and remote Storage Area Networks can be geographically separated by great distances, and the local transaction can be sent across the Internet or dedicated IP-based network facilities to the remote Storage Area Network. If the primary site fails, there is no loss of data as the remote Storage Area Network has a mirrored copy of the data.
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