
[image: image1.png]Microsoft'

Windows Server2003




Datacenter High Availability Program

Microsoft Corporation

Published: May 2003
Abstract

The Datacenter High Availability Program provides a unique support-and-services model for customers with mission-critical server requirements. This document describes the four key components of the program: Windows Server 2003, Datacenter Edition; pretested solution components; qualified service providers; and support services and processes. It also describes how these components work together to provide an unparalleled computing experience for mission-critical applications.
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Introduction

The Datacenter High Availability Program provides a unique support-and-services model for customers with mission-critical server requirements. This paper discusses new features of the program, which evolved as a result of customer feedback. 
The Datacenter High Availability Program replaces the original Windows® Datacenter Program, launched concurrently with the release of Microsoft® Windows 2000 Datacenter Server in September 2000. That program marked the first step by Microsoft into the world of mainframe-style computing. Under the program, authorized original equipment manufacturers (OEMs) who sold Windows 2000 Datacenter Server were required to deliver the operating system preinstalled and pretested on qualified hardware configurations. This requirement was a key step in ensuring the availability of mission-critical solutions targeted for the platform. OEMs also were required to offer a set of services designed to help customers properly build, deploy, and manage Datacenter solutions. 
Although the Windows Datacenter Program was a major step towards the technology and service delivery mechanisms required for mission-critical computing, its initial structure presented several challenges that prevented customers from optimizing their use of Windows 2000 Datacenter Server. In working with customers and partners on how to improve the program, Microsoft identified three common themes:
“I need the scalability of Windows 2000 Datacenter Server but not mission-critical availability.” Customers desiring the scalability provided by Windows 2000 Datacenter Server had a single option for support (the Joint Support Queue) even when mission-critical availability was not required. For example, mission-critical availability is not usually required for servers in a test or staging environment, nor is it typically needed for applications such as large marketing databases that may require heavy processing power but are not critical to a business’s real-time operations.

“Choice of service providers is too limited.” Under the Windows Datacenter Program, OEMs were the sole source of service and support. Microsoft found that many customers wanted to run their mission-critical solutions on Windows 2000 Datacenter Server, but preferred to minimize complexity by working with existing partners for service and support. Other customers—typically those large organizations with their own “Tier 1” support—required direct access to Microsoft before entrusting their business-critical solutions to the Windows platform.

“Support processes are confusing and inconsistent across vendors.” Although the program required server OEMs to offer mainframe-style service and support, the specifics of these offerings—and the processes behind them—varied among different server OEMs and among the vendors of other solution components.

About the Datacenter High Availability Program

The Datacenter High Availability Program replaces the Windows Datacenter Program. Based on customer and partner feedback, the Datacenter High Availability Program has been redesigned from the ground up to provide an unparalleled computing experience. It encompasses four key elements that, when combined, enable customers to achieve the levels of availability that are required for mission-critical solutions:

Windows Server™ 2003, Datacenter Edition, which is the most reliable and scalable operating system that Microsoft has ever produced, or Windows 2000 Datacenter Server.

Qualified datacenter configurations, which are pretested to ensure that all key solution components will work together.

Certified Datacenter Support Providers (DSPs), prequalified support providers who are certified to deliver Datacenter High Availability Program services.

A mission-critical support model, which is designed to ensure an exceptional and predictable support experience.

Customers running Datacenter solutions also enjoy several benefits that are unique to the Windows platform: a broad choice of hardware, software, and partners; rapid time to market, superior price-performance; strong integration capabilities, and a lower total cost of ownership. 

Key Program Changes 

Customers benefit from several key changes under the new program:

Separation of the program from product licensing. Customers are provided with additional support options for solutions running Windows Server 2003, Datacenter Edition—including other Microsoft support offerings—provided a qualified Datacenter configuration is maintained.

Additional service and support provider options, including direct access to Microsoft. Support providers are expanded from server OEMs to include Microsoft as well as Microsoft Gold Certified Datacenter Service Providers (DSP). OEMs may nominate new DSPs and can work with customers to determine which DSPs support a given configuration.

A simpler and stronger support structure. Key service and support processes are now more clearly defined. The support structure has been reengineered from the ground up to establish prescriptive activities that minimize the potential for problems and mechanisms that engage all parties to ensure rapid problem resolution.

Windows Server 2003, Datacenter Edition

The underlying hardware and operating system are key components of any mission-critical solution. Fortunately, continued innovation and economies of scale have enabled hardware OEMs to offer Intel-based servers with many of the same redundant components and self-monitoring features of mainframes. Combined with the levels of reliability provided by these servers, the price-performance advantages of “commodity” 32-bit and 64-bit microprocessors—for example, the Intel Xeon and Itanium II processors—enable companies to meet the scalability and performance requirements of most mission-critical solutions at a fraction of the cost of proprietary hardware. 

Windows Server 2003, Datacenter Edition, builds on the strengths of Intel-based servers to provide a cost-effective computing platform that meets the two key requirements for mission-critical solutions: reliability and scalability.

Reliability

Reliability is a critical component of the long-term commitment by Microsoft to trustworthy computing. Windows Server 2003, Datacenter Edition, is the most stable and reliable operating system that the company has ever produced. It eliminates components included with other editions of Windows Server 2003 that are not required for mission-critical solutions, and introduces several new features that help to reduce downtime.

For more information, see “Maximizing Availability on the Windows Server 2003 Platform” at http://www.microsoft.com/windowsserver2003/techinfo/overview/reliability.mspx.
Scalability
Windows Server 2003, Datacenter Edition, delivers greater levels of scalability than previous server versions and is setting new records for industry-standard performance and price-performance benchmarks. To provide customers with additional flexibility in meeting their business needs, the operating system is available in both 32-bit and 64-bit editions:

32-bit version. Supports up to 32 Xeon processors and 64 gigabytes (GB) of RAM
.

64-bit version. Supports up to 64 Itanium or Itanium II processors and up to 512 GB of RAM1.

For more information, see “Windows Server 2003 Benchmarks” at http://www.microsoft.com/windowsserver2003/evaluation/performance/benchmarks/default.mspx.
Pretested Solution Components

The Datacenter High Availability Program requires qualified hardware and operating system configurations to help ensure that these two key solution components reliably work together. As illustrated in Figure 1, Datacenter solutions typically consist of two parts: a qualified Datacenter configuration—that is, hardware and the operating system—and certified applications. 
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Figure 1. Anatomy of a Datacenter solution

Qualified Datacenter Configurations

For a Datacenter license to be sold, server OEMs are required to deliver the operating system preinstalled—along with all device drivers—on a qualified, pretested hardware configuration. Under the old program, any changes to a qualified configuration required a full 14-day retest by the OEM.

Under the new program, the process of qualifying and maintaining configurations is reengineered to streamline delivery of new quality fix engineering (QFE) drivers and hardware options. System components are certified on an individual basis, upon which they are qualified for use on all Datacenter configurations. At the same time, test requirements are adjusted to provide greater coverage for changed system components while eliminating redundant testing for non-changed components.

The following requirements must be met:

Pretested device drivers. Hardware drivers must pass rigorous Windows Hardware Quality Labs (WHQL) tests that are designed to execute all code paths within the driver before it can become a component of a qualified Datacenter configuration. Similarly, vendors of software applications must submit any new kernel-touching drivers to VeriTest for certification under the Windows Driver Program.

Storage. Microsoft developed new requirements for the storage components of solutions running Windows Server 2003. New tests were created to verify the proper operation of key storage system components—such as adapters, drivers, individual hard drives, and arrays—while operating under a high-load, large-memory, multiprocessor environment.

Disaster recovery. In Windows Server 2003, Microsoft Cluster Services (MSCS) is enhanced to better support disaster recovery and geographic clustering.

Certified Datacenter Applications

Microsoft has established mechanisms for assisting customers in identifying those applications that work correctly on qualified Datacenter configurations. Before applications are eligible for the “Certified for Datacenter” logo, they must be submitted to VeriTest and pass a rigorous series of Datacenter-specific WHQL tests to confirm that they will perform and behave correctly.

For a list of Datacenter-certified applications, see Windows Catalog of Certified Server Applications on the Veritest Web site at http://cert.veritest.com/CfWreports/server/SearchResults.asp?co=0&lo=10&bs=Search&pr=0&pc=0.
Third-party applications that do not have kernel components are not required to be certified to be fully supported on Datacenter Edition; they need only to be compatible with Windows 2003 Server. Microsoft has worked to improve the compatibility of Windows 2003 Server with applications that were written for earlier versions of Windows. Customer-developed applications can be ported more easily to Windows 2003 Server, Datacenter Edition, and in many cases can run without requiring modifications.

Qualified Service Providers
The Datacenter High Availability Program provides new options for service and support of qualified Datacenter configurations. In the past, only server OEMs had the opportunity to serve in this capacity. Under the new Datacenter High Availability Program, the range of qualified Datacenter Service Providers (DSPs) is expanded to include two additional options: 

Third-parties that are determined by Microsoft and OEMs to be qualified to support Datacenter installations. 

Direct line-of-sight access to dedicated Datacenter High Availability Program resources at Microsoft.

Certified Datacenter Service Providers (DSPs)

OEMs can now nominate third parties to become DSPs for specific hardware configurations. To be accepted, candidates must meet Microsoft Gold Partner requirements, which include the requirement to enter into an addendum to the Gold Partner Agreement that commits the DSP to upholding the quality of the Datacenter High Availability Program. As with Datacenter OEMs, certified third-party DSPs are authorized to provide a full range of services for Datacenter installations provided that they have the capabilities to do so.

Program Resources and Services from Microsoft

High Availability Resolution Queue (HARQ)

Under the Datacenter High Availability Program, the Joint Support Queue is replaced with a dedicated High Availability Resolution Queue (HARQ). HARQ is staffed around-the-clock by Microsoft support professionals and is designed from the ground up to provide support based on solutions and not products. If an OEM or third-party DSP is the primary support contact for a Datacenter High Availability Program solution, these parties can escalate requests to Microsoft through HARQ.

Direct HARQ Access

For customers that require the flexibility to call Microsoft directly, the option of direct access to HARQ is provided for an additional per-server fee. To be eligible for this option, a solution must meet all Datacenter High Availability Program requirements as well as four additional ones:

A dedicated Microsoft Technical Account Manager.
Documented and Microsoft-approved change management processes.
Established support contracts with vendors of all solution components.
A current Update Subscription Service or Maintenance Subscription Service agreement.
Strengthened Support Services and Processes

The Datacenter High Availability Program ensures the availability of those services that are required to plan, build, deploy, and support mission-critical solutions. The Program’s services—and the processes behind them—are designed to respond to customer needs immediately and effectively. At a high level, these can be separated into two categories:

Proactive services and processes that reduce the potential for downtime and position support providers for rapid response if problems occur.

Reactive services and processes that are designed to ensure a predictable and exceptional support experience. Any problems are immediately routed to the party that can solve them fastest.

Proactive Services and Processes

The Datacenter High Availability Program includes several proactive services that are designed to ensure speed and consistency in the support process. OEMs and third-party DSPs must provide these services in order to participate in the Datacenter High Availability Program. Service providers can also offer additional services that are designed to complement a customer’s existing internal resources or skills.

All proactive Datacenter High Availability Program services have a singular goal: ensuring that the first question asked in a reactive situation is “What changed?” and not “What do you have?” As such, the outputs of these activities are captured on templates that are shared among all partners.

Operational Assessment

Prior to delivery (or customer purchase) of a Datacenter server, an initial operational assessment is performed. Its purpose is to understand a customer’s IT environment and its suitability for participation in the Datacenter High Availability Program. The assessment verifies and documents the mission-critical processes and mechanisms that a customer has in place, as well as those that are still needed. The assessment includes:

Verification and documentation of change management processes.

Analysis and documentation of each system component and how it is supported, including cataloging of support agreements.

Pre-deployment Audit

Before a Datacenter server can be put into production, a predeployment audit is conducted to verify the system’s configuration and document any changes since the initial assessment. The audit includes:

Verification and documentation of the final configuration.

Activation of a server in the program.

Ongoing Configuration Audits

After a Datacenter solution is in production, periodic configuration audits are conducted to ensure that the solution remains in a qualified Datacenter configuration and that this data is accurately reflected in the HARQ portal. 

Change Management

Support providers are required to participate in a customer’s change management processes. Change management must include prior notification of planned changes so that this information can be proactively captured and made available to all support providers should a problem arise.

Reactive Services and Processes

The goal of proactive Datacenter High Availability Program services is to ensure that reactive situations are resolved as rapidly and painlessly as possible. This is achieved through processes that transform the traditional multivendor support model into a partnership where all parties work together as a single team to accelerate problem resolution.

The Datacenter High Availability Program includes predefined procedures and processes for:

Problem resolution. Ownership of problem resolution is simple and straightforward: the support provider that takes the initial support call—Microsoft, OEM, or a third-party DSP—is responsible for managing an issue until it is ultimately resolved.

Notifications. When an issue is identified, all parties involved in the support process are notified immediately, and all parties work together to address the issue. 

Escalation triggers. Any critical issues are immediately escalated to all partners, including HARQ, so that Microsoft can immediately begin to mobilize the internal resources necessary to solve the problem. Noncritical issues must be escalated after a set period of time.

Proactive reporting. Fixed reporting procedures ensure that any issues, and their resolutions, are reported to all stakeholders on a regular basis. In addition, proactive notification of an issue and its resolution is provided to other Datacenter High Availability Program participants who have similar Datacenter configurations, enabling them to address potential issues proactively.

Program Process Flow

Figure 2 illustrates the roles that proactive and reactive services play in the solution lifecycle and how they all come together.
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Figure 2. Proactive Datacenter High Availability Program services minimize the time it takes to resolve reactive situations.

Bringing It All Together

Figures 3 and 4 illustrate problem resolution under two scenarios: the Datacenter High Availability Program and a traditional multivendor support model. Both scenarios assume the following: 

· The customer provides initial notification of a critical issue to a support provider at t = 0. 

· Vendor C has the expertise required to solve the problem.

Traditional Multivendor Support Model

Under the traditional multivendor support model, three complete “support cycles” are required to solve the problem as follows: 

1. Customer notifies Vendor A of a support issue.

2. Vendor A determines the system configuration.

3. Vendor A marshals resources.

4. Vendor A attempts to troubleshoot.

5. Vendor A escalates to Vendor B as a last resort.

6. Vendor B marshals resources.

7. Vendor B attempts to troubleshoot.

8. Vendor B escalates to Vendor C as a last resort.

9. Vendor C marshals resources.

10. Vendor C successfully troubleshoots the problem.
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Figure 3. Customer support experience under a typical multivendor support model
Datacenter High Availability Program Support Model

Under the Datacenter High Availability Program support model, all parties work in parallel as follows:

1. Customer notifies DSP of support issue.

2. DSP immediately notifies all parties.

3. All parties begin mobilizing resources.

4. DSP immediately begins to troubleshoot—the configuration information is already known and available to all parties.

5. If the problem is not resolved within a specified interval (t = 1), mandatory escalation at to all parties occurs.

6. Vendors B and C actively engage.

7.  Vendor C solves the problem.
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Figure 4. Customer support experience under the Datacenter High Availability Program support model
Summary

The Datacenter High Availability Program is architected to provide a new service paradigm for mission-critical solutions. Clearly-defined roles and processes transform the traditional multivendor support model into a true partnership, where all parties work together to maximize solution availability.

This transformation is accomplished by:

Offering customers a broader range of choices.

Preventing problems from happening in the first place.

Ensuring supportability prior to deployment.

Responding to customer needs faster and more effectively.

Maintaining accurate information on system configuration and sharing it with all parties.

Providing clearly-defined support processes that enable partners to work in tandem and in unison to solve problems.

Related Links

See the following resources for further information:

Overview of Windows Server 2003, Datacenter Edition at http://www.microsoft.com/windowsserver2003/evaluation/overview/datacenter.mspx.

The Windows Datacenter High Availability Program at http://www.microsoft.com/windowsserver2003/datacenter/dcprogram.mspx.

Windows Datacenter High Availability Frequently Asked Questions at http://www.microsoft.com/windowsserver2003/datacenter/dcprogramfaq.mspx.

For the latest information about Windows Server 2003, see the Windows Server 2003 Web site at http://www.microsoft.com/windowsserver2003.

� May be limited by OEM hardware configurations.






