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Abstract

Microsoft® Virtual Server 2005 R2 allows certain core infrastructure workloads to be hosted in virtual machines for production purposes. This document describes the methods and process to accomplish virtualization of core infrastructure production workloads. Not all infrastructure workloads are well suited to virtualization. Limitations including poor performance and hardware incompatibility limit or prohibit some workloads from being virtualized. Therefore, careful planning and forethought are important when considering virtualization as an option for hosting core infrastructure workloads.

Infrastructural workloads that are suited to virtualization can yield a number of significant benefits resulting in saved time, saved money, improved information worker productivity, and less hassle for IT administrators. 
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Introduction
Production infrastructure server workloads in enterprise environments vary widely relative to computing resource demands. Database servers, for example, can require multiple dedicated servers in order to provide the level of service and performance required by a single application. Other workloads, such as file servers and print servers, are much less resource-intensive on average. But even workloads that are less resource-intensive are still generally isolated on dedicated servers. Isolating light workloads on dedicated physical servers can result in wasted server resources as server computers have memory and processor power that far exceeds the demands of these light workloads. The cost of hardware, maintenance, and management remains the same no matter what is running on the computer. Moreover, the ongoing cost for hardware maintenance increases as the equipment gets older.
In addition to hardware cost, a certain amount of time and effort is required to deploy a server. And the physical requirements of those servers–including power, datacenter space, and networking infrastructure–are the same, regardless of the utilization of the server computer.

Meanwhile, IT departments are still searching for ways to reduce server count, increase server utilization, and reduce the management burden associated with the ever growing size and complexity of an enterprise core infrastructure. IT organizations must accomplish this while maintaining or heightening service levels, tightening security, and increasing network and application availability.
Microsoft® Virtual Server 2005 R2 provides a means by which to reduce or eliminate some of the costs, server count, and IT resource effort associated with operating and managing an enterprise infrastructure. Virtual Server 2005 R2 allows enterprises to host some production workloads in virtual machines reducing hardware and provisioning costs. Virtual machines allow multiple operating systems to run on a single physical computer. This can help reduce the total number of physical servers required to serve production workloads. Virtual Server 2005 R2 helps organizations maintain control through centralized management and high availability via clustering features that take advantage of existing Microsoft Windows Server System™ services and solutions. 
This document describes the methods and process to accomplish virtualization of core infrastructure production workloads. Not all infrastructure workloads are well suited to virtualization. Limitations including poor performance and hardware incompatibility limit or prohibit some workloads from being virtualized. Therefore, careful planning and forethought are important when considering virtualization as an option for hosting core infrastructure workloads.

Infrastructural workloads that are suited to virtualization can yield a number of significant benefits resulting in saved time, saved money, improved information worker productivity, and less hassle for IT administrators. 
Reasons to Virtualize

There are many benefits to virtualization of production workloads. Whether you are considering deploying new infrastructure servers or migrating or upgrading your existing servers, using virtual machines as the new target environment can save IT administrators considerable technical and logistical pain. 

Reliability

Virtual Server 2005 R2 was developed and tested extensively by Microsoft to work ideally with the Windows Server 2003 operating system and the Windows Server System solution stack. Moreover, Virtual Server is the only server virtualization solution supported by Microsoft, which means that solutions will be supported from the host operating system, through the virtualization layer, to and through the application layer in the virtual machine. By using Virtual Server 2005 R2 you can be sure that you will benefit from the reliability of Windows Server 2003 and a virtualization solution built for it.
Uptime

Virtual Server 2005 R2 allows multiple guest operating systems to run from a single host server computer. This feature results in complete isolation of the guest operating systems from the host computer and from other guest operating systems. Because of this architecture, failure of a guest operating system does not impact other guest operating systems or the host computer. Using Virtual Server 2005 R2 in a host cluster role, administrators can make non-cluster aware applications highly available. This results in tremendous uptime potential for workloads hosted in virtual machines. 
Centralized Management

Microsoft Operations Manager (MOM) 2005 provides the Microsoft Virtual Server Management Pack for Microsoft Operations Manager 2005. The Management Pack monitors the performance and availability of Virtual Server and virtual machines, centralizing management of virtual and physical computers into a single interface. By detecting and providing alerts for critical events and performance indicators, the Management Pack helps you correct and prevent possible service outages. As a result, it can play an important role in ensuring that Virtual Server and virtual machines are available and working correctly. 
By using embedded expertise, the Management Pack provides alerts for performance, health, and availability conditions that indicate problems. In some cases it can even identify issues before they become critical, allowing you to maintain a high level of availability and performance for Virtual Server and your virtual machines.
The Microsoft Virtual Server Management Pack for Microsoft Operations Manager 2005 is a free download from Microsoft that is available at: http://go.microsoft.com/fwlink/?LinkId=70011.
Fewer Physical Servers
Virtual Server 2005 R2 can help reduce the total number of physical servers required to run your infrastructure. When you combine multiple virtual machines onto a single physical server the number of physical servers can be reduced—in some cases significantly—allowing hardware resources to be repurposed for other computing needs or simply retired. Reduction of physical servers can result in reduced demand for datacenter space, reduced hardware capital cost, reduced power consumption, and reduced air conditioning requirements,. It can also result in reduced requirements for KVM (keyboard, video, and mouse) and multiplexing hardware, and a reduction in IT effort required to support hardware.

This can also be very relevant in branch office environments where a historical or architectural need exists for multiple server roles in a branch office which increases the cost of setup and maintenance of these branch offices. Consolidating these multiple branch server roles as virtual machines on a single physical server can reduce costs and support overhead.
Clustering

Virtual Server 2005 enables multiple clustering scenarios. Virtual machines can be clustered across hosts, in the same manner that physical computers can be clustered  This method of clustering is described as guest clustering. Guest clustering opens virtual machines to high availability configurations analogous to the clustering benefits available to physical machines, wherein hardware failure on a host computer will not cause a disruption of service being performed by the virtual machines. In this virtual context, you can perform precisely the same clustering that you can perform with physical computers.
For more information, how to create and configure a guest cluster, see the following TechNet article: Using Microsoft Virtual Server 2005 to Create and Configure a Two-Node Microsoft Windows Server 2003 Cluster at: http://go.microsoft.com/fwlink/?LinkId=70012.
Virtual Server host computers can also be clustered. This type of clustering is called host clustering. Host clustering essentially enables the virtual server service (via the Windows Server cluster service) to provide automated migration functionality for virtual machines across multiple Virtual Server hosts. This applies to both planned downtime and unplanned downtime scenarios. In a planned downtime scenario, a virtual machine can be stored temporarily in a saved state and moved to another host. Depending upon the performance of the subsystem on which the virtual hard disk is stored the down time can be on the order of seconds. In an unplanned downtime scenario, the cluster service will move virtual machines that were running from a failed host to an operational host and resume operation. The behavior from the virtual machine perspective is as if the computer restarts following a power failure. 
Microsoft has created a document that describes how to create a host cluster titled Virtual Server Host Clustering Step-by-Step Guide for Virtual Server 2005 R2. This document is available for free download from the Microsoft Web site at: http://go.microsoft.com/fwlink/?LinkId=70013.
A combination of host clustering and guest clustering creates an efficient, reliable high availability solution that still leverages the other benefits of virtual machines. When properly configured, a small cluster of Virtual Server hosts that run a heterogeneous pool of virtual machines can support all of the mission-critical functions that were once performed by an entire datacenter.
Hardware Compatibility

Microsoft virtual machines are hardware agnostic. Virtual machines utilize the Windows host operating systems qualified device drivers, ensuring robust and stable device support and broad device compatibility. Inside the virtual machine are a set of standard devices including a 10/100 network adapter, video drivers, and so on. The result is tremendous portability from host to host. Generally, no modifications are required when moving from one host to another host. This hardware-agnostic nature simplifies and accelerates deployment tremendously, and it facilitates high availability through host clustering even among heterogeneous host computer hardware.
Scalability

Virtual Server 2005 R2 can be deployed on 64-bit host computers helping to scale the number of virtual machines that can be run on each host computer. Control of virtual machine running on Virtual Server is made easy through a robust COM API. In addition, scaling virtual machines is made easy with advantageous licensing around guest operating systems hosted on Microsoft Windows Server 2003 R2 and on Virtual Server 2005 R2 itself. 
Licensing Benefit
With the release of Windows Server 2003 R2, Microsoft has developed new licensing and use rights to better enable customers to reap the benefits of virtualization and to accommodate advances in technology.

In particular, for Windows Server 2003 R2 Enterprise Edition, under a single license on a physical server, you may run up to four instances of Windows Servers in virtual operating system environments on that server (only one instance per virtual operating system environment). This represents a potential saving of up to four Windows Server licences.

And for Windows Server 2003 R2 Datacenter Edition under the Datacenter Edition license, starting October 1, 2006, in addition to running one instance of the software in a physical operating system environment per hardware partition on a licensed server, you may run unlimited instances of Windows Servers in virtual operating system environments. This represents a tremendous potential savings per consolidated Data Center server.

Complete details of these updated licence use rights are explained in detail at What's New in Windows Server 2003 R2 Licensing on the Microsoft Web site at: http://go.microsoft.com/fwlink/?LinkId=70015.
Server Consolidation
Microsoft has prescribed an approach to and best practices for server consolidation. A good overview of server consolidation can be found in the Improving IT Efficiency at Microsoft Using Virtual Server 2005 white paper available on the Microsoft TechNet Web site at: http://go.microsoft.com/fwlink/?LinkId=70014.
In general, the Microsoft consolidation approach deals with four consolidation scenarios:

1. Homogeneous workloads: Like workloads should be consolidated on the latest version of the software required for the workload.
2. Heterogeneous workloads: In certain circumstances disparate workloads can be consolidated on the same operating system. Windows Server 2003 provides tools to manage system resources to help optimize heterogeneous workloads for performance. For example, the Windows System Resource Manager (WSRM) can dynamically adjust processor and memory allocation for workloads.
3. Virtualization: Any workloads that meet performance thresholds for virtualization and require isolation are candidates for consolidation through virtualization.
4. Single Instance: Workloads that do not fit into the categories above will need to continue to have a dedicated server.
Consolidation Through Virtualization

Virtual Server is just one of the tools which can be used to accomplish server consolidation in certain situations and for specific workloads. To help IT departments considering server consolidation projects that involve Virtual Server, Microsoft created The Solution Accelerator for Consolidating and Migrating LOB Applications (LOBSA) which can be found on the Microsoft TechNet Web site at: http://go.microsoft.com/fwlink/?LinkId=70006.
Although LOBSA is heavily oriented toward line-of-business (LOB) applications, the same principles and techniques apply to core infrastructure consolidation projects.
Environmental and Organizational Considerations

In considering virtualization as a means to consolidation, you should optimize server workloads based upon your organization’s culture and unique IT needs. Although an infrastructure workload may generally be considered a good candidate for virtualization based on broad metrics, it may not be good for your infrastructure. 
To determine if a workload is a good fit for virtualization in your organization you should evaluate server utilization by workload. Take into account historical utilization data to get an idea of utilization trends. Consider the overall direction of your organization—major growth or business shifts can impact utilization for certain workloads. For example, perhaps there is a major deployment planned for a new application in the coming year. Or an LOB application is being migrated to a Web-based version, dramatically increasing Web server utilization. Based on factors such as these you can better predict how well an infrastructure workload may or may not fit virtualization. More information follows in the section titled Assess and Plan. For more information, please see the LOBSA documentation at: http://go.microsoft.com/fwlink/?LinkId=70006.
Mixed Virtualization Model

Consolidation through virtualization is by no means an exclusive, all-or-nothing endeavor. In fact, a blended physical-virtual model can be an effective way to maintain performance and availability while still yielding a decreased hardware requirement. In a blended virtual-physical model the workload is maintained on a primary, dedicated server in the datacenter with the failover server being maintained and operated in a virtual machine. The host for the failover virtual machine could house many such virtual machines, each with a different workload. This still provides many of the efficiencies of virtualization without the exclusivity or limitations that can accompany it. 
Supported Workloads

In general, medium- to low-throughput workloads are well suited to virtualization. Examples of these workloads among core infrastructure components include:
· Microsoft Active Directory® Directory Services Domain Controller servers

· Certificate Services servers

· DHCP servers
· DNS servers
· File and print servers
· Microsoft Internet Information Services (IIS) servers

· Replication servers
· Remote Installation Services (RIS) servers 
· Terminal Services servers

· Microsoft System Center Data Protection Manager (DPM) servers

· Microsoft Windows Server Update Services (WSUS) servers
· Microsoft Windows Rights Management Server (RMS) servers
· Microsoft Windows Internet Naming Service (WINS) servers
When considering migrating core infrastructure workloads the primary performance limitations are the maximum resource allocation per virtual machine which consists of one processor, 3.6 GB of memory and four physical NICs. See the section titled Assess and Plan below for more virtual machine-specific considerations.
Workloads Not Supported

Some core infrastructure workloads are not or cannot be supported by Virtual Server 2005 R2 at this time. Because Microsoft is always striving to support more workloads in Virtual Server, the list of unsupported software infrastructure applications is subject to change, but currently includes:
· Microsoft Speech Server: Speech Server requires telephony hardware not available in a virtualized hardware environment, and thus Speech Server is not supported when run within Virtual Server. 
· Microsoft Internet Security and Acceleration Server (ISA) 2004: ISA Server is currently not supported running within Microsoft Virtual Server. (Support for ISA Server within Virtual Server is expected in a future release.)

· Microsoft SharePoint® Portal Server 2003: SharePoint Portal Server is currently not supported running within Virtual Server. (Support for SharePoint Portal Server within Virtual Server is expected in a future release.)
For more information on these limitations, see Microsoft Knowledge Base article 897614 “Windows Server System software not supported within a Microsoft Virtual Server environment” at: http://support.microsoft.com/kb/897614/
Virtualization Process

There are three broad steps to the virtualization process:

· Step 1: Assess and Plan

· Step 2: Build and Deploy

· Step 3: Operate and Support

These three steps map to aspects of the Microsoft Operations Framework (MOF). The MOF provides operational guidance that enables organizations to achieve mission-critical system reliability, availability, supportability, and manageability of Microsoft products and technologies. With MOF guidance, you'll be able to assess your current IT service management maturity, prioritize your processes of greatest concern, and apply proven principles and best practices to optimize your management of the Windows Server platform. 
More information on MOF can be found on the Microsoft TechNet Web site at http://go.microsoft.com/fwlink/?LinkId=70008.
Assess and Plan
It is critically important to fully consider the possible ramifications associated with virtualizing workloads. 

Workload Characteristics

A good place to start planning workload virtualization is with an assessment of target workload characteristics including CPU, network, memory, storage, and environmental requirements. Specifically this assessment encompasses:
· Processor: Average and peak CPU utilization and multi-processor requirements.
· Networking: Network saturation level produced by workload.
· Memory: Average and peak memory usage of the workload.
· Storage: Average read/write usage and shared storage requirements.
· Support: Application support within a virtualized environment.
· Isolation: Workload isolation requirements. 

Data should be captured over an extended period of time. Historical reports are especially useful to identify utilization trends. Data should include activity during business hours and during scheduled maintenance jobs such as backups, virus scans, and job cleanup. Using the lowest number over a period of time from the available bytes of memory data metric, for example, will approximate memory consumption under a workload.
Planning for Virtual Server 2005 R2 Capabilities

Other important considerations are around Virtual Server 2005 R2 capabilities and limitations. Each virtual machine that runs on Virtual Server 2005 R2 can include a maximum of one processor, 3.6 GB RAM, and association with four physical NICs via the virtual networking features of Virtual Server. Resource allocation can be finely controlled up to these maximum amounts.

Virtual machines require the same resources as physical machines plus some overhead for the virtualization and emulation that the host is performing. This is especially true for memory where there is overhead of approximately 32 MB per virtual machine.

Virtual Server 2005 R2 cannot support certain hardware types due to their interface. These hardware types include components such as PCI cards, HSB devices, parallel port dongles, and USB devices (except for USB keyboards and mice, which are fully supported).

Virtual Server 2005 R2 offers many networking advantages. Virtual machine network traffic can be specified to communicate on unique network adapters. A maximum of four network adapters can be allocated per virtual machine. This allows a given virtual machine’s network traffic to be separated from that of other virtual machines and from the host itself, providing isolation, resilience, and improved performance. High network traffic from a guest operating system can cause latency in communications to other virtual machines or the host if network adapters are shared. For this reason and others, you should allocated one network adapter to the host to facilitate host communications with the rest of the network. 

Additionally, virtual network adapters can be used to isolate traffic among virtual machines. Similarly, using host loopback adapters can provide isolated communications between virtual machines and the host.

Virtual machines share physical disk resources. It is ideal to store the host operating system files from the virtual hard disk files by using separate disk subsystems. Since virtual machines have the same or more disk input/output (I/O) as physical machines it can also be a good practice to separate virtual hard disks onto separate physical disks or separate disk subsystems. 

If you have a large Virtual Server host that is serving several virtual machines (or just a couple disk intensive virtual machines), the disk controller can become a performance bottleneck. In these cases, a high performance controller or an additional controller can help remove such bottlenecks. 

In addition, the planning you undertake for your virtual machines deployments should include balancing loads, based on your workload assessments and hardware resources, across Virtual Server host computers based on resource demands that include memory, processor, and disk utilization. You may find that you can optimize computers to host more virtual machines per processor by making a few simple modifications to memory and storage.
As discussed in the Reasons to Virtualize section, it is possible to cluster Virtual Server hosts to support both planned and unplanned downtime scenarios. Host clustering for planned downtime scenarios can be an extremely convenient means of maintaining stringent uptime Service Level Agreement (SLA). For example, if you are performing hardware maintenance or updating software on the host you can move virtual machines from the host undergoing maintenance to another host temporarily, and then move it back. Depending upon the size of the virtual hard disk (VHD) file and the type of storage, the downtime can be a matter of seconds. Some approximate migration times relevant to this scenario are described in Table 1. 
Table 1: Approximate Move Time for VHDs Based on Storage

	Storage Type
	VHD size
	Move time

	1 GB E iSCSI (1 spindle)
	128 MB
	Less than 10 seconds

	2 GB Fibre Channel (3 spindles)
	512 MB
	Less than 4 seconds

	2 GB Fibre Channel (3 spindles)
	1 GB
	Less than 8 seconds


Virtual Machine Optimization Recommendations
It is relatively easy to optimize Virtual Server and the virtual machines that it runs. These optimizations can be categorized by component including storage, network, and memory and they apply to the virtual machine and the host computer. Table 2 summarizes these recommendations, many of which were described earlier in this document.
Table 2: Recommendations for Optimizing Virtual Machine Performance

	
	Component
	Recommendation

	Virtual Server 2005 host computer optimizations
	Storage
	Separate OS on different spindle

Use the highest performance disks possible

	
	
	Use RAID 5 or 10 for VHD storage

	
	
	Use more spindles to spread I/O load

	
	Network
	Use multiple GB host NICs

	
	
	Dedicate NIC to host

	
	
	Dedicate NICs to VMs

	
	
	Plan your Virtual Networks, standardize names across all servers

	Virtual machine optimizations
	Memory
	Virtual machines need as much memory as physical ones plus overhead

	
	
	Consider giving the virtual machine more memory to reduce paging and therefore reduce disk I/O

	
	Storage
	Use fixed-size disks instead of dynamically expanding 

	
	
	Use Virtual SCSI for best performance

	
	Network
	Use the Microsoft Loopback Adapter to communicate with the host


Microsoft has collected a number of additional performance optimization recommendations and compiled in a knowledge base article (KB article 903748) which can be found on the Microsoft Support Web site at http://support.microsoft.com/kb/903748/.
Identifying Virtualization Candidates
Once you have completed assessment of your infrastructure and planned for virtualization you should identify specific candidates for virtualization. This pertains to both identification of Virtual Server host computers and workloads that can be run in virtual machines on the host computers.
Follow these general steps to properly identify virtualization candidates in your infrastructure:

1. Compile a hardware and software inventory: Start the identification process by obtaining a hardware and software inventory. It may take some time to get a full inventory. Depending upon your organization it may be more practical to start with the inventory associated with a specific datacenter and expand incrementally as you get a picture of the virtualization candidates. 
2. Eliminate unsuitable candidates: You can quickly eliminate candidate host hardware and workloads that exceed the abilities or requirements of Virtual Server. This includes certain hardware device interfaces and multi processor requirements.
3. Set resource thresholds: Based on hardware and software standards and the workload characteristics identified in the assesment phase, set thresholds.
4. Analyze assessment data: Finally, analyze the data against the thresholds; eliminate unsuitable candidates based on processor, memory, network, and storage requirements and standards for your organization; and determine the workloads to virtualize.
Build and Deploy
As you prepare to build the virtualization solution based on the virtualization candidates identified in the assessment and planning phase, you have to consider how to migrate existing production systems in to virtual machines. This physical to virtual (P2V) migration process can be accomplished in a variety of ways. 
The P2V Migration Process
VSMT leverages a combination of Windows Server 2003 tools and custom scripts to reliably migrate virtual machines. VSMT requires the use of Automated Deployment Services (ADS) which creates a deployable image of the physical machine. The process of creating this image requires a short period of downtime of the physical machine. No “agents” are required to be installed on the machine being migrated and apart from being powered off after the migration the physical machine is untouched and hence still available if needed for a quick recovery. VSMT can be downloaded from the Microsoft Virtual Server Web site at: http://go.microsoft.com/fwlink/?LinkId=70007.
Depending upon available hardware and budget, deploying Virtual Server hosts with modern processor architectures can improve performance. Using a 64-bit processor architecture server computer will enable better memory management and will generally be faster overall than 32-bit hosts. However, regardless of the host architecture, Virtual Server only supports 32-bit guest operating systems. Processors created for virtualization such as the Intel VT and AMD Pacifica chipsets can improve installation performance and increase the performance of guest operating systems. Also, multi-core processors can provide improved performance over hyperthreading, assuming that the current installation level is Virtual Server 2005 R2 or above.
For new virtual machine builds, you can accelerate deployment time by creating a library of ready-to-deploy base virtual machines that were created using sysprep. This enables deployment of new servers in minutes. Furthermore, the deployments can be scripted using the extensive COM API available in Virtual Server. 
Operation and Support
A properly configured and deployed virtual machine will meet an organization’s needs, even for core infrastructure production workloads. Advanced configurations such as host clustering can help maintain availability of these important production workloads. Additionally, tools such as the MOM Management Pack for Virtual Server 2005 (available for download at http://go.microsoft.com/fwlink/?LinkId=70011) can help centralize and automate management of production virtual machines.
Summary
Virtual Server 2005 R2, Windows Server 2003 R2, and the Windows Server System form an integrated platform upon which organizations can migrate, consolidate, and manage appropriate core infrastructure production workloads in virtual machines. There are many advantages to using virtual machines for production and non-production workloads. There are certain workloads and applications that are not appropriate for virtualization or not supported by Virtual Server 2005 R2. Medium- to low-throughput core infrastructure workloads can be hosted for production purposes in virtual machines. Additional services such as clustering enable production virtual machines to be configured for high availability, allowing enterprises to take advantage of the time and cost savings possible by hosting core infrastructure workloads in virtual machines. 
Related Links

For more information on the topics discussed in this document, please see the following Microsoft resources.

Virtual Server 2005 R2
· Virtual Server 2005 R2 Web site:  http://www.microsoft.com/virtualserver/
Windows Server 2003 R2 and the Windows Server System
· Windows Server 2003 R2 Web site: http://www.microsoft.com/windowsserver2003/
· Windows Server System Web site: http://www.microsoft.com/windowsserversystem/
Virtualization

· Microsoft Virtual Server Management Pack for Microsoft Operations Manager 2005 at: http://go.microsoft.com/fwlink/?LinkId=70011
· Using Microsoft Virtual Server 2005 to Create and Configure a Two-Node Microsoft Windows Server 2003 Cluster at: http://go.microsoft.com/fwlink/?LinkId=70012
· Virtual Server Host Clustering Step-by-Step Guide for Virtual Server 2005 R2 at: http://go.microsoft.com/fwlink/?LinkId=70013
· The Solution Accelerator for Consolidating and Migrating LOB Applications at http://go.microsoft.com/fwlink/?LinkId=70006
· The Microsoft Operations Framework at: http://go.microsoft.com/fwlink/?LinkId=70008
· The Virtual Server Migration Toolkit at: http://go.microsoft.com/fwlink/?LinkId=70007
