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Microsoft IT, using the latest server and storage hardware products, as well as using Microsoft Exchange Server 2003 running on Microsoft Windows Server 2003 clusters, sets a mailbox server availability target of 99.99 percent. To achieve this goal, Microsoft IT implements strict Service Level Agreements and regular review processes to ensure that it either meets its aggressive goals or knows when and why it has not.[image: image2.png]icrosoft® IT
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Microsoft employees often say that Microsoft runs on e-mail. The standard Microsoft employee mailbox is 200 megabytes (MB) in size. On average, Microsoft processes 3 million internally sent messages and receives more than 10 million externally sent messages (including unwanted e-mail messages such as spam and viruses) each business day. E-mail is an essential tool for collaboration and knowledge-sharing within Microsoft. 

Recognizing how critical e-mail is to the productivity and creativity of Microsoft employees, the Microsoft Information Technology (IT) group has set a goal of achieving "four nines" of availability. This means keeping all Exchange mailbox servers up and running 99.99 percent of the time. That means that less than one hour of downtime per year per mailbox is acceptable.

Microsoft has multiple measurements of availability, with the core measurement being mailbox server availability. As of this writing, Microsoft exceeded 99.99 percent for mailbox server availability during six weeks in the last quarter with weekly availability averaging 99.97 percent.

Note: The statistics and measures in this document are cited from internal fiscal year 2005 (FY05) first quarter reports. In general, measurements of Exchange availability during the last calendar year are similar to those mentioned here.

This document explains how Microsoft measures Exchange availability, and it outlines the processes Microsoft has implemented to improve availability. However, this document is not intended to be an operations manual. At the most granular level, the way Microsoft operates its messaging infrastructure is unlikely to apply directly to other enterprise customers. However, the guiding principles and philosophies developed by Microsoft IT can be applied to almost all environments. They apply not only to Exchange, but to other technologies, as well.

At the highest level, the key lessons Microsoft IT has learned are:

· No excuses. For Microsoft IT, any interruption of Exchange service counts against the availability of Exchange, regardless of whose fault it is. Whether downtime is planned or unplanned, caused by a problem in Exchange or the network, by hardware failure or by a natural disaster, it all counts against the SLAs. This attitude is critical to how the team solves problems that affect the quality of e-mail service. 

· Measure and review performance. It is not enough to set or calculate measurements. Each measurement must be regularly reviewed by management and action must be taken to keep actual performance within the tolerances set. Microsoft IT holds weekly service review meetings, where all stakeholders see the week’s scorecard, and where deviations from each measure are analyzed and remedied. To be effective, reviews should take place weekly rather than monthly. It is worth emphasizing how important regular review is to achieving high availability. Defining SLAs is easy, but it is hard to sustain the discipline needed to regularly analyze your successes and failures.

The next section explains how Microsoft chooses appropriate measurements and Service Level Agreements (SLAs). Following that, the four areas of ongoing focus required to maintain high availability are discussed.

How Microsoft Measures Exchange Availability

Within Microsoft IT, a fundamental shift in philosophy has occurred since the days when Microsoft ran its e-mail system on Microsoft Exchange Server 5.5. Before this shift, the Messaging team considered themselves in the business of keeping Exchange servers running. If the network went down, that was not an Exchange problem. Exchange was still available, even if the network was not. If scheduled downtime for installing operating system updates was required, that was not an Exchange problem, either.

The introduction of Microsoft Exchange 2000 Server at Microsoft was an important factor in motivating a change in attitude. Exchange 2000 is tightly integrated with the Active Directory® directory service, and a problem in Active Directory could not be ignored as someone else's issue that would be resolved eventually without help from the Messaging team. From the perspective of the Active Directory team, Exchange was the biggest single consumer of directory services. Active Directory had to be architected correctly to handle the load put on it by Exchange.

As Active Directory was rolled out at Microsoft, the Exchange and Active Directory teams relocated to be next to each other. They met each week to resolve issues and discuss architecture. This successful partnership contributed to expanding the Messaging team’s view of itself as responsible for managing not just Exchange but for ensuring the reliability of everything else upon which Exchange depends.

The Messaging team now thinks of its responsibilities in terms of Exchange services, not merely Exchange servers. As the Director of Messaging within Microsoft IT, Chris Nelson, puts it, "We now own what we don’t own." This leads directly to the no excuses philosophy when measuring availability.

No Excuses

Many enterprise SLAs make a distinction between planned and unplanned downtime, and count downtime only if it occurs during business hours. Microsoft IT counts all downtime in which clients cannot connect to and access their e-mail database, regardless of the reason, regardless of when it occurs, and without weighting peak versus non-peak periods. It also does not matter whether the cause of downtime is a problem in Exchange or in the infrastructure on which Exchange depends. If another service needs to be taken down to install a new security update, that interruption counts against the Messaging team’s availability goals. 

Recently, a large outsourced regional data center experienced a full weekend outage because of a typhoon. Exchange servers were down because the data center was literally under water. This event counted against worldwide Exchange availability even though the outage was clearly not caused by Exchange.

It may seem that holding the Messaging team within Microsoft IT accountable for this outage is carrying the no excuses policy to an extreme. Is it really fair to hold the Messaging team responsible for tropical storms and city-wide power outages?

The important thing is that this approach changes how the team responds to problems. The Messaging team feels responsibility for not only keeping its own servers running but also for monitoring, understanding, and—if necessary—changing the infrastructure on which Exchange relies. In Microsoft IT, an Exchange outage is never somebody else’s problem. The Messaging team is serious and relentless about making sure that the Exchange system is reliable all the way from the clustered servers across the WAN to each client, regardless of its location.

That typhoon-related data center outage cost thousands of lost uptime-minutes across many different SLA measures. Rather than accept the outage as somebody else’s fault, the Messaging team treated it as their problem. During the disaster, they provided coaching and creative ideas for restoring service faster, rather than passively waiting for the lights to come back on. Afterward, the Messaging team was active in investigating ways to improve processes and capabilities at that center. When it became clear that the data center could not be improved sufficiently to protect against this kind of disaster, the Messaging team decided to move their servers to more robust facilities. The failing data center is now scheduled to be completely retired before the end of 2004, and its functions are being moved to a center in a more protected location with better overall capabilities. 

While the Messaging team takes responsibility for all outages, regardless of the cause, they do track the root cause of each outage. This information is invaluable in troubleshooting and trending. It also provides the objective backing needed when asking another team or vendor to make changes, or when justifying resources or changes needed to improve the availability of Exchange services.

The majority of Exchange downtime at Microsoft has nothing to do with Exchange. This is remarkable given that Microsoft always runs large numbers of servers with pre-release test versions of Exchange Server software. Over the last several months, seven percent of total Exchange downtime has been for planned Exchange upgrades. Six percent of Exchange downtime has been due to other Exchange-specific issues. The rest of the downtime—87 percent—was caused by issues outside Exchange. 

The three major causes accounting for the majority of recent Exchange downtime within Microsoft IT have been:

· Storage issues

· Full data center outages

· Installation of non-Exchange software and firmware updates

The Messaging team now works continuously with the major storage vendors to make product improvements and define best practices for Exchange on each vendor’s platform. Data centers have been revamped or moved in response to outages. The Messaging team has also worked effectively with the Windows Server product development team and other vendors to reduce software update reboot requirements and frequencies. All of this happens because the Messaging team treats all these problems as its own.

Defining Appropriate Measurements and SLAs

What does it mean exactly for Exchange to be up? If it takes e-mail messages an hour to be delivered from one server to another, does that count as the system being up? What if databases are mounted and available but clients cannot reach them? Or what if clients can send e-mail messages, but not receive e-mail messages? Measurements of service availability must take into account the performance of the service as well as whether the client access to the mailbox is available at all. Measurements must also be at the right granularity so that they are neither too burdensome to make nor too broad to be meaningful.

With regard to measuring mailbox server availability, one obvious way to calculate downtime would be in mailbox-minutes: by adding up the number of mailboxes on each affected server or database, multiplying this by the number of minutes of availability possible, and subtracting downtime for each mailbox as necessary. Alternately, and more simply, downtime could be reported in server-minutes per period. Microsoft IT actually measures in database-minutes—the number of minutes each database is unavailable. This is because measuring in mailbox-minutes is unnecessarily difficult, and measuring in server-minutes does not take into account different server loads or outage conditions, such as when only one database on a server is stopped, but all the others remain running. 

Stopping a typical Microsoft IT Exchange mailbox server hosting 20 databases for a single minute costs 20 database-minutes. To maintain 99.99 percent availability, Microsoft IT can afford only 623 database-minutes of downtime per week across all mailbox servers at Microsoft. If the Messaging team has to take down a single mailbox server for more than half an hour, that outage will cost them their "four nines" for the whole week. This illustrates how stringent a 99.99 percent uptime goal really is. Exceeding this goal frequently, or even occasionally (as long as you never dip too far below it), is a significant accomplishment.

Note: At Microsoft, each clustered Exchange Server 2003 mailbox virtual server hosts 20 databases, which is the maximum number possible on a single Exchange server or virtual server. A typical Microsoft IT Exchange database is sized to hold 200 mailboxes. Thus, a fully loaded Exchange server at Microsoft hosts approximately 4,000 mailboxes. Servers in regional locations may host fewer databases and fewer users, but one database-minute of downtime can generally be viewed as costing approximately 200 minutes of end-user downtime. However, per-user downtime is not measured directly. Because some databases do hold fewer than 200 mailboxes, Microsoft IT's practice of measuring in database-minutes rather than actual mailbox-minutes may occasionally overstate the impact of an outage.

A large Exchange system is a complex mix of multiple services and functions. It is important to define your measurements of uptime appropriately and consistent with real business needs. SLAs must be planned carefully and with attention to the real costs required to achieve them. Poorly planned SLAs can lead to absurd decisions, as demonstrated in the following example.

Inappropriate Expectations Incur Inappropriate Costs

In one large Exchange enterprise installation, an SLA was defined to require 100 percent delivery of all intra-network e-mail worldwide in less than five minutes. This agreement was easily met 99.99 percent of the time—except for one company-wide e-mail that was sent once a month. It took nearly eight minutes for every mailbox in the world to receive this exceptional message. There was no practical business impact from this predictable delay, but it did violate the SLA.

To address this problem, network links that were adequately handling all other user demands were upgraded at considerable expense. Distribution groups and distribution group expansion servers were re-architected. Changes were made that slowed average delivery times to lower maximum delivery time. Money that could have been spent on replacing archaic disk systems or upgrading the performance of mailbox servers was funneled into making that one piece of e-mail reach all its destinations faster.

Microsoft's internal e-mail delivery SLA is both more stringent and more lenient than the one described in this example. The Microsoft SLA recognizes that users expect e-mail messages to arrive quickly, but does not require overbuilding the network to make sure that the expectation is never disappointed.

Within Microsoft, 99 percent of all e-mail messages sent between microsoft.com e-mail addresses must reach its destination anywhere in the world within 90 seconds. This SLA does not apply to delivery to external addresses, because such an SLA would be impossible to accurately measure, and inappropriate for Microsoft IT to try to improve or control. 

Incomplete SLAs Compromise Effectiveness

Ironically, in the large Exchange enterprise installation previously mentioned, there was no SLA addressing the preservation or restoration of historical e-mail. Because of this omission, backup and restore failures did not result in SLA violations, and thus did not come to the immediate attention of management. The IT department became accustomed to recovering from disasters by starting with new databases, making little or no effort to recover previous data. It was not until a critical server hosting executive mailboxes was affected that this real problem was finally noticed and addressed.

As this story shows, ill-conceived or missing SLAs are not harmless. They can divert scarce resources from high priorities and focus expert attention on trivia. When defining measurements and agreements, it is critical to involve all operational teams that will be responsible for meeting the targets. Rigid agreements and measures imposed without collaboration and feedback can result in unintended consequences and in important issues being overlooked or hidden.

Guidelines Create Meaningful SLAs

Microsoft IT considered the following points when it created its SLAs and uptime measurements, and offers them as recommendations when other enterprise customers consider the same:

· Real business needs. The costs of achieving higher availability may not be worth the benefits. Analyze the availability your organization actually needs before setting targets.

· Appropriate granularity. An Exchange system has multiple measures of availability, not just a single up or down measurement. Different parts of the system have different requirements. For example, a public folder server, which has data replicated on another server, does not require the same availability as the mailbox server hosting the mailbox of the chief executive officer.

· Accountability. A person or team should be responsible for each measurement, and you must ensure that they are appropriately empowered to do what is needed to control the systems upon which the measurement depends.

· Ordinary versus extraordinary risks. Disk and server failures as well as network and power outages are ordinary, predictable risks. You know you will encounter them, and they should be planned for as expected events. Much downtime can be avoided by accounting for ordinary risks. Failing to purchase spare hardware before it is needed, for example, often adds hours or days to an outage that might have only lasted minutes. 

The kind of planning that must be done for extraordinary events is of a very different nature, and must take into account loss of personnel and facilities. The core of this planning is to identify critical data and to develop SLAs for preserving critical data offsite.

· Scopes and tolerances. Rigid, absolute measurement requirements can do more harm than good. SLAs should take into account average or expected performance and build in tolerances for reasonable fluctuations.

· Measurability. Every SLA should have an objective measurement at its core. If a measurement is expensive, difficult, or inaccurate, it should be changed. Often, there are multiple ways to measure a function, and a simpler measurement can substitute for a more difficult measurement.

For example, when measuring mailbox availability, Microsoft does not measure the actual minutes that each mailbox is down, but instead measures in database-minutes. Measuring in mailbox minutes would require counting the mailboxes in each database to do specific calculations each time an individual database is down. Measuring database-minutes, and treating each database as having an average number of mailboxes, simplifies measurement and has the same overall result.

Another aspect of measurability is the margin of error inherent in a measurement. Microsoft has dozens of domain controllers and Exchange servers across the world. Time skew refers to the fact that not all computers are always synchronized to the exact second. In fact, some computers may differ by a minute or more (up to five minutes of time skew is allowable). Therefore, measuring delivery time for e-mail messages across Microsoft is not an exact science. Sometimes, delivery measurements will show that a ping message was received before it was sent because of time skew. Sometimes a message will appear to take longer to arrive than it should, but its delivery was actually within tolerances. Microsoft's mail delivery SLAs are not so stringent that random time skew errors will make the difference between a good week and a bad week.

Note: The Exchange product team will soon deliver an update to Microsoft Operations Manager (MOM) 2005 that will avoid the time skew problem when measuring mail delivery times. Microsoft IT will begin testing this update in December 2004.

· Reality. Benchmark current performance on a measurement before setting an improvement target, and do not set targets that are too far ahead of current performance. If SLA target goals consistently fail week after week, eventually the goal will not be taken seriously. 

Microsoft IT has defined three specific measurements as the most important dashboard for tracking the overall quality of e-mail service. Upper management in Microsoft reviews these three measurements weekly, while the Messaging team analyzes a much more detailed set of measurements:

· Mailbox availability. If an Exchange database is mounted and capable of responding to client connections, its mailboxes are considered available, even if the network is down and no clients can reach the database. This measurement is done in database-minutes, as described earlier, and the target is 99.99 percent availability.

Note: In actual practice, Microsoft's mailbox server availability metric requires more than just that the server and databases be available to clients. In addition, the part of the network under control of the data center must also be functional.

· Mail delivery time. 99 percent of all internal e-mail messages sent within the Microsoft corporate network must be delivered within 90 seconds worldwide. 

· E-mail client availability. All Outlook clients must be able to reach their mailbox servers 99 percent of the time. This is measured separately from mailbox availability in order to maintain appropriate granularity of measurement. The personnel who can address problems on the server side are different from those who handle problems on the wider network or client side. By separating these metrics, the Messaging team automatically answers important questions about where to focus to improve uptime and provides data that each team can use to gauge its own progress. 

Note: Microsoft IT weekly client-side availability has averaged better than 99.97 percent in the last quarter, and frequently reaches 99.99 percent.

Other measurements Microsoft IT makes are discussed in "Reviewing Progress" later in this document.

Achieving and Maintaining Availability

For Microsoft IT, achieving and maintaining high availability required attention to four areas of focus:

· Hardware and software

· Architecture and topology

· Operations

· Reviewing progress

This section will highlight major factors in each area that have contributed to improvements in Exchange availability at Microsoft. 

Hardware and Software

Exchange Server 2003 is a very different product and operates very differently from Exchange 4.0, the first commercial release of Exchange. In the enterprise space, the typical Exchange server now hosts thousands instead of hundreds of mailboxes. The volume of e-mail messages sent and received by the average user is now several times greater than it was a few years ago, and the Internet has evolved into a much more hostile environment with the inundation of spam and other malicious software (malware) sent through messaging servers. Servers, networks, and mass storage devices now all have many times the capacity and speed of those common when Exchange was first introduced.

The feature set, scalability, and reliability of Exchange Server 2003 as a software platform have been dramatically improved to take advantage of new hardware and Microsoft Windows® platform capabilities and to cope with new threats:

· Exchange Server 2003 supports 20 databases on each server or clustered virtual server. At Microsoft, mailbox servers typically carry a full load of 20 databases servicing approximately 4,000 mailboxes. By partitioning mailbox data across 20 databases, each database can be sized so that it can be completely restored within one hour, and all databases can be restored in parallel if necessary.

Note: When Exchange 2000 Server was released, Microsoft's recommendation for optimal server performance was to configure each server with as few storage groups and databases as possible. As the result of improvements in Exchange 2000 Service Pack 3 and in Exchange Server 2003, there is no longer an inherent performance penalty for each additional database. You can now partition mailboxes across multiple databases for better fault tolerance and manageability without incurring additional server overhead. 

· The Exchange database engine has been improved greatly with regard to performance, recoverability, and scalability. With Exchange Server 2003 Service Pack 1, single-bit physical corruptions of database pages are automatically corrected, which allows Exchange to automatically correct random damage to the database caused by hardware or disk problems without requiring database restoration. Online maintenance and defragmentation tasks have been tuned so that it is no longer necessary to do routine offline maintenance and defragmentation. These improvements, along with many others, result in much lower planned downtime requirements for Exchange Server 2003 compared to earlier versions of Exchange. 

· Backup and storage technology has not just evolved in the last several years, it has been revolutionized. Storage area network (SAN) and Internet Small Computer System Interface (iSCSI) storage technologies are no longer esoteric and prohibitively expensive. Storage is no longer directly tied to a single server, but is shared and portable. Clone and snapshot backup technologies have made it possible to efficiently move and restore huge quantities of data almost instantaneously. It is possible now to restore Exchange data much more quickly after a disaster than was possible before these innovations. 

· Windows Server 2003 clustering support is mature and performs well with Exchange. With a few outlying regional exceptions, all of the mailboxes at Microsoft are now hosted on seven-node Windows Server 2003 clusters. Clustering contributes significantly to reducing planned downtime, because an Exchange virtual server is not tied to a single Windows host, but can be moved from one cluster node to another when software updates or hardware maintenance is necessary. This does not completely eliminate planned downtime, because a few minutes may be required to move Exchange services between cluster nodes. However, Exchange services do not have to be down for the entire duration of planned installations, reboots, and hardware replacements.

Prior to hosting Exchange on clustered Windows Server 2003 servers, the ratio of planned downtime to unplanned downtime at Microsoft was 7:1. It is now 1:1, with no increase in the gross amount of unplanned downtime.

Many people think of clustering as a high availability solution that protects against unplanned downtime, which it does to some extent. However, today’s enterprise-class hardware is typically quite reliable compared to hardware that was available several years ago. There is a high level of redundancy, early failure warning, and hot swap capability available in enterprise-class servers and storage enclosures, even before software or application clustering is installed.

Perhaps the biggest benefit of using Windows Server 2003 clustering on current enterprise-class hardware is not its failover capabilities but rather its management flexibility and the effect that has on planned downtime. Finding ways to reduce planned downtime can contribute even more to increasing availability than increasing your ability to cope with unplanned downtime. Regardless of whether you implement Windows clustering in your Exchange environment, every time a server or service must be stopped, the event should be logged and analyzed to find out if it could have been avoided or if the impact could have been reduced.

For more information about how the Exchange mailbox clusters at Microsoft are configured and managed, see the IT Showcase white paper Exchange 2003 Design and Architecture at Microsoft at http://www.microsoft.com/services/microsoftservices/exchange.mspx#69. 

Note: The implementation of Windows Server clustering technologies demands additional expertise from the Exchange support staff. Not only must they understand Exchange, but they must also understand clustering and the different behaviors and requirements for Exchange operating in a clustered environment. As a general rule, you should be able to achieve 99.5 percent overall availability without introducing clustered Exchange servers. If you are not already at this level, it is likely that you will get more immediate return from operational improvements and other upgrades than from clustering Exchange. Clustering, in and of itself cannot overcome operational deficiencies or inadequate or unreliable hardware and infrastructure. After you have achieved 99.5 percent availability (which is equivalent to approximately two days of downtime per server per year), then introducing clustering can have a dramatic impact on further improvements, especially with regard to reducing planned downtime.

Architecture and Topology

Installing a single Exchange server is straightforward, especially with the step-by-step guidance of the new Deployment Tools in Exchange Server 2003. Nonetheless, deploying a supportable Exchange system in a worldwide or enterprise environment requires significant expertise. The interaction of Exchange with Active Directory requires attention and thoughtfulness of design. Comprehensive Microsoft deployment guides and white papers can assist system architects in designing and building an effective Exchange system. For more information on deploying Exchange, see the section “Deployment” at http://www.microsoft.com/exchange/techinfo/deployment/2003.asp. 

In addition to the advice and background information found in those documents, Microsoft IT has found the following Exchange design principles to be helpful:

· Use dispersed front-end servers for fault tolerance. Within regional geographic boundaries, front-end servers should be spread across multiple data centers. 

· Create dedicated Active Directory sites for Exchange. This makes the load on directory servers used by Exchange more deterministic and stable.

· Consolidate and centralize services in larger data centers as much as possible. Centralization improves manageability, and larger data centers tend to be of higher quality and reliability. 

To help administrators and troubleshooters analyze and understand existing deployments, Microsoft has recently released a new tool called the Microsoft Exchange Server Best Practices Analyzer Tool (ExBPA). ExBPA scans more than 1,200 configuration elements of an existing Exchange organization, and it uses more than 800 built-in rules to detect sub-optimal configuration and architectural design issues. For more information about ExBPA, see Microsoft Exchange Server Best Practices Analyzer Tool at http://www.microsoft.com/exchange/exbpa.

Operations

Failing to monitor systems is perhaps the most common mistake seen by Microsoft messaging experts when they consult with external customers. This failure results in two common problems: 

· Issues that could have been handled easily, if noticed early, instead grow out of control.

· Response time when there is a failure is measured in hours rather than minutes.

Operational effectiveness and consistency are critical to high availability. If end user complaints are the usual way that the messaging support staff first learns about e-mail problems, system monitoring is not being done adequately. To maintain a highly available system, the Exchange administration team should be the first to notice problems, and should verify daily that the system is functioning correctly. 

Microsoft Operations Manager 2005

Microsoft IT works closely with the MOM 2005 development team. MOM encapsulates the knowledge developed in Microsoft IT about monitoring application and server performance. Inside Microsoft, MOM has replaced a multitude of homegrown tools. Feedback from Microsoft IT continues to be a core driver for new features and capabilities in MOM. Application development groups within Microsoft contribute management packs for MOM that are tuned to each application.

The Exchange Management Pack for MOM has been developed jointly by the MOM and Exchange product teams, with extensive feedback and guidance from the Messaging team in Microsoft IT. It contains a wealth of predefined alerts dedicated to the monitoring of Exchange servers along with detailed troubleshooting and explanatory information about each alert. MOM 2005 and its Exchange Management Pack are highly recommended by both Microsoft IT and the Exchange product group for automating the collection and analysis of critical Exchange server management data.

24x7x365 Operational Availability

Microsoft IT personnel monitor the company’s Exchange servers 24 hours per day, seven days per week, 365 days per year (24x7x365). Many organizations cannot justify this expense, and instead have messaging support staff carry pagers. This approach will make a difference in how quickly support staff can respond after a problem is detected, and it can make the difference between achieving 99.9 percent and achieving 99.99 percent availability. Regardless of your availability target, it is critical that someone always be accountable for responding to each alert, night or day.

Disaster Recovery Planning

Along with having somebody available when a problem occurs, there is no substitute for having that person well-trained and knowledgeable about the system. Not only should support staff be competent to perform everyday administration and monitoring tasks, but they should also understand how to rebuild the system following a disaster.

Microsoft IT has step-by-step guides for performing ordinary daily maintenance, monitoring, and administration tasks. However, there is no step-by-step guide for recovering from an extraordinary disaster. The reason for this is that a widespread disaster is likely to completely destroy critical parts of the system, from servers to full geographic sites or Active Directory information. To respond to an extraordinary disaster, personnel must be trained and knowledgeable in rebuilding each critical system and know enough about its architecture to be able to route around downed sites and services. Conducting periodic fire drills or simulations where parts of the system and key personnel become unavailable is a good way to find weaknesses in your ability to manage extraordinary disasters. 

With the right skills and comprehensive documentation about the system configuration, an Exchange support team can effectively rebuild an Exchange organization from the ground up. A test of a team's capability to do this is to try to recover an entire Exchange organization in a lab environment, using nothing more than database backups and documentation about the architecture of the system.

To accomplish recovery after an extraordinary disaster, personnel need to know how to do the following:

· Reinstall or rebuild an entire Exchange server (or virtual server, if Exchange clusters are used).

· Import and export user objects and Exchange mailbox configuration attributes.

· Move mailboxes or databases to different servers.

· Connect mailboxes to and disconnect mailboxes from different Active Directory user objects. 

· Use recovery storage groups and the "dial tone" recovery strategy. 

· Configure Exchange protocol virtual servers.

For white papers and Exchange technical publications about these subjects, see Administering Exchange Server 2003 at http://www.microsoft.com/exchange/techinfo/administration/2003.asp.

In addition, the following Microsoft Knowledge Base articles provide important background and details on how Exchange mailboxes interact with Active Directory user accounts:

· "How to Move Exchange 2003 to New Hardware and Keep the Same Server Name" http://support.microsoft.com/kb/822945.

· "Requirements for Disabling the Recipient Update Service" http://support.microsoft.com/kb/296479.

· "Removing Duplicate and Unwanted Proxy Addresses in Exchange" http://support.microsoft.com/kb/318774.

· "How to Modify a User's E-mail Addresses by Using Ldifde" http://support.microsoft.com/kb/313823.

· "Workarounds for Problems with Mbconn.exe"
http://support.microsoft.com/kb/301585. 

Reviewing Progress

Perhaps the hardest job is creating and adhering to an ongoing review process. Doing this is essential. 

Microsoft IT reviews occur weekly. Reviewing weekly allows issues to be addressed while they are still fresh in everyone’s minds and while data can still be gathered for troubleshooting and root cause analysis.

The Messaging team's weekly reviews not only address whether system performance is within the limits set by the SLAs, but also continue to assess whether the right things are being measured and whether particular measurements are contributing to improvement. They also cover important statistics and trends, comparing current numbers to previous measurements. The review covers not only availability but also other important system metrics such as volume of traffic, the number of users, the percentage of users for various services, and so on.

While the Exchange system support team is not responsible for fielding help desk calls, these statistics are also reviewed, and the team assumes responsibility for driving the reduction of the number of issues reported to the help desk and driving calls to faster completion.

Measurements reviewed weekly at Microsoft include:

· Exchange server availability. This measures the percentage of time that databases are mounted, healthy, and ready to service clients.

· Percentage of mail delivered within SLA. This measures whether greater than 99 percent of e-mail messages between internal senders and receivers are delivered within 90 seconds.

· "Dial tone" mailbox access. This reports whether restoration of mail service after an outage was accomplished in less than one hour. (Restoration of all historical mailbox data must be accomplished within two days.) 

Microsoft IT sizes databases and tunes backup systems to allow a restoration time of one hour for any mailbox database. Depending on the nature and timing of an outage, the Messaging team may choose to restore all user data simultaneously with service or to restore service first and restore historical data later. For detailed information about setting up an Exchange server for easy "dial tone" recovery, see Using Exchange 2003 Recovery Storage Groups at http://www.microsoft.com/technet/prodtechnol/exchange/2003/library/ue2k3rsg.mspx.

· E-mail client availability. This measures whether Microsoft Outlook® clients can connect to each Exchange server. This metric is for both standard remote procedure call (RPC) connections and for RPC over Hypertext Transfer Protocol (HTTP) connections. Outlook Web Access and other client protocol connections are measured by separate SLAs.

· E-mail client performance. These measurements track the responsiveness of each server-to-client request. For Microsoft IT, this metric is the percentage of client operations that complete in fewer than two seconds. This metric is also useful for making determinations about load balancing and server sizing.

· E-mail service requests (SRs) closed within SLA. This measures how quickly help desk requests were resolved. Microsoft IT also tracks the number of SRs created, and their priorities for resolution, seeking especially to drive down urgent requests for assistance.

· Messaging client satisfaction (percent dissatisfied). This is based on follow-up surveys done for help desk requests.

· E-mail usage. These statistics include the number of e-mail messages sent to and from the Internet and the number of messages sent internally.

· E-mail users. These statistics include the total number of mailboxes in the system, the number of user mailboxes versus system mailboxes, and the number of users on the largest Exchange server in the system. 

· E-mail infrastructure. These statistics include the total number of messaging servers at Microsoft and the percentage of backup successes.

· Messaging Hygiene. These statistics track the volume of spam messages detected, the number of viruses removed from messages, and similar statistics relating to Internet security and attacks. Microsoft IT also tracks the number of help desk complaints related to spam filtering to gauge success in appropriately blocking junk e-mail messages.

· Mobile messaging. This includes Exchange front-end server availability measurements along with statistics about the number of Outlook Web Access users, Exchange Active Sync users, and Microsoft Outlook Mobile Access users. Use of these services is also rendered in terms of percentage of the user community. This allows adoption and utilization rates to be easily tracked.

· Unified messaging and fax. These services are also provided over the Microsoft Exchange infrastructure, and various measures about the utilization, availability, and performance of these services are analyzed weekly.

· Backup success. Backups must complete successfully each night for 99 percent of all servers. Measuring backup success not only drives improvements in the reliability of the backup system, but also ensures that backup failures are immediately noted and resolved.  

The previously listed measurements should not be used as a blueprint for how other organizations must measure the performance of their Exchange systems. What Microsoft IT measures has changed over time and will continue to change as circumstances warrant and issues arise.

At the weekly review, each measurement is owned by a specific individual who is responsible for reporting on it and detailing any events that caused deviations. All measurements are made available to the whole team on a weekly scorecard that itemizes current and previous measurements and the trends between them. These measurements are rolled into quarterly and annual reports that are reviewed with Microsoft's Chief Information Officer (CIO). Thus, the whole team gets to see the big picture on a regular basis, and contributes to finding solutions and making improvements. As the team reviews issues week by week, the direct effects of their creativity and solutions are reflected in the comparisons between current and historical performance measurements.

Conclusion

To achieve and maintain high availability, multiple incremental improvements in processes and technology are needed, coupled with regular review and real-time monitoring of system health.

There is no set of static rules to follow that will result in permanent high availability. Maintaining high availability is an active, ongoing endeavor requiring continual responsiveness and adaptation to new situations and technologies. At the lowest level, you have to pay attention to what is going on in the system 24x7x365 if you want the system to be available 24x7x365.

As you initially focus on improving availability, it is likely you will find that significant improvements can be achieved by implementing simple behavioral and procedural changes. This can be both good news and bad news. You may be frustrated to find that you have been overlooking the performance of fundamental operational tasks or have been inconsistent in doing them.

For example, one of the most common post-disaster issues seen at customer sites by Microsoft consulting and support personnel is the failure to make or verify backups of critical data. While this may seem elementary, it is a surprisingly widespread failure. Calmly correcting such problems and making sure that each week is a little better than the previous week is the path to success.

After you have the right technology and the right procedures in place, maintaining high availability requires the discipline and commitment to do regular, weekly reviews. Because these reviews will point out where problems exist and what is not going well, there is a natural tendency to avoid them. It can also be easy to let reviews degenerate into rote exercises or, even worse, become little more than excuse-making or blaming sessions. To achieve high availability, review processes must be effective, and there must be consensus from participants that it is worthwhile.

By taking a no excuses approach and regularly monitoring your own progress, you can improve the level of availability in your organization regardless of the current financial or technological resources available. After a certain point, improving availability further will require new investments in technology and infrastructure. 

It is important to clearly understand which problems are best solved by applying new technologies and which problems must be solved by applying new practices. The impact of new technologies and capabilities is greatly enhanced if you are already functioning with operational excellence. 

Achieving high availability is done by leveraging the synergy between technology, infrastructure, operations, and regular feedback and review. 

For More Information

For more information about Microsoft products or services, call the Microsoft Sales Information Center at (800) 426-9400. In Canada, call the Microsoft Canada information Centre at (800) 563-9048. Outside the 50 United States and Canada, please contact your local Microsoft subsidiary. To access information via the World Wide Web, go to:

http://www.microsoft.com
http://www.microsoft.com/itshowcase
http://www.microsoft.com/technet/itshowcase
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Situation


Microsoft IT wanted to improve the uptime availability to clients of Exchange Server mailboxes from 99.9 percent to 99.99 percent.


Solution


Microsoft IT implemented Exchange Server 2003 on Windows Server 2003 clustered servers attached to storage area network (SAN) enclosures. To maintain the gains made by the infrastructure changes, strict SLAs were put in place with weekly service reviews.


Benefits


Reliability of e-mail service to employees is near or above 99.99 percent. 


Responsiveness to problems is ensured with weekly reviews of performance against SLAs.


The "no excuses" attitude toward meeting SLAs leads to creativity and determination in addressing issues. 


Products & Technologies 


Microsoft Windows Server 2003


SANs


Clustered servers


Microsoft Exchange Server 2003


Microsoft Office Outlook 2003
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