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Summary

Advances in networking technology, digital media, and codecs have made it possible for broadband service providers throughout the world to begin streaming live and on-demand television to homes and offices over their high-speed IP networks. This document describes how the Microsoft® Windows Media® platform can be used to provide the framework for Internet protocol TV (IPTV) systems. It includes concepts as well as step-by-step procedures for setting up components, creating content, delivering Windows Media-formatted streams over broadband IP networks, and playing the content on a client running Microsoft Windows® CE.

Introduction
This document describes Internet protocol TV (IPTV) systems and how to use the Microsoft® Windows Media® platform to build IPTV solutions. The primary focus is on best practices for configuring components to deliver the highest-quality viewer experience. The document is targeted primarily at deployment and technical personnel who are tasked with designing, building, and maintaining a commercial IPTV infrastructure, and assumes the reader has a basic knowledge of networking and streaming media.

What is IPTV?

IPTV is a method of delivering broadcast television and on-demand, rich media content that uses an Internet protocol (IP) network as the medium. Any broadband IP network can be used for IPTV. However, IPTV is most prominently used as the primary mechanism for carriers, such as telephone companies (telcos), and cable and satellite TV carriers, to deliver television to mass audiences over existing communications infrastructures. IPTV offers carriers flexibility and added value in the form of additional services that can be offered to customers, which improves the carrier's profitability and competitive edge. 

In particular, IPTV provides one facet of the so-called "triple play" of services: voice, data, and video. The triple-play vision is that consumers can subscribe to one service that provides voice, data (Internet and other online services), and video (live broadcast and on-demand) - all three brought into the home or office over one line or feed, and by one service provider. 

Consumers are familiar with two-way communication with voice and data, but an IP network also enables two-way communication in the video connection. With IPTV, consumers can interact with a video service to, for example, order and play video on-demand (VOD) content, change channels, or control playback of a live broadcast. Because the three services are controlled from one source, solutions can be created that take advantage of an integration of services. For example, a solution can be developed that enables customers to view Web pages on their televisions, through which they can order pay-per-view video content and check phone messages. With triple-play, carriers can upgrade their offerings to provide consumers with a full suite of next-generation digital-communication services.

Early adopter interest in IPTV has been led by the telcos and private network operators, although the technology can be easily applied to other IP-enabled networks. The primary service of a telco has always been voice communication. However, data delivery via the Internet has grown rapidly to become a major service offering for telephone and cable carriers. Now, with continuous improvements in data transfer speeds, brought about through technologies such as the digital subscriber line (DSL), many broadband service providers are well-positioned to deliver IPTV services. For example, more and more telcos throughout the world are replacing copper with fiber, enabling VDSL (very high bit-rate DSL) with rates that top 50 megabits per second (Mbps). 

IPTV is generally centered on two delivery scenarios: broadcast and VOD. Figure 1 shows how the modes fit into a simplified IPTV network topology.
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Figure 1. Simplified IPTV topology.

The topology consists of the following components:

· Broadcast source. Live feed from a broadcaster, such as a commercial cable network or on-air television station.

· Broadcast encoder. Inputs the analog signal or high bit-rate digital stream from the source, and outputs a stream that is compressed and formatted for delivery over the IP network. An encoder is typically a software program running on a PC, for example, or a dedicated hardware device. A hardware device can include functionality that enables it to also do the job of a media server.

· Broadcast streaming system. A media server that hosts a number of encoded broadcast streams for a large number of clients on the network. The broadcast server can deliver multicast or unicast streams, and typically consists of multiple servers configured as a server farm to provide fault tolerance. If unicast, the server farm must manage connections to potentially many thousands of clients.

· VOD source. Content that is pre-recorded on a medium such as videotape or hard disk. 

· VOD encoder. Inputs the pre-recorded content and outputs a VOD file that is properly formatted and compressed. Encoders that output VOD content are typically software programs.

VOD streaming system. A media server that hosts the VOD files for clients on the network. The server must be capable of storing a large number of large files, and then streaming the files to many thousands of viewers. Often, the system consists of multiple servers configured in a server farm to deliver the maximum number of required streams and provide fault tolerance. Storage is often handled by a storage area network (SAN) system that also provides fault tolerance.

· Subscriber management system. Integrates customer activity and provides additional customer services, such as an electronic program guide (EPG) and billing. 

· IP network. Typically, a high-speed, reliable, IP-enabled network.

· Customer set-top box (STB) or PC. The device on the customer end that converts the data stream from the media servers into a standard analog or digital signal that can be fed directly into the television. The STB also provides any interactive features, such as an EPG, Web browsing, and PVR (Personal Video Recorder) functionality. 

· Television or monitor. Currently, IPTV is aimed at providing a quality, standard-definition television signal (SDTV). However, as technologies like VDSL and asymmetric digital subscriber line (ADSL2+) become more prevalent, the additional bandwidth will enable telcos to provide high definition television (HDTV), as well as multiple-channel audio and video, and many other services.

The Windows Media Platform

The current Windows Media platform grew out of pioneering efforts in streaming digital media that began at Microsoft prior to 1994. An early focus of the technology was to provide quality audio and video over low-bandwidth IP networks, in particular the Internet. These efforts led to advances in codec, format, and networking technologies:

· Codecs had to provide a quality user experience with high compression ratios, and bit rates as low as 5 kilobits per second (Kbps). 

· Formats had to package the data in a way to provide reliable delivery of packets under often difficult and highly variable network conditions. 

· Networking technologies had to interpret network conditions between the server and many clients, and adjust streaming parameters to deliver the best-possible user experience to each one. 

The system as a whole had to provide flexibility and scalability to meet the needs of a wide spectrum of customers, from Internet broadcasters using low bit rates to enterprise customers using medium-to-high bit rates.

These early efforts have culminated in today's Windows Media platform. The platform components are used in a wide variety of products and systems, from portable player devices to low-bandwidth, Internet radio stations to high-definition playback of film content in theaters equipped with digital projection systems. Though the components can be used in a variety of ways, they are designed around the common goal of delivering data packets reliably over and through a number of media types to provide a high-quality end-user experience. 

Windows Media can easily and automatically scale to stream over large, slow, and unreliable public networks, as well as small, fast private networks. Because of this ability to be easily adapted to any number of network and playback environments, the Windows Media platform and its components provide the ideal platform to deliver a high-quality experience to IPTV viewers. 

The following features make Windows Media especially suited for IPTV:

· Unicast, multicast, VOD and broadcast. Windows Media can deliver broadcast and on-demand streams, using unicast and multicast protocols. 

· Digital Rights Management (DRM). Microsoft Windows Media Digital Rights Management (DRM) 9 Series provides a flexible platform for the secure distribution of digital media files, while providing viewers ease-of-use and a greater opportunity to consume premium content
· Fast streaming. This technology works three ways to deliver an instant-on/always-on experience: 

· Fast Start. Delivers an instant-on playback experience by eliminating buffering time, whether playing a single piece of content, or switching seamlessly between on-demand clips or broadcast channels. When a viewer connects to a stream, the first few seconds of data is sent at a high bit rate, so playback can begin as soon as possible.

· Fast Cache. Provides an always-on playback experience by streaming content to the cache of Microsoft Windows Media Player as fast as the network will allow, reducing the likelihood of an interruption in play due to network issues. The server sends a stream to a client at as high a bit rate as possible.

· Fast Reconnect. Automatically restores live or on-demand Player/server and server/server connections if disconnected during a broadcast, ensuring an uninterrupted viewing experience. 

· Intelligent streaming. When digital media is streamed, the Player detects network conditions and sends feedback to the Windows Media server, which then adjusts the properties of the stream to maximize quality. The highest-quality stream is delivered to the viewer, regardless of network conditions. Typically, intelligent streaming makes use of multiple-bit-rate streams. However, the server can also use stream thinning as a way to deliver a quality stream over a saturated network.

Error correction and fault tolerance. Streaming errors caused by packets not arriving intact or in time on the client computer, and failures in hardware and components can be corrected or reduced with error-correction and fault-tolerance features of the Windows Media platform. With unicast streams, the Player requests that missing and broken packets be resent by the server; with multicast, forward error correction (FEC) can be used, in which redundant packets are sent in the stream. Fault tolerance can also be used, which automatically enables roll-over to back-up components if failures occur. For example, the server can be configured to roll-over to a back-up encoder if the primary encoder fails.

· Codec quality/bit rate. The Windows Media Audio and Video codecs provide high quality playback with high compression ratios. The codecs are also highly scalable to provide optimum audio and video quality at bit rates from 20 Kbps to 20 Mbps. Typically, bit rates for full-resolution, Windows Media-based SDTV content range from one to 1.5 Mbps; Windows Media-based HDTV (1080i) bit rates range from 7 to 8 Mbps.

· 5.1 and 7.1 audio. The Windows Media Audio 9 Professional codec provides discrete digital surround sound with 5.1 channels and above, for streaming or download-and-play, at bit rates as low as 128 kbps. This codec also supports full-resolution audio, with 24-bit sampling resolution and 96-kHz sampling rates.
· Flexible, extensible, and scalable. Properties like frame and pixel aspect ratio, bit rate, and other configuration and processing features can be adjusted to output a wide variety of presentation options. A system can be scaled vertically and horizontally to provide a large number of configurations, and Windows Media platform components can be integrated with a variety of third-party networking and encoding products.

· Captioning. Multiple synchronized streams can be used to provide captioning and subtitles.

· Cross-platform and third-party support. The Windows Media expanded licensing program enables device manufacturers and software developers to build Windows Media capabilities into a broad range of products and platforms. For example, the Windows Media format and DRM can be built into server and playback devices that run on non-Windows platforms. In addition, efforts are underway with the Society of Motion Picture and Television Engineers (SMPTE) to standardize a number of Windows Media technologies, which would make it even easier to integrate Windows Media. For more information, visit the Windows Media Web page (http://www.microsoft.com/windows/windowsmedia/9series/sdk.aspx).

· Microsoft and Windows. The Windows Media platform is closely aligned with all other Microsoft products to provide complete solutions from one source, from operating systems, such as Microsoft Windows® Server 2003 and Microsoft Windows CE, to individual tools, such as Microsoft Windows Media Encoder. 

Windows Media and IPTV

Though the Windows Media platform can be used in many different ways, we will focus on the features of the platform that apply to a telco IPTV system. Windows Media was designed to work effectively over many types and qualities of IP networks. However, a typical telco IPTV network has a number of advantages:

· Predictable and controllable network conditions. Streams are typically sent over a private telco network to each client. Because carriers control the content of their networks, bandwidth spikes and other unpredictable network behavior can be minimized. Windows Media components can be tuned to take advantage of these network conditions in order to optimize resource and networking overhead, such as reducing the need for error correction and buffering.

· High bandwidth. Compression ratios can be optimized to provide a smooth presentation of SDTV-quality audio and video. Because the network is reliable, content bit rate can be maximized.

· Secure network. Another advantage of a private network is that it is more secure. This enables carriers to stream secure content, such as pay-per-view movies and live streams, in a controlled environment using Windows Media DRM. 

The Windows Media platform consists of components that you can connect and configure in a variety of ways to create complete end-to-end digital media delivery solutions. Although this document describes a system built exclusively from Windows Media platform components, you can also create solutions that consist of a mix of Windows Media platform components and third-party software and hardware. This ability to mix components provides you with a great number of possibilities for creating custom solutions, and a variety of vendors from which to choose. 

For example, you can create a solution that integrates a hardware encoder that streams directly to a set-top box (STB), as illustrated in Figure 2. 
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Figure 2. Examples of two end-to-end IPTV solutions.

The Windows Media Services solution in the previous figure is capable of unicast or multicast delivery to Windows Media Player, and can host live or VOD content. The hardware encoder solution is designed for multicast delivery of live content only, directly to an STB. 

Building an IPTV Solution

This document describes an end-to-end scenario using the current version of the Windows Media platform (Windows Media Encoder, Windows Media Services, and Windows Media Player), running on PCs with Microsoft Windows operating systems. The settings provided in this document are based on results obtained with this system. You may achieve better results using hardware devices, such as encoders and STBs, that offer improved performance using dedicated microprocessors.
This document covers the following sections:
· Overview. Summarizes the changes you can make to specific default settings in platform components to create content and a delivery system that is optimized for IPTV. These changes are integrated into the procedures given in the topics that follow this section.
· Setting up a Windows Media server. Procedures for installing and initially configuring the server.

· Configuring broadcast streaming. Procedures for encoding a live stream and hosting the stream on the server, using unicast and multicast delivery. The section also describes how to broadcast a server-side playlist. 

· Configuring VOD streaming. Procedures for converting and encoding VOD content, and hosting the content on the server.

· Configuring Windows Media Player on your Windows CE device. Procedures for configuring.

· Configuring network routers for multicast. Sample configurations aimed at minimizing the delay introduced by Internet Group Management Protocol (IGMP) join and leave requests to provide the best viewer experience. 

· Creating a client-side playlist to test streaming quality. Procedure for creating a client-side playlist, with which you can test quality and latencies after you have set up two broadcast streams on the server.

· For more information. Links to related articles and papers.

Configuration Overview 

The ultimate goal of configuring the Windows Media platform components is to deliver the best viewer experience. Configuration is done through a tuning process that involves entering settings and testing playback, and then repeating the process as needed. The optimum configuration is obtained by finding the best balance between the following properties:

· Audio and video quality, and bandwidth constraints. A balance must be found that provides the best quality sound and picture for a given bandwidth. The Windows Media Encoder, Windows Media Player, and Windows Media codecs were designed for scalability with a wide range of profiles and quality settings.

· Network quality and latency. A number of component features were designed to optimize delivery of streaming content over a variety of network speeds and conditions. However, the features can also increase the following latencies: 

· End-to-end latency (the difference in time between the point when live audio and video is digitized, and when it is played back on the client).

· Channel-change latency (the delay the viewer experiences when changing channels). 

A balance must be found that optimizes the ability of the components to provide a continuous, error-free presentation with minimum latency.

This section provides a quick summary of the settings that you can enter on Windows Media Encoder, Windows Media Services, Windows Media Player, and your network to optimize the components for IPTV delivery. The remaining sections of the paper provide step-by-step procedures. 

Note   The following information is based on tests using the current Windows Media 9 Series platform as an end-to-end solution. As you integrate platform components with third-party software and hardware, the results that you get may require different configuration settings. As new products, software, and test data become available, the information will be updated and released.
On the encoder

Optimize the following encoder settings to create content for IPTV delivery:
· Buffer value. The buffer in the encoder is used primarily by the compressor to encode the highest-quality audio and video stream for a given bit rate or quality setting. This value sets the amount of data, in seconds, that is allocated in memory for the buffer, both during compression and during decompression on the client. 

The amount of data needed by the codec algorithm to compress and decompress a section of audio or video varies depending on the complexity of the section and the amount of compression required. The larger the buffer, the more data is available to the codec, and therefore the smoother the playback and higher the quality. However, you must also consider that buffer size increases latency. Therefore, to optimize buffer size, you must find the value that provides the lowest latency without compromising quality. At the time of this writing, tests have shown that a buffer size of 1 second is optimum on a reliable network. 

· Key-frame interval. The key-frame interval value sets the maximum distance between key frames in the encoded stream. When first connecting to a video stream, the Player cannot display an image until it receives a key frame. Therefore, to minimize channel-change latency, you can set the key-frame interval to the minimum value of 1 second.  

Custom packet size (applies to multicast broadcast). The Custom packet size setting in Windows Media Encoder enables you to manually set the maximum packet size. This enables you to optimize packet size for the most efficient transfer of data over a network. By setting the packet size to 1400, which is a multiple of the maximum transfer unit (MTU) for an Ethernet network (1500 bytes), you reduce the likelihood of packet fragmentation, which decreases the efficiency of data transfer, which can increase latency. When streaming unicast content, the Windows Media server repackages the packets, so modifying the packet size in the encoder does not affect latency. However, with multicast streaming, the server sends the packets as is from the encoder. 

On the server

Start with a server that is configured with the default settings - those settings that were entered automatically during installation. Then make the following modification to optimize the server: 

· Large block data transmissions. By default, the server can improve network performance by sending data in large chunks, thereby minimizing the number of system calls. When TCP is used, the server sends 1000 milliseconds (ms) of data at a time; with UDP, the server sends 500 ms chunks. On some networks, however, sending data in large chunks can over-saturate network hardware, resulting in excessive buffering and other reception problems on clients. If you experience problems, you can disable this behavior, so that the server sends data more often, but in smaller chunks.

Most of the remaining default settings provide the lowest latency with the highest-quality viewer experience. However, you can modify the settings as required to optimize the server for a specific system. 

The following list describes the default settings that typically do not need to be modified:

· Buffering (unicast broadcast). By default, server buffering is enabled. This type of buffering enables the server to use the Fast Start feature of Windows Media Services 9 Series to send data at an accelerated bit rate when a user first connects in order to minimize start-up time. The additional buffer increases end-to-end latency, but can significantly reduce latency when changing channels. 

· Bandwidth limits. By default, no limits are set, and typically, limits are not required on IPTV networks. However, you can use limits on slow or congested networks to help manage bandwidth, and with slow servers to limit usage.

· Unicast packet size. By default, the WMS Unicast Data Writer plug-in is configured to use a maximum packet size of 1452 bytes. This size is optimized for the standard Ethernet network, which has a maximum transfer unit (MTU) size of 1500 bytes. If your network uses a different MTU, you should modify this setting to make the most efficient use of each packet.

On the Windows CE client

Start with Windows Media Player configured with the default settings, and then modify the following configurations on the Player and Windows CE platform:
· VMINI virtual adapter. Tests have shown that the adapter can seriously affect streaming performance. The adapter is one of the components that enable an Ethernet port to be shared by debugging network and application network traffic. Unless debugging is required on the Windows CE device, you should remove or disable this adapter to improve network performance and free additional system resources.

· Install the latest Quick Fix Engineering (QFE) updates. You can download the latest Windows CE software from the Microsoft Windows Embedded page (http://www.microsoft.com/windows/embedded/ce.net/default.asp).

· Registry settings. A number of Player settings can only be made in the system registry. These settings affect minimum buffering times and Fast Start. 

On the network

Make sure the following configuration is made for multicast traffic:
· IGMP join and leave. Configure routers to minimize the delays introduced by IGMP join and leave requests. The default multicast settings in routers are often not optimized for minimum channel-change latency. 

The remaining topics in this paper provide specific steps for setting up and configuring Windows Media components to encode, host, and play high-bit-rate, high-quality content in IPTV scenarios. 

Setting Up a Windows Media Server

Perform the following procedures to set up Windows Media Services, and then configure the server for minimum latency.
To install and set up Windows Media Services 9 Series
1. Install Windows Server 2003. If you plan to use multicast, Windows Server 2003, Enterprise Edition is required. 
2. In the Control Panel, click Add or Remove Programs. Open the Windows Components Wizard and add Windows Media Services. Do not add Internet Information Services (IIS). 

To disable large block data transmissions

Note   You should only disable large block data transmissions if you experience playback problems, such as excessive buffering, stream thinning, and packet loss.
3. On the Start menu, point to Programs, point to Administrative Tools, and then click Windows Media Services. The Windows Media Services snap-in for Microsoft Management Console (MMC) opens. 
4. In the console tree on the left, right-click the server name in the console tree, and then click Stop. 

5. On the Start menu, click Run, and then enter the path to the Windows Media system folder, which by default is:

%WINDIR%\system32\windows media\server

6. Open the servernamespace.xml file in a text editor such as Notepad.

7. Locate the node named OutstandingBytesQuota. By default, the node appears as follows:

<node name="OutstandingBytesQuota" opcode="create" type="int32" value="0x10000" />

8. Add the following nodes immediately after that line:

<node name="UDPBurstLimitMs" opcode="create" type="int32" value="0x0" />

<node name="TCPBurstLimitMs" opcode="create" type="int32" value="0x0" />
Warning   Before you edit the namespace file, verify that you have a backup copy of the original that can be used to restore the server to its previous condition if a problem occurs with the new configuration. If you edit the namespace file incorrectly, you can cause serious problems that may require you to reinstall any product that uses the namespace. Microsoft cannot guarantee that the problems that result if you incorrectly edit the namespace can be resolved. Edit the namespace at your own risk.
9. Save the servernamespace.xml file. 
10. On the Windows Media Services MMC snap-in, right-click the server name and click Start.

Configuring Broadcast Streaming

This section describes the following procedures for configuring Windows Media components for broadcast streaming:

· Setting up and encoding a live stream

· Configuring the server to broadcast a live stream (unicast)

· Configuring the server to broadcast a live stream (multicast)

· Configuring the server to broadcast a server-side playlist (unicast)
Setting Up and Encoding a Live Stream

Perform the following procedures to set up Windows Media Encoder 9 Series to encode high-bandwidth content that provides low latency. 

The source of the video is a capture card that is configured to output interlaced video in the NTSC or PAL format. The card can output full resolution (D1) video or another resolution, such as Half Horizontal Resolution (commonly referred to as half-D1 resolution.) Half-D1 resolution for NTSC is 360 X 480 pixels; for PAL, it is 360 X 576 pixels. 

The encoder can create content at a number of different resolutions. To properly play back the content, you enter the appropriate pixel aspect ratio, which resizes the video frame to the original size and shape. The following procedure describes how to set up the encoder for D1 or half-D1 resolution. For other resolutions, adjust the pixel aspect ratio accordingly.
To set up the encoder

11. On the Start menu, point to Programs, point to Windows Media, and then click Windows Media Encoder. 
12. If the New Session dialog box opens, click Cancel. 

13. Open the Session Properties dialog box. 

14. On the Sources tab, select the interlaced source that you want to broadcast.

15. On the Output tab, select the Pull from encoder (the connection is initiated by the server or players) check box, and enter the port number that the server or players will use to connect. The preferred port is 80. 

16. On the Compression tab, click Edit, and then enter the following settings on the bit-rate tab of the Custom Encoding Settings dialog box:

· Audio format. Select a compression setting and format. For example, for high-quality audio, select 64 Kbps, 48 kHz, stereo CBR.  

· Video size. Select the Same as video input check box.

· Frame rate. Enter an appropriate frame rate. For highest quality, the frame rate should be the same as the source. 

· Key frame interval. To minimize latency, enter the minimum key-frame interval value of 1. 

· Video bit rate. Enter an appropriate high-bandwidth video bit rate, for example 1200 Kbps or 1.2 Mbps.

· Buffer size. To minimize latency, enter the minimum buffer size of 1.

· Video smoothness. Enter a value of 70. 

On the General tab of the Custom Encoding Settings dialog box, enter the following settings: 

· Select the Allow interlaced processing and Allow non-square pixel output check boxes. 

17. On the Video Size tab, in the Pixel aspect ratio list, enter one of the following:

· For D1 NTSC, enter DV NTSC 4:3 (10:11).
· For D1 PAL, enter DV PAL 4:3 (12:11).
· For half-D1 NTSC, click Custom, and then enter 20:11.
· For half-D1 PAL, click Custom, and then enter 24:11.
For other resolutions, change the horizontal value in the aspect ratio accordingly. For example, 3/4-D1 NTSC would be 15:11. To display the video at the original aspect ratio of 4:3, the Player uses header information in the file to render video with the appropriate pixel aspect ratio.
18. On the Processing tab, click the Maintain interlacing option. This prevents the video from being converted to progressive scanning. For highest-quality playback on a standard-definition television, interlacing must be maintained at every point in the content production chain. 

19. If the live stream is destined for multicast, on the Advanced tab, click the Custom option in Maximum packet size, and then enter 1400. For unicast broadcast, skip this step.

The smallest value that can be entered for the maximum packet size is based on the size of an encoded audio packet, which is different for each audio format setting. The following table shows suggested Maximum packet size settings for a number of the most common audio formats.
	Bit rate 

(in kbps)
	Sampling rate

(in kHz)
	Optimum Maximum packet size setting (in bytes)

	Lower than 64
	Any
	1400

	64
	48
	1400

	64
	44.1
	2800

	96
	48
	2800

	96
	44.1
	2800

	128
	48
	2800

	128
	44.1
	4200


All audio formats are stereo and constant bit rate (CBR), with an accompanying video stream. 

20. On the Session Properties dialog box, click Apply. 

21. To save the settings, on the File menu, click Save As, and enter a name and location for the profile, such as Encoder1.wme. 

You can use the configuration file to make sure the encoder is configured the same every time you open it. You can also mirror the configuration on other encoders.

22. Click the Start encoding button.

You can check the encoded output by connecting directly to the encoder with Windows Media Player. In the Player, enter the URL of the encoder and the port number of the stream, for example http://Encoder1:80. 

To test channel-change latency, configure a second encoder, for example Encoder2. To minimize channel-change latency, encode both streams with the same encoder settings, except for the source and output. 

In the following sections, you will create two publishing points on the server that source from the encoders, and create a Windows Media playlist file that you will run on the client to measure the latency when changing between broadcast streams. 

Configuring the Server to Broadcast a Live Stream (Unicast)

Perform the following steps to create broadcast publishing points that source from the two encoders that you configured in the previous section and deliver the streams to the viewer using a unicast protocol:
23. Before you begin, note the URLs and port numbers of the encoded streams, and make sure the encoders are running.
24. In the console tree, right-click Publishing Points, and then click Add Publishing Point (Advanced). 

25. In the Add Publishing Point dialog box, click the Broadcast option, and enter a name for the publishing point, for example Channel1. Then enter the URL and port number of the first encoder and stream, for example http://Encoder1:80. 

26. In the console tree, click the new broadcast publishing point, and then in the details pane, click the Properties tab.

27. In the Category list, click Networking, and then double-click the Enable buffering property. 

28. In the Enable Buffering Properties dialog box, make sure the Buffer content (reduces startup latency for clients) option is selected.
29. Repeat steps 2 through 6 to create another publishing point named, for example, Channel2, which sources from the second encoding computer, http://Encoder2:80.

30. In the console tree, right-click each of the new publishing points, and click Start.

31. On a client computer, open Windows Media Player, and enter the URL of each publishing point in turn to verify that the client can play the streams. For example, enter mmsu://WMServer/Channel1, and then mmsu://WMServer/Channel2.

32. Determine the IP address of the server. For example, at the command prompt, enter ipconfig. Then note the IP address to use later when you create the Windows Media playlist.

Configuring the Server to Broadcast a Live Stream (Multicast)

Perform the following steps to create broadcast publishing points that source from the two encoders that you configured in a previous section and deliver the streams to the viewer using a multicast protocol.

To create a broadcast publishing point
33. Before you begin, do the following:
· Start the live encoders that you configured earlier.

· Note the URLs and port numbers of the live streams, for example http://Encoder1:8080 and http://Encoder2:8080.

Determine a multicast IP address for each live stream, for example 239.0.0.1 and 239.0.0.2.

· Determine a location to store and host multicast announcement files, for example \\WebServer\NSCfiles.

34. In the console tree, right-click Publishing Points, and then click Add Publishing Point (Advanced). 

35. In the Add Publishing Point dialog box, click the Broadcast option, and enter a name for the publishing point, for example Channel1. Then enter the URL and port number of the first encoding computer and stream, for example http://Encoder1:80. 

To enable multicast on the publishing point

36. In the console tree, click the new broadcast publishing point, and then in the details pane, click the Properties tab.
37. In the Category list, click Multicast streaming.

38. Right-click the WMS Multicast Data Writer plug-in, and click Properties. WMS Multicast Data Writer Properties opens.

39. On the General tab, in the IP address text box, type the multicast IP address, and then in Port, type the port number on which you want to multicast. Often, you can simply accept the default port.

40. In the Time-to-live (TTL) text box, enter the number of routers that your multicast can pass through (also known as the number of "hops") before expiring on the network. 

41. In the IP address of the network interface card to multicast from text box, on the Advanced tab, enter the IP address of the network interface card on your server that can multicast content.

42. Click OK to close the properties sheet. 

43. In the details pane, click Enable.

To add stream formats and create an announcement file

44. Click the Announce tab, click Run Multicast Announce Wizard, and then enter the following information in the wizard:
· Specify Files to Create. Select the Multicast information file (.nsc) option. 

You do not need to create an announcement file because you can access the multicast information file directly with a playlist file. For more information, see "Creating a Client-Side Playlist to Test Streaming Quality" later in this paper. 

· Stream Formats. Click the Add button, and in the Add Stream Formats dialog box, enter the URL and port of the first live stream, for example http://EncodingComputer:8080.

When you click Next to leave this page of the wizard, the server connects to the sources in the list and acquires stream format information. To see if stream format acquisition was successful, click Back to return to the page, and check the status column. If acquisition was not successful, make sure the encoder is running, the URL and port are correct, and the server has network access to the encoder.

If you want to broadcast a VOD file in a server-side playlist, add the location of the file to the stream format list, for example %systemdrive%\VODcontent\720x480a.wmv.

Save Multicast Announcement Files. Enter the location and name for the multicast announcement file, using a local or UNC path, for example \\WebServer\NSCfiles\Channel1.nsc. 
To avoid confusion, the name of the file should be the same as that of the publishing point. The file provides clients with the information necessary to open and play multicast streams. For minimum latency, copy the file to the client, so the file can be accessed locally. The file can also be hosted on a Web server or share that is accessible to clients.

45. On the Source or Monitor tabs, click Start.

46. Repeat all previous steps in this section to create another publishing point named, for example Channel2, which sources from the second encoder, http://Encoder2:80.

47. On a client computer, open Windows Media Player and enter the URL of each multicast information file in turn to verify that the client can play the streams. For example, enter http://WebServer/NSCfiles/Channel1.nsc.

Configuring the Server to Broadcast a Server-Side Playlist (Unicast)

This section describes how to configure publishing points to broadcast server-side playlists. The procedures specifically describe how to broadcast playlists as an alternative to broadcasting live streams for testing channel-change latency. However, the information can be used in a number of scenarios. 

First, create VOD content by following the steps in the "Setting Up and Encoding Windows Media Video (.wmv) Files" topic later in this paper. Then follow the steps in this section to add the files to server-side playlists and host the files on two broadcast publishing points. 

To broadcast Windows Media Video (.wmv) files, you could create broadcast publishing points that source from the files directly. However, by using a server-side playlist, you can configure the content to loop, so that the publishing point outputs a continuous stream.

To create the server-side playlist files

48. Copy the Windows Media Video (.wmv) files to the Windows Media root directory on the server, which by default is %systemdrive%\wmpub\wmroot. 
49. With a text editor such as Microsoft Notepad, or the Playlist Editor on the server, create a server-side playlist that sources from the first file, for example:

<?wsx version="1.0"?>

<smil>

    <media src="c:\wmpub\wmroot\360X480a.wmv" />

</smil>

50. Save the file in the server root directory with a name such as Channel1.wsx.

51. Repeat steps 2 and 3 to create a second server-side playlist file (named, for example, Channel2.wsx) that sources from the second Windows Media Video (.wmv) file.

To create the broadcast publishing points (unicast)
52. In the Windows Media Services MMC snap-in, in the console tree, right-click Publishing Points, and then click Add Publishing Point (Advanced). 
53. In the Add Publishing Point dialog box, click the Broadcast option, and enter a name for the publishing point, for example Channel1. Then enter the name and path of the first server-side playlist, for example c:\wmpub\wmroot\Channel1.wsx. 

54. In the console tree, click the new broadcast publishing point, and then in the details pane, click the Source tab. The playlist opens in the list view in the lower section of the pane.

55. Click the Loop playlist button on the toolbar in the center of the pane.

56. Click the Properties tab.

57. In the Category list, click Networking, and then double-click the Enable buffering property. 

58. In the Enable Buffering Properties dialog box, make sure the Buffer content (reduces startup latency for clients) option is selected.

59. Repeat steps 1 through 7 to create another publishing point, named, for example Channel2, which sources from the second server-side playlist, for example Channel2.wsx.

60. In the console tree, right-click each of the new publishing points, and click Start. The files begin streaming from the publishing points. At the end of the file, the publishing point loops to the beginning.

61. On a client computer, open Windows Media Player and enter the URL of each publishing point in turn to verify that the client can play the streams. For example, enter mmsu://WMServer/Channel1, and then mmsu://WMServer/Channel2.

62. Determine the IP address of the server. For example, at the command prompt, enter ipconfig, and then note the IP address to use later when you create the client-side playlist.

To configure the publishing point for multicast, see the previous topic, "Configuring the Server to Broadcast a Live Stream (Multicast)." When adding stream formats to the multicast information file, add the appropriate Windows Media Video (.wmv) file. For example, on the Channel1 publishing point, add 360X480a.wmv.

Configuring VOD Streaming
The VOD files that can be hosted on a Windows Media server are Windows Media Video (.wmv) files. This section describes the following procedures for creating and hosting the files:

· Setting up and encoding Windows Media Video files

· Configuring the server to host on-demand content

Setting Up and Encoding Windows Media Video (.wmv) Files

This section describes how to create Windows Media Video (.wmv) files. After creating the files, you can copy the files to the server and host them on a publishing point. Typically, files are hosted on an on-demand publishing point; the following section describes how to create and configure an on-demand publishing point on the server. 

Windows Media Services also provides a number of other options for hosting files, including adding the files to a server-side playlist and broadcasting them on a broadcast publishing point. This method is useful as an alternative to live streaming for testing channel-change latency. To use this method, encode your files, and then follow the steps in the previous topic, "Configuring the Server to Broadcast a Server-Side Playlist (Unicast)".

In this section, we will describe how to create half-D1 Windows Media Video (.wmv) files. Half-D1 video content has half the resolution of full-frame video, but also roughly half the file size and bit rate. This technique is commonly used in digital media production as a simple way to lower bit rate. In many cases, half-D1 images exhibit fewer artifacts than full-frame images at the same bit rate. However, if you choose to encode full-frame D1 content or another resolution, such as 3/4-D1, you can modify or skip the half-D1 conversion procedures. 

Encoding half-D1 files is a two-step process:

· Create half-D1 temporary files from D1 files. Use a video-editing tool that enables you to resize an uncompressed AVI video file to half-D1. Alternatively, you can capture live video at half-D1 resolution directly to an AVI file.  

· Encode final Windows Media Video (.wmv) files from the half-D1 files. Non-square pixels are used to play half-D1 files at the original frame aspect ratio. 

To resize a D1 AVI video file to half-D1, you may use any of several available third-party video-editing software tools, such as Vegas Video from Sony or VirtualDub. This section describes how to use VirtualDub, which is currently available as freeware from the VirtualDub Web site (http://www.virtualdub.org/).
Note   VirtualDub is not a Microsoft product or in any way affiliated with Microsoft. This document is not sanctioned by VirtualDub and is not intended to substitute for official VirtualDub documentation. MICROSOFT PROVIDES NO WARRANTY WHATSOEVER, WHETHER EXPRESS OR IMPLIED, IN CONNECTION WITH YOUR USE OF VIRTUALDUB, AND MICROSOFT IS NOT RESPONSIBLE FOR ANY DAMAGES THAT MAY RESULT FROM SUCH USE. The following steps are based on the version of VirtualDub that was available at the time of this writing. The creators of VirtualDub may change that product at any time and Microsoft will not be liable for any discrepancies that result from such a product change. Please read the Help documentation that is provided with VirtualDub before proceeding. 

Start with two D1 AVI files that contain interlaced video: 720 X 480 pixels for NTSC; 720 X 576 pixels for PAL. For a more realistic simulation, use content that is 20 to 30 minutes in length. 

To convert a D1 AVI video file to a half-D1 file

63. Open VirtualDub.
64. Open the first D1 video file, for example 720X480a.avi.

65. Add the resize video filter, and on the Filter: resize dialog box, enter the following settings:

· For NTSC content, enter a width of 360, and a height of 480; for PAL content enter 360 and 576 respectively.

· Select a filter mode. Current VirtualDub documentation recommends the Bicubic filter for the highest quality.

· Select the Interlaced check box. Interlacing is maintained in the final file.

66. Open the Save As dialog box, and enter a location and name for the final file, for example 360X480a.avi.

67. To create and save a new file with the new settings, click OK.

68. Repeat steps 2 through 5 to convert the second AVI file (for example 720X480b.avi) to a half-D1 file (for example 360X480b.avi).

To encode a half-D1 Windows Media file

This section describes how to encode Windows Media Video (.wmv) files from the half-D1 AVI files.

69. On the Start menu, point to Programs, point to Windows Media, and then click Windows Media Encoder. 
70. If the New Session dialog box opens, click Cancel. 

71. Open the Session Properties dialog box. 

72. On the Sources tab, click the Source from: File option, and then enter the name of the first file, for example 360X480a.avi.

73. On the Output tab, clear the Pull from encoder (the connection is initiated by the server or players) check box, select the Encode to file check box, and then enter a path and name for the encoded file, for example 720X480a.wmv. 

Keep in mind that the resolution of the output Windows Media Video (.wmv) file is actually 360 X 480 pixels. To display the video full frame, the Player uses header information that is added by the encoder to create the appropriate pixel aspect ratio, which stretches the width to the original frame aspect ratio.

74. On the Compression tab, click Edit, and then enter the following settings on the bit-rate tab of the Custom Encoding Settings dialog box:

· Audio format. Enter a compression setting and format. For example, for high-quality audio, select 64 kbps, 48 kHz, stereo CBR.  

· Video size. Select the Same as video input check box.

· Frame rate. Enter an appropriate frame rate. For highest quality, the frame rate should be the same as the source. 

· Key frame interval. For minimum latency, enter the minimum key frame interval value of 1. 

· Video bit rate. Enter an appropriate high-bandwidth video bit rate, for example 1200 Kbps or 1.2 Mbps.
· Buffer size. To optimize latency, enter the minimum buffer size of 1.

· Video smoothness. Enter a value of 70. 

On the General tab of the Custom Encoding Settings dialog box, select the Allow interlaced processing and Allow non-square pixel output check boxes. 

75. On the Video Size tab, in the Pixel aspect ratio list, click Custom, and then enter 20:11 (24:11 for PAL). The frame is returned to the original 4:3 aspect ratio on the client.

If your source file is D1, in the list, choose DV NTSC 4:3 (10:11) or DV PAL 4:3 (12:11). For other resolutions, change the horizontal value in the aspect ratio accordingly. For example, 3/4-D1 NTSC would be 15:11. To display the video at the original aspect ratio of 4:3, the Player uses header information in the file to render video with the appropriate pixel aspect ratio.
76. On the Processing tab, click the Maintain interlacing option. The encoded video is not converted to progressive scanning. 

77. On the Advanced tab, click the Custom option in Maximum packet size, and then enter 1400. 

The smallest value that can be entered for the maximum packet size is based on the size of an encoded audio packet, which is different for each audio format setting. The following table shows suggested maximum packet size settings for a number of the most common audio formats.
	Bit rate

(in kbps)
	Sampling rate

(in kHz)
	Optimum Maximum packet size setting (in bytes)

	Lower than 64
	Any
	1400

	64
	48
	1400

	64
	44.1
	2800

	96
	48
	2800

	96
	44.1
	2800

	128
	48
	2800

	128
	44.1
	4200


All audio formats are stereo and constant bit rate (CBR), with an accompanying video stream. 

78. On the Session Properties dialog box, click Apply. 

79. If you want to save the settings, on the File menu, click Save As, and then enter a name and location for the profile. 

80. Click the Start encoding button.

81. Repeat steps 3 through 5, and then steps 11 through 13 to encode the second AVI video file (for example, 360X480b.avi) to a Windows Media Video (.wmv) file (for example, 720X480b.wmv). To minimize channel-change latency, encode both files with the same encoder settings, except for source and output file names.

Configuring the Server to Host On-Demand Content

Windows Media Video (.wmv) files are hosted on a Windows Media server through on-demand publishing points. You can use the default on-demand publishing point that was created when you installed Windows Media Services, or you can create one or more additional publishing points.

To host files on a Windows Media server

82. Before you begin, on the server, identify a local folder to hold the Windows Media Video (.wmv) files. You can add or remove files at any time. 
83. In the Windows Media Services MMC snap-in, right-click Publishing Points in the console tree, and then click Add Publishing Point (Advanced). 

84. In the Add Publishing Point dialog box, click the On-demand option, and enter a name for the publishing point, for example VOD. Then enter the path to the local folder, for example c:\VODfiles. 

85. In the console tree, click the new on-demand publishing point, and then in the details pane, click the Source tab. Any files in the folder that can be the source of a publishing point, such as Windows Media Video (.wmv) and server-side playlist files, appear in the list view in the lower section of the pane.

86. Click the Properties tab.

87. In the Category list, click Networking, and then double-click the Enable buffering property. 

88. In the Enable Buffering Properties dialog box, make sure the Buffer content (reduces startup latency for clients) option is selected.
89. On the Monitor or Source tab, click the Allow new unicast connections button.
90. Determine the IP address of the server. For example, at the command prompt, enter ipconfig. Then note the IP address to use later when you create the client-side playlist.

91. On a client computer, open Windows Media Player and enter the URL of a file in the publishing point. For example, enter mms://WMServer/VOD/File1.wmv.

Configuring Windows Media Player on Your Windows CE Device

In this section, you will configure the Windows Media Player on your Windows CE platform or device. For more information about Windows CE and Platform Builder, see the Windows CE .NET 4.2 Web page (http://www.microsoft.com/windows/embedded/ce.net/default.asp).

This section contains step-by-step procedures for performing the following configuration tasks:

· Disabling the VMINI virtual adapter. Tests have shown that the adapter can seriously affect streaming performance. 

· Installing the latest Quick Fix Engineering (QFE) updates. You can download the latest Windows CE software from the Microsoft Windows Embedded page (http://www.microsoft.com/windows/Embedded/ce.NET/downloads/updates/default.asp).

· Changing default Player settings in the system registry. Certain settings are not available through Player properties and must be made in the registry. 

How to Configure the Windows CE Player for Minimum Latency

With the Windows CE client attached to a Platform Builder server, perform the following procedures to minimize latency on the client platform. The additions made to the system registry override values set in the Player by default.
To disable the VMINI virtual adapter

92. Open a command prompt and enter ipconfig. 
93. If one of the adapters is VMINI, open a build window from within Platform Builder (Build/Open Build/Release Directory) and set the following variables:

· BSP_NOSHAREETH=1

· IMGNOSHAREETH=1

· KERNELNOSHAREETH=1

To install the latest Windows CE .NET 4.2 Platform Builder QFEs

94. Go to the Windows CE QFE update page, located on the Microsoft Web site (http://www.microsoft.com/windows/Embedded/ce.NET/downloads/updates/default.asp).
Follow the instructions for downloading and installing the latest QFEs that are related to rendering audio and video content.

95. Run "makeimg" to create a new image. Make sure that the Windows CE device has two network cards. 

To change client system registry settings

96. After the Windows CE client has been built, locate the following registry key:
[HKEY_CURRENT_USER\Software\Microsoft\NetShow\Player\General]

97. Add the following DWORD strings and data.

	DWORD string name
	Value
	Result

	Buffering Time
	3E8
	Sets the size of the buffer to 1000 ms. The minimum by default is 3000 ms.

	FSEnable
	1
	Sets Fast Start so that it is enabled by default.

	FSTime
	7D0
	Sets the amount of Fast Start data that is buffered to 2000 ms by default.

	FSLinkBandwidth
	1E8480
	Sets the maximum bandwidth that the server can use to send Fast Start data (2 Mbps), if the default methods of calculating the bandwidth are not valid. By default, the bandwidth is calculated automatically by using packet pairs or history. This setting is based on a network constrained to 2 Mbps.

	MSB Buffering Time
	3E8
	Sets the size of the buffer to 1000 ms for multicast streams that are received using the MSB protocol.

	MinRcvBuf
	3E800
	Sets the minimum receive buffer size to 256 KB. The default value is 32 KB. The setting affects presentation quality when receiving UDP streams, but does not affect channel-change latency. If the value is too low, the viewer will experience excessive buffering.


Note   As an alternative to changing registry settings after building the client, you can enter registry settings in the project.reg file prior to building. 

Configuring Network Routers for Multicast
You can greatly minimize channel-change latency in a multicast system by reducing the delay introduced by routers when handling IGMP join and leave requests. The following sample router settings for IGMP versions 2 and 3 can be used to minimize latency. 

IGMPv2:

· ip pim dense-mode   

· ip igmp last-member-query-interval 100   

· ip igmp query-max-response-time 1   

· ip igmp immediate-leave group-list 1   

· ip igmp querier-timeout 60   

· full-duplex   

IGMPv3:

· ip pim ssm default   

· ip pim sparse-mode   

· ip igmp version 3   

· ip igmp explicit-tracking   

· ip igmp last-member-query-interval 100   

· ip igmp query-max-response-time 1   

· full-duplex  

Creating a Client-Side Playlist to Test Streaming Quality
The previous sections described how to configure your system for minimum channel-change latency when switching between two broadcast publishing points. This section describes how to create a client-side playlist in a Windows Media metafile, and then run the playlist on the client to test latency.

To create a client-side playlist for testing latency

98. Create a Windows Media playlist with two entries that source from the new publishing points, and use the IP address of the server, rather than the server name. For example, for unicast:
<asx version="3.0">

    <entry> <ref href="mmsu://55.55.55.55/Channel1"/> </entry>

    <entry> <ref href="mmsu://55.55.55.55/Channel2"/> </entry>

</asx>

By using the IP address instead of the server name, you eliminate any latency introduced by a Domain Name System (DNS) or Windows Internet Name Service (WINS) lookup during channel change. 

For multicast, the playlist sources the multicast information files. For example:

<asx version="3.0">

    <entry> <ref href="Channel1.nsc"/> </entry>

    <entry> <ref href="Channel2.nsc"/> </entry>

</asx>

In this example, the NSC files are located on the client in the same folder as the client-side playlist file. Alternatively, the files can be hosted on a Web server or another network location to which the client has access. However, channel-change latency is reduced if the client accesses the files locally. 

99. Save the playlist with an .asx extension, and copy the file to the Windows CE device.

100. Open the file on the Windows CE device. The first channel in the playlist plays. 

101. Click the Next button on the Player controls (or the Page Down key) to change to the second channel. The time it takes to begin playing the second channel defines the channel-change latency of the system. You can change back to the first channel by clicking the Next button again.

For More Information

· To learn more about Windows CE .NET, see the Windows Embedded page (http://www.microsoft.com/windows/embedded/ce.net/default.asp).

· To learn more about Windows Media 9 Series, see the Windows Media page (http://www.microsoft.com/windows/windowsmedia/default.aspx).

· PRB: Windows Media Services 9 Series Network Send Behavior May Lead to Unwanted Client Experience on the Microsoft Knowledge Base Article page
(http://support.microsoft.com/default.aspx?scid=kb;en-us;828566).


