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Abstract

This white paper gives an overview of Microsoft Windows Compute Cluster Server 2003 and details its requirements, technologies, and benefits. The system architecture is described along with the key components and benefits of Windows Compute Cluster Server 2003, including management and deployment, the Microsoft Message Passing Interface (MS-MPI), scheduler, and security.
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What Is Windows Compute Cluster Server 2003?

Microsoft has supported fault-tolerant and high-availability clustering for many years, but with the release of Windows Compute Cluster Server 2003, Microsoft brings the supercomputing power of high-performance computing (HPC) to the personal and workgroup level. 
Background
In 1991, a 10-Gflops supercomputer was a Cray that cost approximately $40,000,000. Today, that same computing power can be had by combining four x64 computers for a cost of roughly $4,000, bringing the hardware acquisition cost of supercomputing down to the personal desktop level. 

A major challenge for realizing personal supercomputing, however, has been the complexity of deployment and management. Windows Compute Cluster Server 2003 integrates clustering deployment and management into the familiar tools of the Microsoft Active Directory® directory service and Microsoft Windows Server™ 2003, enabling simple deployment of compute nodes and central management using Microsoft Management Console (MMC). 
What’s in the Box?

Windows Compute Cluster Server 2003 is a two-CD package: The first CD contains Windows Server 2003 Compute Cluster Edition, and the second CD contains the Microsoft Compute Cluster Pack—a combination of interfaces, utilities, and management infrastructure that makes up Windows Compute Cluster Server 2003. 

Hardware Requirements

The minimum system hardware requirements (see Table 1) are similar to the hardware requirements for Windows Server 2003 Standard x64 Edition. Windows Compute Cluster Server 2003 supports up to 32 gigabytes (GB) of RAM. 

Supported processors include:

· AMD Opteron

· AMD Athlon 64

· Intel Xeon with Intel EM64T

· Intel Pentium with Intel EM64T
Table 1. Minimum Hardware Requirements

	Hardware
	Requirements

	CPU
	x64 architecture computer with Intel Pentium or Xeon family processors with Intel Extended Memory 64 Technology (EM64T) processor architecture; AMD Opteron family processors; AMD Athlon family processors; compatible processor(s)

	RAM
	512 MB

	Multiprocessor support
	Windows Compute Cluster Server 2003 and Windows Server 2003 Standard x64 Edition support up to four processors per server. Windows Server 2003 Enterprise x64 Edition supports up to eight processors per server.

	Disk space for setup
	4 GB

	Disk volumes
	Two volumes (C:\ and D:\) are required on the head node if the Remote Installation Service (RIS) is used—one for the system partition and one used by RIS. If the head node is being used for additional roles, such as file server or print server, additional partitions are recommended.

A single system volume is required for compute nodes.

Redundant array of independent disks (RAID) is supported but not required.

	Network interface card 
	At least one network interface card (NIC) is required. If a private network is used, the head node requires at least two NICs, and compute nodes at least one. Each node may also require a high-speed NIC for a Message Passing Interface (MPI) network.


Software Requirements
The head and compute nodes for Windows Compute Cluster Server 2003 can be any of the following operating systems:

· Windows Server 2003 Compute Cluster Edition

· Windows Server 2003 Standard x64 Edition

· Windows Server 2003 Enterprise x64 Edition  

· x64 Editions of Windows Server 2003 R2

The remote administration and job scheduling components are automatically installed on the head node of the compute cluster but can also be installed on a remote workstation to simplify administration and scheduling. The supported operating systems for installation of the remote components are:

· Windows Server 2003 Service Pack 1 (SP1) or R2

· Microsoft Windows® XP Professional Service Pack 2 (SP2)

· Windows XP Professional x64 Edition 

Note:  Windows Server 2003 Compute Cluster Edition is designed solely for use with high-performance computing applications and does not support use as a general-purpose infrastructure server.
Solution Architecture
Windows Compute Cluster Server 2003 is a cluster of servers that includes a single head node and one or more compute nodes (see Figure 1). The head node controls and mediates all access to the cluster resources and is the single point of management, deployment, and job scheduling for the compute cluster. Windows Compute Cluster Server 2003 uses the existing corporate Active Directory infrastructure for security, account management, and overall operations management using tools such as Microsoft Operations Manager 2005 and Microsoft Systems Management Server 2003.
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Figure 1. Typical Windows Compute Cluster Server 2003 network
The Windows Compute Cluster Server 2003 installation involves installing the operating system on the head node, joining it to an existing Active Directory domain, and then installing the Compute Cluster Pack. If you’ll be using RIS to automatically deploy compute nodes, RIS will be installed and configured as part of the To Do List after installation is complete. 

When Compute Cluster Pack installation is complete, it will display a To Do List page that shows you the steps necessary to complete configuration of your compute cluster. These steps include defining the network topology, configuring RIS using the Configure RIS wizard, adding compute nodes to the cluster, and configuring cluster users and administrators. 

Network Topology

Windows Compute Cluster Server 2003 supports five different network topologies with one to three network interface cards (NICs) on each node. The five topologies supported are:

· Three NICs on each node. One NIC is connected to the public (corporate) network; one to a private, dedicated, cluster management network; and one to a high-speed, dedicated, Message Passing Interface (MPI) network.

· Three NICs on the head node and two on each of the cluster nodes. The head node provides network address translation (NAT) between the compute nodes and the public network, with each compute node having a connection to the private network and a connection to a high-speed protocol such as MPI.

· Two NICs on each node. One NIC is connected to the public (corporate) network, and one is connected to the private, dedicated, cluster network. 

· Two NICs on the head node, and one on each of the compute nodes. The head node provides NAT between the compute nodes and the public network.

· A single NIC on each node, with all network traffic sharing the public network. In this limited networking scenario, RIS deployment of compute nodes is not supported, and each compute node must be manually installed and activated. 

The Microsoft Message Passing Interface (MS-MPI) is a high-speed networking interface that runs over Gigabit Ethernet, InfiniBand, or any network that provides a WinSock Direct–enabled driver. MSMPI is based on and compatible with the Argonne National Labs MPICH2 implementation of MPI2.
Benefits and Elements of Windows Compute Cluster Server 2003
Windows Compute Cluster Server 2003 provides a cost-effective and powerful HPC solution that runs on commodity x64-based computers and can be easily and quickly expanded and deployed using familiar tools and technologies. 
Management and Deployment

One of the biggest issues that customers face today in adopting HPC solutions is the management and deployment of clusters and nodes. This problem has traditionally been a departmental or corporate-level problem, with a dedicated information technology (IT) professional staff to manage and deploy nodes, and users submitting batch jobs and competing for limited resources. The design goals for Windows Compute Cluster Server 2003 were to:

· Provide an appliance-like setup.

· Give clear, prescriptive guidance.

· Provide authentication and authorization mechanisms.

· Build a scriptable solution.

Windows Compute Cluster Server 2003 leverages Active Directory and MMC 3.0 to provide a simple and familiar interface for managing and administering the cluster. Integrating with Active Directory enables easy, role-based cluster management, with Cluster Admin and Cluster User roles. The new Compute Cluster Administrator has five major pages:

· Start Page. Primarily a monitoring page, this page displays the number of nodes and their status, the number of processors in use and available, and job information, including the number of jobs and their status.
· To Do List. This page is used to configure and administer the cluster, including networking, RIS, add and remove nodes, and cluster security.
· Node Management. This page displays information about nodes and jobs in the cluster and allows node tasks, such as approving a node, pausing or resuming a node, or rebooting a node.
· Remote Desktop Sessions. This page is used to create and close remote desktop sessions on the compute nodes.
· Performance Monitor. This page displays performance monitoring data from PerfMon, including processor time and jobs and processor statistics per node. 
In addition to the Compute Cluster Administrator, there is a Compute Cluster Manager that is used for job submission and job management, and a Command Line Interface (CLI) that provides a command-line alternative for administering the cluster and managing jobs.  

Setup and deployment are greatly simplified with Windows Compute Cluster Server 2003. Initial installation of the head node takes advantage of wizards to simplify and identify the steps necessary, while the use of RIS makes adding a compute node as simple as plugging it into the network and turning it on. 
MPI

The Microsoft Message Passing Interface (MS-MPI) is a version of the Argonne National Labs Open Source MPI2 implementation that is widely used by existing HPC clusters. MS-MPI is compatible with the MPICH2 Reference Implementation and other MPI implementations and supports a full-featured API of more than 160 function calls.

The MS-MPI in Windows Compute Cluster Server 2003 leverages the WinSock Direct protocol for best performance and CPU efficiency. MS-MPI can utilize any Ethernet interconnect that is supported on Windows Server 2003 as well as low-latency and high-bandwidth interconnects, such as InfiniBand or Myrinet, through Winsock Direct drivers provided by the hardware manufacturers. Gigabit Ethernet provides a high-speed and cost-effective interconnect fabric, while InfiniBand is ideal for latency-sensitive and high-bandwidth applications. 

MS-MPI includes support (bindings) for the C, Fortran77, and Fortran90 programming languages, and the latest release of Microsoft Visual Studio® includes a parallel debugger that works with MS-MPI. Developers can launch their MPI applications on multiple compute nodes from within the Visual Studio environment, and then Visual Studio will automatically connect the processes on each node, enabling the developer to individually pause and examine program variables on each node.
Scheduler

Windows Compute Cluster Server 2003 includes both a command-line job scheduler and the Compute Cluster Manager that let users schedule jobs, allocate resources needed for the job, and change the tasks and properties associated with the job. 

The CLI supports a variety of languages, including Perl, Fortran, C/C++, C#, and Java. Jobs can be single task or multiple tasks and can specify the number of processors required for the job and whether those processors are needed exclusively or can be shared with other jobs/tasks. 

The important distinguishing features of the scheduler include:

Error Recovery. This feature provides automatic retry of failed tasks and jobs and automatic routing around unresponsive nodes. Automatic detection of nodes that become responsive is also provided. 

Automated Cleanup. Each process associated with a job or task is tracked and proactively shut down on all compute nodes at the conclusion of the job or task, preventing “run away” processes on the compute nodes.

Security. Each job or task runs in the context of the submitting user and maintains security throughout the process. 
Security

With HPC clusters being adopted by a broad range of mainstream users for mission-critical applications, security and integration with the existing infrastructure is essential. Windows Compute Cluster Server 2003 leverages Active Directory to enable role-based security for all cluster jobs and administration. The scheduler runs each job under the context and credentials of the submitting user, not a super user, and all credentials are stored with the job and deleted at the completion of the job. This behavior enables the compute jobs to access network resources, such as file or database servers, in the context of the user and enables systems administrators to apply and audit security policies using the existing and familiar mechanisms in Active Directory.

All job management communications are done over encrypted and authenticated channels, and the credentials are known only to the node manager for the duration of the job. The compute process itself sees only a logon token, not the actual credentials, further isolating credentials and protecting their integrity.

Windows Compute Cluster Server 2003 helps provide end-to-end security over secure and encrypted channels throughout the job process when using MS-MPI. As the node manager schedules and assigns the job, and tasks are spawned, the job always runs in the context of the scheduling user. This is an important addition to the MS-MPI implementation that is not part of the reference MPICH2 implementation. 

Summary

Windows Compute Cluster Server 2003 brings together the power of commodity x64 computers, the ease of use and security of Active Directory, and the Windows operating system to provide a secure and affordable HPC solution. Windows Compute Cluster Server 2003 can be easily and quickly deployed using standard Windows deployment technologies, and additional compute nodes can be added to the compute cluster by simply plugging in the nodes and connecting them. The Microsoft Message Passing Interface implementation is fully compatible with the reference MPICH2. Integration with Active Directory helps enable role-based security for administration and users, and the use of Microsoft Management Console provides a familiar administrative and scheduling interface. 

