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Abstract

IT departments attempting to consolidate servers by using virtual machine technologies face a challenge when applications and operating systems do not readily migrate to a virtual machine environment. Manually reinstalling software in a virtual machine is both inefficient and costly. Frequently, this isn’t even an option as installation disks are misplaced and product keys are lost. The Microsoft® Virtual Server Migration Toolkit is designed to help solve problems associated with migrating to Virtual Server 2005 by creating a reliable and repeatable process for migrating an operating system and installed applications from a physical server to a virtual machine. [image: image3.jpg]
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Introduction

Customers across all industries and segments are looking for ways to reduce cost and risk while increasing quality and agility in their IT infrastructure. Virtual machines are a key enabling technology that can be leveraged to achieve these business benefits. Virtual machines enable customers to run multiple operating systems concurrently on a single physical server, where each of the operating systems runs as a self-contained computer. Microsoft® Virtual Server 2005 hosted on the Microsoft Windows Server™ 2003 operating system delivers the performance necessary to carry out time and cost saving tasks through virtual machines in an enterprise-ready computing environment with advanced levels of scalability, manageability and reliability. Virtual Server 2005 is the most cost-effective virtual machine solution designed for Windows Server 2003 to improve operational efficiency in software test and development, legacy application re-hosting, and targeted server consolidation scenarios.

IT departments attempting to consolidate servers by using virtual machine technologies face a challenge when applications and operating systems do not readily migrate to a virtual machine environment. Manually reinstalling software in a virtual machine is both inefficient and costly.  Frequently, this isn’t even an option as installation disks are misplaced and product keys are lost. The Microsoft® Virtual Server Migration Toolkit (VSMT) is designed to help solve problems associated with migrating to Virtual Server 2005 by creating a reliable and repeatable process for migrating an operating system and installed applications from a physical server to a virtual machine. IT departments that need to consolidate servers and re-host legacy operating systems face a challenge when critical line-of-business (LOB) applications do not readily migrate to a new platform. Businesses must decide to modify or completely rewrite the application to function on the new platform, and time or budget may not exist to do either. To sustain operation of LOB applications, businesses need a cost-effective alternative to rushed, untimely application re-writes; and to maintaining hardware that is aging beyond its intended lifecycle.

The VSMT is designed to help solve problems associated with migrating legacy operating systems and line of business applications to new hardware by creating a reliable and repeatable process for migrating an operating system and installed applications from a physical server to a virtual machine running on Virtual Server 2005. Virtual Server 2005 allows multiple, disparate operating systems to run simultaneously on a single server computer.

Using Virtual Server 2005 and VSMT, you can take advantage of server consolidation opportunities by re-hosting a legacy environment on a server configured with Windows Server 2003 as the host operating system. Virtual Server 2005, with Windows Server 2003 as its host, creates a platform with enhanced security and improved performance that can run on the latest hardware. You can move your legacy environments in order to continue to operate LOB server applications in their native environment, thus allowing you to address application modification or re-writes on a schedule best suited to your organization’s timeframe and needs. 

This white paper discusses the appropriate scenarios in which to use virtual machines as a LOB application re-hosting solution and the process of migrating a physical machine to a virtual machine on Virtual Server 2005 using VSMT.

Server Consolidation Scenarios

Businesses are driven to consolidate servers because of the challenges of scalability limitations and low server utilization. Server availability can also pose a problem as the server hardware reaches its end of life forcing organizations to evaluate solutions for re-hosting applications on new hardware. Frequently, this process of evaluation allows businesses to consider a comprehensive server consolidation strategy.

An optimized datacenter offers the benefits of centralized and simplified management, improved performance through shared resources, load balancing and failover capabilities, reduced datacenter size, as well as enhancing security by reducing the attack surface and locking down systems as you eliminate hardware and upgrade operating system software.

Microsoft recommends consolidation by workload, as shown in Table 1.

Table 1. Server Workload Consolidation Recommendations

	Target Workload 
	Recommended Approach
	Consolidation Scenario
	Customer Benefit

	Branch office and department applications
	Windows Server 2003 and Virtual Server 2005
	Enterprise customer migrates Windows  NT 4.0 applications from 1,000 stand-alone servers to 50 centralized, 4-way, rack-mount systems
	Legacy applications run unchanged in virtual machine partitions with improved performance, reliability, and manageability

	Enterprise applications
	Windows Server 2003 and Windows System Resource Manager (WSRM)
	Medium-sized customer moves enterprise resource planning suite onto 8-way systems running Windows Server 2003 and WSRM
	Scalability enhancements are coupled with resource management for outstanding application performance

	File and print
	Microsoft Windows Storage Server 2004
	Small business consolidates file and print servers by using network attached storage (NAS)
	Migration wizards enable fast, simple upgrades for improved performance and reliability

	Database
	Windows Server 2003 and Microsoft SQL Server™ 2000
	Enterprise customer consolidates databases on highly scalable IA-64 systems
	Consolidation tools such as SQL multi-instance improve scalability and reliability

	E-mail
	Windows Server 2003 and Microsoft Exchange Server 2003
	Medium-sized business consolidates e-mail servers using Exchange Server on scalability cluster
	Robust consolidation tools enable move from legacy systems

	Web
	Windows Server 2003 and Internet Information Services (IIS) 6.0
	Hosting service consolidates extranet applications on blades 
	IIS 6.0 application pools that help to better manage Web applications 


Workload characteristics determine which approach brings the highest return:

Departmental applications: For departmental-level and branch office applications, Virtual Server 2005 is optimal, because it allows applications to coexist on the same hardware, thus increasing hardware utilization and manageability while reducing capital costs.

Enterprise applications: Hardware isolation and scalability provides I/O performance and system resiliency; scalable servers can also be clustered for high availability and disaster recovery. WSRM provides mainframe-style resource management for large, scalable applications.

Database servers: Homogeneous consolidation enables fewer instances of a database and operating system. The SQL Server 2000 multi-instance capability enables customers to consolidate many databases on a single server for maximum scalability, reliability, and manageability.

E-mail servers: As with database servers, homogeneous consolidation of e-mail servers is best achieved with scalable clustered hardware. Exchange Server 2003 removes the scalability limits that once required the division of workload across multiple servers by offloading storage for multiple databases. Exchange Server 2003 can compress communication over the network, ensuring that servers can be centralized and fully utilize even low-bandwidth connections.

Web servers and terminal servers: Improvements in Windows Server 2003 make it possible to consolidate Web sites, Web applications, and terminal servers through workload management tools such as WSRM. Windows Server 2003 and IIS 6.0 provide outstanding cost savings opportunities.

File and print servers: File and print performance under Windows Server 2003 is magnitudes higher than Microsoft Windows NT® 4.0. New features such as the Volume Shadow Copy Service and enhanced collaboration capabilities provide better user experiences. Upgrading and consolidating servers to a single operating system results in substantial savings in operational costs. 

Virtual Server 2005 is the recommended approach for server consolidation at the department and branch level or other low utilization applications, and especially for custom server-based applications running on industry-standard hardware. Virtual Server 2005 can also be an important asset to LOB application migration as a means to re-host applications in native environments while upgrades or rewrites are planned and architected.

However, server application consolidation is not a casual undertaking. Especially when migrating from Windows NT Server 4.0, applications are considered the most difficult aspect of migration. Application upgrades are not always available from an independent software vendor, and for custom applications, timing of rewrites can be a problem.

To guide decision making around LOB application migration and facilitate deployment of Windows Server 2003–based solutions, Microsoft created the Solution Accelerator for Consolidating and Migrating Line of Business Applications
. A free download from Microsoft.com, the Solution Accelerator provides technical information and recommendations, processes, build notes, job aids, test scripts, and documented test validation of the processes, including migration onto Virtual Server 2005-based virtual machines.
Using guidance like the Solution Accelerator, it is important to carefully plan your consolidation taking into consideration the various end states possible. The end states for Windows-based server applications include:

· Decommissioning the application.

· Porting directly to Windows Server 2003.

· Re-hosting on Virtual Server 2005.

· Migration and consolidation natively on Microsoft server applications.

Each of these scenarios has implications for IT staff and hardware resources. Not every environment is well suited for migration to virtual machines on Virtual Server 2005. Note that only one end state explicitly points to Virtual Server 2005 as an appropriate solution.

Decommission Applications

You may consider decommissioning an application as an appropriate end state when the functionality of the application is duplicated in another, usually newer, application; or the application is no longer needed as a vital tool for business operations.

The decommission process can happen in a variety of ways. You can decommission the application outright and simply stop the service. You can also decommission the application through Virtual Server 2005 and phase-out the activity of the application, giving late adopters time to assimilate to replacement applications. Using Virtual Server 2005 in your decommission process gives you the added benefit of requiring no additional hardware or re-hosting on newer, more reliable hardware.

Port or Rewrite Applications for Windows Server 2003

Business critical applications that do not have a replacement can be ported directly to Windows Server 2003 or rewritten using Visual Studio.NET and the .NET Framework. Rewriting applications has the benefit of allowing you to take advantage of new features in Windows Server 2003 such as Internet Information Services (IIS) 6.0, which has enhanced security and native support for manageability. Rewriting applications may require learning new skills if developers are not familiar with the .NET Framework.

Another viable option is to port the application directly to Windows Server 2003. The Windows Application Compatibility Toolkit can help ease the migration process. Porting the existing application to Windows Server 2003 may require some coding, but it will prevent the time and investment associated with a complete rewrite. Windows Server 2003 contains still more features, such as the Windows System Resource Manager, that can help you control server resource allocation in ways that were not previously possible, helping the application and the server to run more efficiently.

Re-host in a Virtual Machine on Virtual Server 2005

A third option is to re-host the application and its native environment in a virtual machine on Virtual Server 2005. This is a good migration option in situations where applications still have business value but rewriting or porting the application cannot be immediately justified. This migration pathway will require acquiring skills with virtual machines and Virtual Server 2005, and it will require retaining skills with the legacy platform and legacy application.

However, re-hosting on Virtual Server 2005 is quite attractive because it will probably not require modification of the application. This will control cost while you find time and budget to re-write, upgrade or modify the application for long-term native hosting on Windows Server 2003. Re-hosting has the added benefits of allowing you to retire aged hardware to potentially increase server availability, monitor virtual machines using Microsoft Operations Manager (MOM) 2005, and manage host resource utilization through the Virtual Server Resource Manager. 

If you have properly assessed your environment and you have determined that re-hosting legacy environments on Virtual Server 2005 is your best option, you are faced with executing physical machine to virtual machine migration. VSMT was created specifically to help simplify and automate physical to virtual migration of legacy environments.
VSMT Overview

VSMT is used to create images of physical computers and deploy them in virtual machines running on Virtual Server 2005. With VSMT, you can migrate source computers running the following operating systems to virtual machines in Virtual Server 2005:

· Windows NT 4.0 Server with Service Pack (SP) 6a, Standard and Enterprise Editions

· Windows 2000 Server with SP 4 or later

· Windows 2000 Advanced Server with SP 4 or later

· Windows Server 2003, Standard Edition

· Windows Server 2003, Enterprise Edition

Before You Begin

VSMT is intended to be used by IT professionals and consultants because it requires you to use a combination of native and add-on tools for Windows Server 2003. Before you attempt a migration using VSMT you should have proficiency with Dynamic Host Configuration Protocol (DHCP), PXE, and Windows Server 2003 Automated Deployment Services (ADS). Additionally, you must have knowledge of the operating system that you are migrating, some scripting knowledge, and knowledge of the legacy hardware environment from which you are migrating.

In order to use VSMT to perform physical to virtual migrations you must have an existing DHCP and ADS infrastructure, or the hardware and software to create one. You will need to perform a full installation of VSMT on the ADS controller and a “tools only” installation of VSMT on the Virtual Server 2005 host.

Windows Management Instrumentation (WMI) must be installed and fully functional in the server you plan to migrate. For Windows NT Server 4.0, this step requires an add-on installation of the WMI Core. Also, the primary network adapter must be PXE 0.99c-compatible, and the system must be able to perform a PXE boot via ROM or a Remote Boot Disk Generator (RBFG) disk.

Evaluate Your Environment

It is also important to plan for the new hardware environment on which you will be running Virtual Server 2005 and your legacy environment. Like any virtual machine deployment, you must carefully assess memory requirements, noting that the total memory requirement will be a combination of the memory required to run the host operating system plus the memory required by the guest operating system. Processor power is another important factor in creating an efficient operating environment for virtual machines. Each virtual machine can be allocated up to 100 percent of one processor. Note that you generally want to allow ten-percent processor overhead for the host operating system.

Networking capabilities of virtual machines are very flexible. However, server applications can be bandwidth intensive. Sharing network adapters can cause performance problems, therefore Microsoft recommends that virtual machines hosting LOB server applications are handled as if they are a stand-alone server that has its own dedicated network adapter with sufficient performance specifications to meet the needs of the system. Keep in mind that the system becomes a combination of the host operating system and all guest operating systems deployed on that host.

Both the ADS environment and the Virtual Server 2005 host environment need to have sufficient disk space to store large files. In the case of the ADS server, the system must be capable of storing server images during the migration process. On the Virtual Server 2005 computer, the system must be able to store and scale with the growth of the virtualized legacy servers, planning for maximum possible growth.

Limitations

Not all physical servers can be migrated successfully to virtual machines with or without the use of VSMT. Virtual machine technology has certain hardware limitations that, if required by your legacy environment, would preclude physical to virtual migration. For example, parallel port dongles, most USB devices, and hardware-based authentication will not work in a virtual environment. Dynamic partitions cannot be migrated. And direct storage area network (SAN) connectivity is not preserved in migration. However, SAN connectivity can be reestablished post-migration using Linked Disks in Virtual Server 2005, as long as the device is accessible via the host system.

Additionally, other hardware configurations can limit the use of VSMT. Physical servers with less than 96 megabytes (MB) of memory cannot run the migration tools. Servers configured with FAT file systems should be converted to NTFS prior to migration. Some hardware limitations can be overcome and still be migrated, but they will require manual intervention. This is particularly true in Windows NT Server 4.0 environments.

Based on the technical requirements and limitations you should evaluate the level of effort and your plan of action based upon the three primary end states mentioned previously: application decommission, application rewriting or porting to Windows Server 2003, or re-hosting with Virtual Server 2005.

Migration

The migration process can be summarized in three phases: physical machine capture, virtual machine creation and deployment to virtual machine. There are six fundamental steps to complete a migration with VSMT summarized in the figure below.
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Figure 1. VSMT process summary.

First, the executable, GatherHW.exe, gathers source system configuration information and compiles it into an XML file. Second, another executable, VMScript.exe, performs validation of hardware configuration and other pre-migration checks. VMScript.exe also generates several scripts to perform migration using ADS task sequences. These scripts are used to perform the migration.

The third step is to run a script generated by VMScript.exe called Capture.cmd. Next, Createvm.cmd, another generated script, initiates a task sequence to create a virtual machine on the Virtual Server 2005 host computer. Then Deployvm.cmd executes a task sequence to deploy the server image captured by ADS to the Virtual Server 2005 host.

Lastly, you configure the virtual machine settings including networking, storage, and installation of Virtual Machine Additions for your newly created virtual machine. The following sections describe these steps in greater detail.

Capture and System Preparation

Before beginning any migration you will want to ensure that your systems and environment meet the prerequisites described earlier in this paper. You should also ensure that the source computer is not managed by ADS. Once you have ensured that you have an environment properly configured to use VSMT, you can begin preparing to host the target system in a virtual machine and initiate image capture via ADS. This begins with the creation of a virtual network, VM0, using a script included in the VSMT called Createvirtualnetwork.vbs.

You proceed by collecting information about the physical machine by running GatherHW.exe on the target server. This generates an XML file containing the configuration information. From the command line you can use the form:

GatherHW /f:<file.xml>
where <file.xml> is the name and path of the file created by GatherHW.exe.

Using other executable files included in VSMT and the XML file created, you will verify the suitability of the target server for migration and generate additional scripts. To verify the target server is suitable for migration you can use the following command:

VMScript /hwvalidate /hwinfofile:<file.xml>
where file.xml is the file name specified during the execution of the GatherHW.exe command.

Next, using the same VMScript executable file and additional switches you will generate scripts to perform the physical to virtual migration. Using the form:
VMScript /hwgeneratep2v /hwinfofile:<file.xml> /name:<VM_name> /vmConfigPath:<path to store VM config file> /virtualDiskPath:<path to store VM disks> /hwDestVS:<FQDN of Virtual Server host>
where <VM_name> is the name you will use for the virtual machine on Virtual Server 2005 and <task_path> is the path in which to store generated task sequences and scripts for the migration.  The VMConfigPath and VirtualDiskPath options should refer to existing directories on the virtual server where you want to store the new VM configuration file and hard disks.  The hwDestVS value is the fully qualified domain name of the virtual server host on which the VM is to be created.
Next, you run the file Capture.cmd using the form:

<virtual_machine>_Capture.cmd
which will initiate the ADS capture sequence, creating the ADS device, taking control of the target server, creating boot action, and assigning the capture template. As a confirmation of this, you can verify that the device was created in the ADS console.

Continue with the image capture process by restarting the server to be captured and allow it to PXE boot. The server to be captured will boot into the ADS deployment agent and execute the sequence. You can observe progress in the Running Jobs pane of the ADS console. When capture is complete, the image for the boot disk will be mounted and SHR attributes will be removed from boot.ini. The ADS device used for capture will be deleted automatically. Proper execution of these steps will create the server into an optimized ADS image that can be deployed to a virtual machine. The source machine is shutdown at the end of the capture process.

Virtual Machine Creation and Deployment

The virtual machine creation and deployment begins with the execution of the createvm.cmd script from the toolkit using the form:

<virtual_machine>_CreateVM.cmd
where <virtual_machine> is the name of the virtual machine you are creating. This must be the same name used with VMScript.exe earlier.

The script will use VMclient.exe and the ADS administration agent to create and configure the virtual machine on the Virtual Server 2005 host. Executing <virtual_machine>_CreateVM.cmd calls the <virtual_machine>_CommonInit.cmd and VSMT_initenv.cmd files to set environment variables that are passed to the VMClient.exe commands to create the virtual machine. 

Note that most of the information used in virtual machine creation is from information collected by GatherHW.exe. Unless you specify otherwise, the virtual machine will have the same amount of RAM, same number of network adapters with the same MAC addresses, and the same disks as the server to be migrated. The script performs the following tasks sequentially: 

1. Creates a virtual machine configuration (.vmc) file and adds it to the Virtual Server configuration. 

2. Creates virtual networks on Virtual Server. 

3. Creates SCSI adapters (if necessary). 

4. Creates virtual hard disks that represent the source computer logical disks. If fixed-size virtual hard disks are being created, a .vhd file equal to the size of each original disk is created and zeroed out. This can take some time to complete, as it happens sequentially. 

5. In Virtual Server, adds the virtual hard disks to the virtual machine. 

6. In Virtual Server, attaches RIS2003.vfd to the virtual floppy drive for the virtual machine. 

7. In Virtual Server, attaches the virtual network adapter to the virtual network specified during creation. 

8. In ADS Management, creates a new ADS device object for the virtual machine and populates it with the necessary variables to perform the image deployment and post-imaging fix-ups or tasks. 

9. In ADS Management, takes control of the device object and assigns the job that corresponds to the imaging and post-imaging tasks. 

10. Opens the Virtual Server Administration Web site, if it is not already open. 

This completes the configuration of the virtual machine. However, without a virtual hard disk (VHD) image, a virtual machine is like a physical machine with unformatted hard disks. The deployment process utilizes ADS to create a VHD of the server you are migrating. 

The deployment process starts with execution of the deploy script using the form: 

<virtual_machine>_DeployVM.cmd
which uses vmclient.exe to send a startup command to the virtual machine. The virtual machine will boot to the RBFG (RIS2003) boot floppy, PXE, and then launch the ADS deployment agent. At this point the disk image is written from the ADS image into the VHD of the virtual machine. You can monitor progress and status of the machine in both the Virtual Server Administration Web site and the ADS administration console.

When image deployment is complete, VSMT patches are applied and any custom post-deployment actions are executed. VSMT patches swap certain operating system hardware abstraction layer (HAL) and kernel files for other files that allow it to run on a uniprocessor computer, because virtual machines emulate only one processor. By default, the ADS device is left in a controlled state and the virtual machine is left in the deployment agent. 

Post-Migration Clean-Up

A few final measures are required to ensure that the virtual machine is stable and operating properly. First, review the event logs including the Virtual Server events and ADS history logs to ensure that there are no serious errors. Send the ResetVM job to the virtual machine and set the default job template to None. In ADS management, remove control from the device. The system will start up automatically once drivers are installed and other configuration steps are performed. Allow the new system to start up completely, and then install the Virtual Machine Additions to improve the user experience. 

Virtual Machine Additions may install automatically if selected from the Virtual Machine Additions Properties page found in the virtual machine configuration page on the Virtual Server Administration Web site. Alternatively, you can capture the vmadditions.iso from the “Known image files” field on the CD/DVD Drive Properties page found in the virtual machine configuration page on the Virtual Server Administration Web site.

After the Additions have been installed and you have tested the virtual machine to ensure that it is operating correctly, you can remove the captured image from the ADS image store. 

Following these clean-up steps, you can resume operation of the server and its applications. 
Summary

Server migration and consolidation is a valuable undertaking for nearly all businesses with data centers. An optimized server environment reduces hardware and hosting costs while increasing utilization. In the past, various barriers to migration, including demand for legacy LOB server applications without a suitable replacement, have prevented the timely execution of migration plans. In line with the Dynamic Systems Initiative, Microsoft has created VSMT to provide a convenient, automated way to migrate physical server environments to virtual machines hosted on Virtual Server 2005 using native and add-on tools in Windows Server 2003, including ADS. 

Virtual Server 2005 is the most cost-effective virtual machine solution for Windows Server 2003, designed to increase operational efficiency in development and test, targeted production server consolidation and re-hosting legacy applications. Virtual Server 2005 can act as a migration end state, allowing businesses to re-host legacy systems as-is in a virtual machine, while businesses decide to upgrade, rewrite, or modify needed applications to a native Windows Server 2003 environment.

VSMT was created for IT professionals and consultants to simplify and accelerate migration to virtual machines, where appropriate, so that existing software resources could be leveraged on upgraded hardware with improved reliability, availability, and security. 

Related Links

See the following resources for further information:

Maintain Fewer Servers Web site at http://www.microsoft.com/serverconsolidation

Solution Accelerator for Consolidating and Migrating LOB Applications guidance at http://www.microsoft.com/technet/itsolutions/techguide/msa/solacc/lobsa/default.mspx

Automated Deployment Services Web site at http://www.microsoft.com/windowsserver2003/technologies/management/ads/default.mspx

For the latest information about Virtual Server 2005 and VSMT, see the Virtual Server 2003 Web site at http://www.microsoft.com/virtualserver.[image: image4.jpg]Windows Server System-
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