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Abstract 

This guide provides a conceptual overview, deployment instructions, and monitoring information for high-speed networking features available in Windows Server® 2008 and Windows Server® 2008 R2 that may improve network and operating system performance. These features include TCP Chimney Offload, receive-side scaling, and NetDMA, available in both Windows Server 2008 and Windows Server 2008 R2; and Virtual Machine Queue (VMQ), available in Windows Server 2008 R2.
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Networking Deployment Guide: Deploying High-speed Networking Features

This guide is intended for IT professionals interested in using high-speed networking features available in Windows Server® 2008 R2 that may improve network and operating system performance. These features include TCP Chimney Offload, receive-side scaling, and NetDMA, available in both Windows Server 2008 and Windows Server 2008 R2; and Virtual Machine Queue (VMQ), available in Windows Server 2008 R2. The guide provides a conceptual overview of the features and their prerequisites, deployment instructions, and monitoring information.  
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Note 

Many of these features were included for download as part of the Scalable Networking Pack in Windows Server 2003. With the release of Windows Server 2008, the features are included as part of the operating system. Information in this guide, except where specifically noted as applicable only to Server 2008 R2, applies to Windows Server 2008 operating systems as well. For more information about the Scalable Networking Pack in Windows Server 2003, see Scalable Networking on Microsoft TechNet.

Overview of high-speed networking features

High-speed networking features include the following:


TCP Chimney Offload. TCP Chimney Offload transfers TCP/IP protocol processing from the CPU to a network adapter during network data transfer. This feature was available in Windows Server 2008. Windows Server 2008 R2 added an automatic mode and includes new performance monitor counters.


Virtual Machine Queue. This is a new feature in Windows Server 2008 R2. VMQ uses hardware packet filtering to deliver packet data from an external virtual network directly to virtual machines, which reduces the overhead of routing packets and copying them from the management operating system to the virtual machine. 


Receive-side scaling. Receive-side scaling allows the network load from a network adapter to be distributed across multiple CPUs in a multiprocessor computer. This feature was available in Windows Server 2008. In Windows Server 2008 R2, improvements were made in initialization and CPU selection at startup, registry keys for tuning performance were added, and new Performance Monitor counters were added.


NetDMA. NetDMA provides services for offloading the memory copy operation performed by the networking subsystem, when receiving network packets, to a dedicated DMA engine. This feature was available in Windows Server 2008. No changes were made for Windows Server 2008 R2.

Using TCP Chimney Offload

Overview of TCP Chimney Offload

TCP Chimney Offload transfers Transmission Control Protocol (TCP) traffic processing, such as packet segmentation and reassembly processing tasks, from a computer’s CPU to a network adapter that supports TCP Chimney Offload. Moving TCP/IP processing from the CPU to the network adapter can free the CPU to perform more application-level functions. TCP Chimney Offload can offload the processing for both TCP/IPv4 and TCP/IPv6 connections if the network adapter supports it.
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Important 

TCP Chimney Offload must be set in both the operating system and the network adapter for connection processing to be offloaded from the CPU to the network adapter.

What’s new in TCP Chimney Offload for Server 2008 R2 and Windows 7


TCP Chimney Offload’s automatic mode of operation


New Performance Monitor counters

When to use TCP Chimney Offload

Because of the overhead associated with moving TCP/IP processing to the network adapter, TCP Chimney Offload offers the most benefit to applications that have long-lived connections and transfer a lot of data.  Servers that perform database replication, function as file servers, or perform backup functions are examples of computers that may benefit from having TCP Chimney Offload enabled.

To determine if TCP Chimney Offload will benefit an application, run the application with TCP Chimney Offload disabled to establish a performance baseline. While the application runs, capture CPU utilization for each CPU and the network throughput. After you establish the baseline, set the operating system mode of TCP Chimney Offload to either automatic or enabled, as appropriate, and then compare the CPU utilizations and network throughput.

Operating system modes for TCP Chimney Offload

You can set TCP Chimney Offload in the operating system to function in automatic or enabled mode.


Automatic. In automatic mode, TCP Chimney Offload considers offloading the processing for a connection only if the following criteria are met: the connection is established through a 10 Gbps Ethernet adapter, the mean round trip link latency is less than 20 milliseconds, and at least 130 KB of data has been exchanged over the connection. In automatic mode, the TCP receive window is set to 16 MB. Because the Windows stack has performance optimizations not found in Chimney-capable network adapters, automatic mode restricts offloads only to those connections that might receive the most benefit from it.


Enabled. In enabled mode, TCP Chimney Offload offloads the processing for connections on a first-come, first-served basis.
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Important 

For computers running Windows Server 2008 R2, TCP Chimney Offload is set to automatic mode by default. For computers running Windows Server 2008, TCP Chimney Offload is disabled by default. TCP Chimney Offload settings, nomenclature, and defaults vary for each network adapter; check your adapter’s documentation for TCP Offload capabilities and settings.

In both automatic and enabled modes, if the network adapter reaches its offload capacity, and another connection can make better use of network adapter processing, the operating system may upload the processing for an offloaded connection and then offload the processing for another connection.

In addition to setting the operating system mode, you can enable TCP Chimney Offload for all connections on a network adapter or fine-tune settings to enable TCP Chimney Offload only for designated ports and applications.

Checklist: Deploying TCP Chimney Offload

To deploy TCP Chimney Offload, perform the tasks in this checklist in the order listed.
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Note 

Some applications and features may have limited interoperability with TCP Chimney Offload. See TCP Chimney Offload Compatibility with Other Applications and Features for more information.

	
	Task
	Reference
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	Ensure that the physical network adapter supports TCP Chimney Offload and then enable TCP Chimney Offload for the adapter.
	Enabling TCP Chimney Offload for a Physical Network Adapter
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	Use Netsh commands to set the operating system mode of TCP Chimney Offload to automatic (Server 2008 R2 only) or enabled.
	Using Netsh Commands to Enable or Disable TCP Chimney Offload


TCP Chimney Offload Compatibility with Other Applications and Features

When TCP Chimney Offload offloads processing for a connection, other features or applications that depend on having direct access to the connection data may not work. For instance, Netmon will not capture offloaded traffic. Other features, when enabled, may make particular connections ineligible for offload; for example, because IPsec may need to inspect all packets to enforce a particular encryption algorithm, connections covered by an IPsec policy will not be offloaded. The table below shows how TCP Chimney Offload coexists with other common programs and services.

	Application or feature
	Compatible?
	Details

	Windows Firewall
	Yes
	If Windows Firewall is configured to allow a given TCP connection, connection processing will be offloaded; however, there is a known issue in Windows Server 2008 R2 with certain firewall rules where offloaded connections are uploaded and will not be offloaded again.

	Other Firewalls
	Implementation specific
	Some firewalls are compatible. See your firewall vendor’s documentation for details.

	IPsec policy
	Partial
	Processing for TCP connections that are part of IPsec policy will not be offloaded so that IPsec can inspect packets to provide the desired security.

	Network adapter teaming, also known as load balance and failover
	Implementation specific
	Some manufacturers’ network adapter teaming solutions are compatible. See your manufacturer’s documentation for details.

	Hyper-V
	Yes
	

	Network monitoring tools
	Implementation specific
	Some network monitoring tools will work alongside TCP Chimney Offload, but will not monitor connections whose processing has been offloaded.

	Network load balancing
	No
	

	Cluster service
	Partial
	Processing for TCP connections that use the network fault tolerant driver (netft.sys) are not offloaded. 

	Network address translation(NAT) and Internet Connection Sharing (ICS)
	No
	If either of these features is enabled, processing for connections is not offloaded.


Enabling TCP Chimney Offload for a Physical Network Adapter

Network adapters that support TCP Chimney Offload must have the feature enabled on the Advanced tab of the network adapter’s properties in Device Manager. Most network adapters have TCP Chimney Offload enabled by default; however, some manufacturers may have it disabled by default. In addition, some manufacturers may use different terminology to refer to the TCP Chimney Offload feature. Check your network adapter’s documentation or consult the manufacturer for details about TCP Chimney Offload capabilities and what settings correspond to this capability.
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Important 

TCP Checksum Offload, which is available on many network adapters, is not the same as TCP Chimney Offload.
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To enable TCP Chimney Offload on a physical network adapter

	1.
Open Device Manager (click Start, point to Control Panel, and then click Device Manager).

2.
Expand Network adapters, right-click the network adapter you want to work with, and then click Properties.

3.
On the Advanced tab in the network adapter properties, locate the setting for TCP Chimney Offload or TCP Connection Offload and make sure it is enabled. You may need to do this for both IPv4 and IPv6.


Using Netsh Commands to Enable or Disable TCP Chimney Offload

You use the interface TCP context of the netsh command-line tool to set the operating system mode for TCP Chimney Offload or to enable specific applications and ports for TCP Chimney Offload. The operating mode is global; that is, it applies to all network adapters connected to the operating system.

For more information about the commands listed in this section, see the Netsh commands for interface transmission control protocol on Microsoft TechNet.

Setting the operating system mode of TCP Chimney Offload

The operating system mode for TCP Chimney Offload is set to automatic by default in Windows Server 2008 R2 and to disabled by default in Windows Server 2008. See Using TCP Chimney Offload for information about the differences between automatic and enabled modes.

[image: image11.png]


To set the operating system mode of TCP Chimney Offload

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
At the command prompt, type one of the following commands and then press ENTER:

netsh int tcp set global chimney=automatic to set automatic mode (available only in Windows Server 2008 R2 and Windows 7)

netsh int tcp set global chimney=enabled to set enabled mode

netsh int tcp set global chimney=default to set the mode to the operating system default

netsh int tcp set global chimney=disabled to disable TCP Chimney Offload


Enabling and disabling TCP Chimney Offload for specific applications and ports

You can control what applications and ports TCP Chimney Offload will consider for offloading using the netsh tcp interface add and netsh tcp interface delete commands.
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Important 

The commands to enable and disable TCP Chimney Offload for specific applications and ports require that the Windows Firewall service and Base Filtering Engine (BFE) services are running. Before using these commands, ensure that the Windows Firewall service and BFE service are running. To start the BFE service, open an elevated command prompt, type net start bfe and then press ENTER. To start the Windows Firewall service, open an elevated command prompt, type netsh firewall set opmode enable, and then press ENTER.
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To set all of an application’s ports eligible for offload

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
Type netsh interface tcp add chimneyapplication enabled PathName, where PathName is the path to the application that you want to enable for offloading, for example c:\myapplication.exe.
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To set all of an application’s ports ineligible for offload

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
Type netsh interface tcp delete chimneyapplication PathName, where PathName is the path to the application that you want to make ineligible for offloading, for example c:\myapplication.exe.
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To set all connections on a specific port eligible for offload

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
Type netsh interface tcp add chimneyport enabled localport=PortNum remoteport=*, where PortNumis the number of the port that you want to enable for offloading, for example 21.
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To set all connections on a specific port ineligible for offload

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
Type netsh interface tcp delete chimneyport localport=PortNum remoteport=*, where PortNumis the number of the port that you want to make ineligible for offloading, for example 21.


Monitoring TCP Chimney

This topic provides a reference of commands and tools you can use to check the operational status of TCP Chimney Offload.

Checking the operating system mode of TCP Chimney Offload

You can use the netsh interface tcp show global command to check whether the operating system has TCP Chimney Offload enabled, disabled, or in default mode. See Using TCP Chimney Offload for information about operating system modes for TCP Chimney Offload and Using Netsh Commands to Enable or Disable TCP Chimney Offload for information on changing the operating system mode.
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To check the operating system mode of TCP Chimney Offload

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
At the Command Prompt, type netsh interface tcp show global, and then press ENTER.

The command returns a table of TCP Global Parameters.

3.
Note the value of the Chimney Offload State (automatic, enabled, or disabled).


Checking TCP Chimney Offload statistics

When the operating system status of TCP Chimney Offload is enabled or automatic, you can use the netsh interface tcp show chimneystats command to view the status of TCP Chimney Offload for each of the adapters connected to the operating system. This provides a “snapshot” of TCP Chimney Offload operation. When you use the command without specifying a network identifier (Idx), this command can be useful for identifying network adapters that are not correctly enabled for TCP Chimney Offload and for viewing general information about offload effectiveness. When you use the command with a network identifier, it provides more detail about TCP Chimney Offload operation for that particular network connection.
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To check TCP Chimney Offload statistics for all network connections

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
At the command prompt, type netsh interface tcp show chimneystats and then press ENTER.

3.
The command returns information for each network adapter recognized by the operating system. Evaluate the results using the guidance in the command output.
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To check TCP Chimney Offload statistics for a specific network connection

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
At the command prompt, type netsh interface tcp show chimneystats Idx, where Idx is the network identifier of the network whose statistics you want to check, and then press ENTER.


Identifying TCP connections being offloaded

Use the netstat -t command to find out which of the currently established TCP connections on the system are being offloaded.
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To identify TCP connections being offloaded

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
At the command prompt, type netstat –t, and then press ENTER.


Using performance counters for TCP Chimney Offload

You can use Windows Performance Monitor to examine how TCP Chimney Offload is performing, both in real time and by collecting log data for later analysis. For more information about using Performance Monitor and performance counters, see Using Performance Monitor on Microsoft TechNet.

Four performance monitor counters were added in Windows Server 2008 R2.
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Note 

Performance counters for TCP Chimney Offload are available in the Per Processor Network Interface Card Activity group under Available counters when you create a new data collector. A counter is available per network adapter and per processor. Use the Instances of selected object selection under Available counters to choose a different adapter to monitor.

TCP Chimney Offload performance counters

	Performance counter
	Description

	TCP Offload Receive Indications/sec
	The average rate in incidents per second at which the Windows Network Driver Interface received a TCP offload receive indication call from a network interface.

	TCP Offload Send Request Calls/sec
	The average rate in incidents per second at which the TCP/IP protocol requested a TCP offload transmission on a network interface.

	TCP Offload Receive Bytes/sec
	The average rate in bytes per second at which data was delivered by a network interface using the TCP offload receive indication call.

	TCP Offload Send Bytes/sec
	The average rate in bytes per second at which data was delivered to a network interface using the TCP offload send request call.


Using Virtual Machine Queue

Virtual machine queue (VMQ) is a feature available to Windows Server 2008 R2 computers running the Hyper-V server role. VMQ uses hardware packet filtering to deliver packet data from an external virtual network directly to virtual machines, which reduces the overhead of routing packets and copying them from the management operating system to the virtual machine. 

When VMQ is enabled, a dedicated queue is established on the physical network adapter for each virtual network adapter that has requested a queue. As packets arrive for a virtual network adapter, the physical network adapter places them in that network adapter’s queue. When packets are indicated up, all the packet data in the queue is delivered directly to the virtual network adapter. Packets arriving for virtual network adapters that don’t have a dedicated queue, as well as all multicast and broadcast packets, are delivered to the virtual network in the default queue. The virtual network handles routing of these packets to the appropriate virtual network adapters as it normally would.

Requirements for VMQ


The management operating system must be running Windows Server 2008 R2.


The physical network adapter handling the traffic on the management operating system must support VMQ.


The virtual machines must be running Windows 7or Windows Server 2008 R2 or running Windows Server 2008 or Windows Vista with the Integration Services Setup Disk installed. Virtual machines running earlier versions of Windows cannot use VMQ.

When to use VMQ

VMQ provides improved networking performance to the management operating system as a whole rather than to a specific virtual machine. For the best results, treat queues as a scarce, carefully managed resource. Because queues are allocated to virtual machines on a first-come, first-served basis, making all virtual machines eligible for a queue may result in some queues being given to virtual machines with light traffic instead of those with heavier traffic. Enable VMQ only for those virtual machines with the heaviest inbound traffic. Because VMQ primarily improves receive-side performance, providing queues for virtual machines that receive the most packets provides the most benefit to overall management operating system performance.
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Tip 

In System Center Virtual Machine Manager (VMM), use the Enable virtual network optimizations check box on the Hardware Configuration tab of the Virtual Machine Properties dialog box to enable and disable VMQ. Select the check box to enable VMQ for those virtual machines with the heaviest network load and clear the check box to disable VMQ for other virtual machines.

Checklist: Deploying Virtual Machine Queue

	
	Task
	Reference
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	Ensure that the management operating system’s physical network adapter supports VMQ and then enable virtual machine queues for the adapter.
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Caution 

For Intel network adapter drivers available as of this publication, this step must be performed only after the registry key settings to enable virtual machine queues are set. See Enabling Virtual Machine Queue on the Management Operating System for more information.
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Important 

Virtual Machine Chimney and VMQ are not supported simultaneously. If the network adapter also supports Virtual Machine Chimney, and both features are enabled, only VMQ is used.
	Enabling Virtual Machine Queue for a Physical Network Adapter
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	Modify registry settings on the management operating system to enable VMQ.
	Enabling Virtual Machine Queue on the Management Operating System
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	Configure the virtual machine’s virtual network adapter to use the physical network adapter that has VMQ enabled. That is, in Hyper-V Virtual Network Manager, set up a network with Connection Type of External and select the appropriate physical network adapter. Then, in the settings for the virtual machine’s network adapter, select this as the Network.
	See Configuring Virtual Networkson TechNet.
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	If you are using System Center Virtual Machine Manager (VMM) 2008 or 2008 R2, ensure that the Enable Virtual Network Optimizations check box is selected on the Hardware Configuration tab of the Virtual Machine Properties. If you are not using VMM, and you use the Windows Management Interface (WMI), ensure that the VMQOffloadWeight is left at its default value or configured to a non-zero value.
	See Configuring Virtual Networks in VMM on Microsoft TechNet and the entry for VMQOffloadWeight in the Msvm_SwitchPort Class reference on MSDN.




Enabling Virtual Machine Queue for a Physical Network Adapter

Network adapters that support VMQ must have the feature enabled on the Advanced tab of the network adapter’s properties in Device Manager. Most network adapters have VMQ enabled by default. Some manufacturers may use different terminology to refer to the VMQ feature. Check your network adapter’s documentation or consult the manufacturer for details about virtual machine queue capabilities and what settings correspond to this capability.
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Caution 

For Intel network adapter drivers available as of this publication, this step must be performed only after the registry key settings to enable virtual machine queues are set. See Enabling Virtual Machine Queue on the Management Operating System for more information.
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To enable virtual machine queues on a physical network adapter

	1.
Open Device Manager (click Start, point to Control Panel, and then click Device Manager).

2.
Expand Network adapters, right-click the network adapter you want to work with, and then click Properties.

3.
On the Advanced tab in the network adapter properties, locate the setting for virtual machine queues and make sure it is enabled.


Enabling Virtual Machine Queue on the Management Operating System

Using VMQ requires the presence of registry sub-keys and values on the management operating system. The registry sub-keys enable VMQ on the virtual network. A different registry sub-key is required for 10 Gbps physical network adapters and for physical network adapters less than 10 Gbps (typically 1 Gbps). The network adapters must support VMQ. If the management operating system computer has a mix of network adapters—for example, both a 1 Gbps network adapter and a 10 Gbps network adapter—and both are capable of VMQ, you can add both sub-keys and values.
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Caution 

Incorrectly editing the registry might severely damage your system. Before making changes to the registry, you should back up any valued data on the computer.

Registry sub-keys for VMQ

	Registry subkey
	Purpose
	Type
	Values

	HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\
services\VMSMP\Parameters\
TenGigVmqEnabled
	Enable or disable VMQ on all 10 Gbps physical network adapters
	REG_DWORD
	0=System default (disabled for Windows Server 2008 R2)
1=Enabled
2=Explicitly disabled

	HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\
services\VMSMP\Parameters\
BelowTenGigVmqEnabled
	Enable or disable VMQ on all physical network adapters less than 10 Gbps
	REG_DWORD
	0=System default (disabled for Windows Server 2008 R2)
1=Enabled
2=Explicitly disabled
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To enable VMQ on a management operating system with physical network adapters less than 10 Gbps

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
Type reg add HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\services\VMSMP\Parameters\BelowTenGigVmqEnabled /t REG_DWORD /d 1 /f and then press ENTER.
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Caution 

Virtual machine queues should not be used on 1 Gbps network adapters without interrupt coalescing. Modify the registry for interrupt coalescing according to the instructions in Tuning VMQ with interrupt coalescing.
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To enable VMQ on a management operating system with 10 Gbps physical network adapters

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
Type reg add HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\services\VMSMP\Parameters\TenGigVmqEnabled /t REG_DWORD /d 1 /f and then press ENTER.


Tuning VMQ with interrupt coalescing

VMQ delivers an interrupt to the management operating system each time a packet arrives in a queue. If the interrupts are spread across many processors, the number of interrupts delivered can grow substantially, until the overhead of interrupt handling outweighs the benefit of using VMQ. To reduce the number of interrupts used, Microsoft encourages network adapter manufacturers to design for interrupt coalescing (also called shared interrupts), which enables a single interrupt to be used to unload multiple queues. At the time of this publication, all network adapters that support VMQ support interrupt coalescing. 

To take advantage of interrupt coalescing, it is recommended that you create registry sub-keys and values according to the instructions in this section.
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To enable interrupt coalescing

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
Type regedit, and then press ENTER.

In the Registry Editor, open the sub-key HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Class\{4D36E972-E325-11CE-BFC1-08002BE10318 and locate the sub-key for the network adapter you want to work with. Sub-keys are four numbers (for example 0003 and 0010). Make a note of it. You will need it later in this procedure.

3.
Return to the elevated command prompt window.

4.
At the command prompt, type the following commands based on the type of network adapter you are working with. For each command, substitute the sub-key from earlier in this procedure for ID.

a.
For 1 Gbps network adapters, type reg add HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Class\{4D36E972-E325-11CE-BFC1-08002BE10318\ID /v MaxRssProcessors /t REG_DWORD /d 1 /f, press ENTER, and then type reg add  HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Class\{4D36E972-E325-11CE-BFC1-08002BE10318\ID /v RssBaseProcNumber /t REG_DWORD /d 0 /f, and then press ENTER.

b.
For 10 Gbps network adapters, type reg add HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Class\{4D36E972-E325-11CE-BFC1-08002BE10318\ID /v MaxRssProcessors /t REG_DWORD /d 3 /f, press ENTER and then type reg add  HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Class\{4D36E972-E325-11CE-BFC1-08002BE10318\ID /v RssBaseProcNumber /t REG_DWORD /d 0 /f
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Important 

If you are configuring more than one network adapter, each adapter should have a different value assigned to the RssBaseProcNumber sub-key with sufficient difference so that there are no overlapping RSS processors. For example, if Network Adapter A has a value of 0 assigned to RssBaseProcNumber and a value of 3 assigned to MaxRssProcessors, Network Adapter B should have an RssBaseProcNumber of 4.

Using Receive-side Scaling

Receive-side network processing in multi-core computers is conventionally bottlenecked by the fact that a single CPU services all the interrupts from a network adapter. Receive-side scaling solves this problem by enabling a network adapter to distribute its network processing load across multiple CPUs in multi-core computers. To achieve scalability, receive-side scaling must be enabled in the operating system, which has a global impact on all network adapters, as well as for individual network adapters through the advanced properties of the network adapter. 

What’s new in receive-side scaling for Windows Server 2008 R2

New per-interface defaults

Windows Server 2008 R2 enables you to achieve maximum scalability to suit your scenario by varying the number of processors and the range of processors allotted for each network adapter using registry sub-key values. The sub-keys and values listed in the table have been added.
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Important 

Only change these keywords if network adapter performance is not suitable for your application.

	Sub-key
	Description

	HKLM\SYSTEM\CurrentControlSet\Control\Class\{XXXXX72-XXX}\<network adapter number>\*MaxRSSProcessors
	Maximum number of CPUs allotted. Sets the desired maximum number of processors for each interface. The number could be different for each interface. Restart the network adapter when you change this registry key.

	HKLM\SYSTEM\CurrentControlSet\Control\Class\{XXXXX72-XXX}\<network adapter number>\*RssBaseProcNumber
	Base CPU number. Sets the desired base CPU number for each interface. The number could be different for each interface. This allows for partitioning CPUs across network adapters. Restart the network adapter when you change this registry key.

	HKLM\SYSTEM\CurrentControlSet\Control\Class\{XXXXX72-XXX}\<network adapter number>\*NumaNodeID
	NUMA node affinitization


New and improved initialization and processor selection algorithm

At boot time, Windows Server 2008 R2 considers the bandwidth and media connection state while allotting CPUs. Higher bandwidth network adapters get more CPUs at startup. Multiple network adapters with the same bandwidth receive the same number of receive-side scaling CPUs.

New Performance Monitor counters

The following Performance Monitor counters have been added in Windows Server 2008 R2 to track receive-side scaling usage. These are available under Per Processor Network Interface Card Activity. These counters are available on a per network adapter, per processor basis and can be tracked for each network adapter.


DPCs Queued/sec

Interrupts/sec

Receive Indications/sec

Received Packets/sec

RSS Indirection Table Change Calls/sec
Deploying Receive-side Scaling

To enable receive-side scaling, you need to enable it in the operating system and in the network adapter driver properties for each network adapter you want to enable. Receive-side scaling is enabled by default in Windows Server 2008 and Windows Server 2008 R2.
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To enable receive-side scaling

	1.
To open an elevated Command Prompt window, click Start, point to All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2.
Type netsh interface tcp set global rss=enabled and then press ENTER.

3.
Close the Command Prompt window.

4.
Open Device Manager (click Start, point to Control Panel, and then click Device Manager).

5.
Expand Network adapters, right-click the network adapter you want to work with, and then click Properties.

6.
On the Advanced tab in the network adapter properties, locate the setting for Receive-side scaling and make sure it is enabled.

[image: image39.png]


Note 

Some network adapters advertise the number of receive-side scaling queues they support on the Advanced tab.
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Tip 

To check the status of receive-side scaling, open an elevated command prompt and type netsh interface show global. Note the value of Receive-Side Scaling State (enabled or disabled).

Using NetDMA

NetDMA is a receive-side technology that provides operating system support for direct memory access (DMA) engines to perform network adapter to application buffer memory copies for incoming packets. TCP/IP uses NetDMA to relieve the CPU from copying received data into application buffers, reducing CPU load.
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Important 

NetDMA must be enabled in the BIOS before performing this procedure. NetDMA support is often labeled IOAT support. See the computer manufacturer’s documentation for information about modifying BIOS settings.
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Caution 

Incorrectly editing the registry might severely damage your system. Before making changes to the registry, you should back up any valued data on the computer.
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To enable or disable NetDMA

	1.
To open Registry Editor, click Start, click Run, type regedit, and then click OK.

2.
Locate the registry sub-key HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Tcpip\Parameters and click it.

3.
Locate the EnableTCPA registry entry. If this registry entry does not exist, right-click the Parameters sub-key, point to New, and then click DWORD (32-bit) Value).

4.
Replace New Value #1 by typing EnableTCPA, and then press ENTER.

5.
Double-click the EnableTCPA registry value you just created and do one of the following:


To enable NetDMA, type 1 in Value data, and then click OK.


To disable NetDMA, type 0 in Value data, and then click OK.
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