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Introduction

Microsoft® Internet Security and Acceleration (ISA) Server 2004 is an extensible firewall and Web-caching server that integrates with Microsoft Windows® 2000 and Microsoft Windows Server2003 to provide enterprises with policy-based access control of all communications moving through the firewall. The Web-cache capabilities of ISA Server 2004 improve both network performance and the end-user experience by storing frequently requested Web content in a local cache.

ISA Server 2004 builds on and extends the security, directory, and VPN features included with Windows 2000 and Windows Server 2003, while offering an easy-to-use interface that simpli​fies the management of firewall policy. Whether deployed as separate cache and firewall servers or as an integrated firewall and Web-caching solution, ISA Server 2004 can improve the speed of Internet access, maximize employee productivity, and enhance network security for organizations of all sizes.

This white paper examines the benefits of the Web-caching component of ISA Server 2004, discussing the following Web-caching technologies and methodologies:

· Forward Web caching

· Reverse Web caching

· Active caching

· Scheduled content download jobs

· Cache rules

· Web proxy chaining and routing

· Transparent caching

The paper explains how each of these technologies and methodologies works, describes the advantages of having an integrated firewall and Web-caching solution, and provides an example of how ISA Server 2004 improves network performance and end users’ Web-browsing experience. 

For more information on the technical details of Web caching in ISA Server 2004, please visit the ISA Server 2004 technical documentation library at www.microsoft.com/isaserver. 

Overview of ISA Server 2004 Web Caching

Web caching in ISA Server 2004 provides several benefits:

It speeds up Internet access by bringing the cache closer to the user. When a user behind the ISA Server 2004 firewall requests Web content, ISA Server 2004 checks to see if the content is contained in its Web cache. If so, the firewall returns the cached content to the user—an approach that is much faster than requiring the user to connect to a remote Web server on the Internet.
It can help reduce overall bandwidth usage on the organization’s Internet connection. When ISA Server 2004 returns Web content from its cache, it does not use any bandwidth on the Internet connection. The bandwidth saved by this approach an be used to service other Internet protocols, such as SMTP, POP3, and FTP.
Its combination of in-memory and disk-based Web caching enables it to store large amounts of Web content. ISA Server 2004 uses a combination of RAM-based and disk-based caching to maximize the amount of Web content it can store. It stores recently accessed information in RAM memory, keeping it there as long as it remains popular among users. After an interval (determined by the caching algorithm), the firewall writes less popular content to the disk-based cache. It removes Web content from the disk-based cache as needed to make room for more popular content. This combination of both RAM- and disk-based Web caching enables the firewall to rapidly return large amounts of Web content to users.
ISA Server 2004 performs two general types of caching:

Forward caching

Reverse caching

The following sections discuss both types of caching.

Forward Caching

Forward caching occurs when a user on the corporate network makes a request for Web content located on an Internet Web server. The exact nature of the forward-caching process depends on whether the requested content is or is not already located in the Web cache.

Figure 1 depicts the steps that occur when a user on the internal network requests content that is not already contained in the cache:

1. The user initiates an HTTP, HTTPS (SSL), or HTTP-tunneled FTP request for content located on an Internet Web server. ISA Server 2004 intercepts this request.

2. ISA Server 2004 checks to see if the requested content is contained in its in-memory or disk-based cache. If the content is not in cache or has expired (that is, if its header information indicates that it should no longer be served from the cache), ISA Server 2004 forwards the request to the Web server on the Internet.

3. The Web server on the Internet returns the requested information to ISA Server 2004.  

4. ISA Server 2004 places the Web content in its in-memory Web cache, where it stores the most popular and frequently requested content for rapid retrieval.

5. ISA Server 2004 then returns the Web content to the user who requested it.

6. After a period of time (determined by the caching algorithm), if the content is no longer being requested regularly, ISA Server 2004 copies the content to its disk-based cache and flushes it from RAM. At this point, the only copy of the content resides in the disk-based cache.

7. If another user requests content stored in the disk-based cache, ISA Server 2004 will return it to the in-memory cache. 
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Figure 1: How forward caching works when requested content is not already in cache
Figure 2 depicts the series of events that occurs when a user on the internal network requests Web content that still resides in the Web cache:

1. The user initiates a request for content located on an Internet Web server. ISA Server 2004 intercepts this request.

2. ISA Server 2004 checks to see if the requested content is contained in its in-memory or disk-based cache and has not yet expired. 

3. If the content is still valid, the ISA server retrieves the content from its cache.

4. ISA Server 2004 then returns the retrieved content to the user who requested it.
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Figure 2: How forward caching works when requested content is contained in cache

Reverse Caching

With ISA Server 2004, you can use Web publishing rules to make Web content hosted on networks behind the firewall available to Internet users. Reverse caching takes place when Internet users request such Web content. Figure 3 depicts the series of events that take place in a reverse-caching scenario:

1. The Internet user sends a request for content located on a corporate Web server. ISA Server 2004 intercepts the request.

2. ISA Server 2004 checks to see if the requested content is contained in its in-memory or disk-based cache. If the content is not in cache or has expired (that is, if its header information indicates that it should no longer be served from the cache), ISA Server 2004 forwards the request to the Web server on the corporate network.

3. The corporate Web server returns the requested information to ISA Server 2004.

4. ISA Server 2004 places the Web content in its in-memory Web cache, where it stores the most popular and frequently requested content for rapid retrieval.

5. ISA Server 2004 then returns the content to the Internet user who requested it.

6. After a period of time (determined by the caching algorithm), if the content is no longer being requested regularly, ISA Server 2004 copies the content to its disk-based cache and flushes it from RAM. At this point, the only copy of the content resides in the disk-based cache. 

7. If another user requests content stored in the disk-based cache, ISA Server 2004 will return it to the in-memory cache.
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Figure 3: How reverse caching works when corporate Web
resources are not contained in cache

ISA Server 2004 will service subsequent Internet user requests for corporate Web resources from either its in-memory or disk-based Web cache. 

In addition to speeding up Internet users’ access to Web resources hosted on corporate Web servers, reverse caching also reduces the amount of bandwidth used to meet Internet users’ requests for content from these servers.

ISA Server 2004 Caching Enhancements

ISA Server 2004 includes a number of cache-related enhancements that further increase the speed and availability of Web content. These enhancements include:

· Active caching

· Scheduled content download jobs

· Cache rules

· Web proxy chaining and routing

Active Caching

As pointed out above, when a computer on your corporate network sends a request for Web content through the ISA Server 2004 firewall, ISA Server 2004 automatically places that content in the Web cache. This type of caching, which takes place in response to a user’s request for Web content, is referred to as passive caching. 
However, passive caching is only the first step in improving performance for subsequent requests of the same Web content. The next step is for ISA Server 2004 to anticipate the requests users will make and place the Web content in the cache before they request it—an approach known as active caching. By actively caching Web content, ISA Server 2004 not only speeds up response time for delivering Web content to users but also helps prevent them from accessing potentially outdated Web content stored in the Web cache.

Active caching uses a special algorithm to determine which Web content in the cache is most likely to benefit from being automatically updated. ISA Server 2004 downloads Web content that meets the active caching criteria before the content expires. 

The exact timing of the active caching download depends on the current activity level of the ISA Server 2004 machine. If the machine is not busy, it will download content about halfway between the time when it was originally cached and its expiration time. If the machine is busy servicing requests, it will delay active caching downloads until it is less busy in order to reduce the chance that the active cache feature will interfere with Web requests made by corporate network users.

Scheduled Content Download Jobs

Both passive and active caching depend on a user-initiated request for Web content. Passive caching takes place when the first user makes a request for Web content; then active caching takes over and proactively refreshes popular Web content before it expires from cache.
In contrast, the content download jobs feature in ISA Server 2004 enables you to schedule automatic content downloads at specific times, even if no user has yet requested this content—and to do so on either a one-time or recurring basis. With this feature, you can also configure the downloaded content to remain in cache for a specific amount of time.

For example, if you have an ISA Server 2004 firewall installed in a branch office, you can create a content download job that will download the entire main office intranet site from the main office Web server and store it in cache. You can configure this content download job to take place during nonworking hours to avoid stressing the branch office link to the main office during times when it is likely to be serving a large number of user requests. With this approach, when branch office users arrive at the office the next morning, the main office Web site’s content will already be stored in the branch office cache, ready for use. Branch office users can quickly download even large files—such as video, audio, and large report files—from cache, while at the same time freeing up the branch office link to the main office for other business related network activity. 

Cache Rules

Cache rules enable you to control how ISA Server 2004 stores Web content in cache and how it returns stored content to users. You can use cache rules to fine-tune caching of content from all Web sites or from a subset of Web sites. You can also use cache rules to control how the cache handles content groups, which are just a subset of Web content type. 

Perhaps the most powerful feature of cache rules is that they enable you to control how long Web content remains in cache. ISA Server 2004 always checks to make sure that a valid copy of the requested Web content exists in the cache before returning cached content to the user. Cached content is considered valid only if the content has not exceeded its time-to-live (TTL) settings. These settings are based on a percentage of content age—that is, the amount of time that has passed since the cached Web content was last used. You can use cache rules to establish the what this percentage will be for both upper and lower TTL boundaries. You can also base the rules on the protocol by which the content is downloaded, establishing one set of TTL settings for content downloaded using the HTTP protocol and a different set for content downloaded using the FTP protocol.

In addition, you can configure cache rules to ensure that certain content is never cached—that requests for that content are always routed to the Internet Web server. This approach is commonly used for sites that update content very frequently.

Web Proxy Chaining and Routing

ISA Server 2004 supports two powerful methods for connecting Web-caching servers:

Web proxy chaining (also known as hierarchical caching) 

Web proxy routing  (also known as distributed caching)

Web-Proxy Chaining

Web-proxy chaining occurs between “upstream” and “downstream” Web-caching servers. Web clients first send requests for Web content to a downstream Web-caching server. If the downstream server doesn’t have the requested material in its cache, it forwards the request to an upstream Web-caching server. Web-proxy chaining is also referred to as hierarchical caching, with Web-caching servers closer to the Internet considered to be higher up in the hierarchy than those further down the chain.

With ISA Server 2004, you can connect multiple Web-caching servers to create a Web-proxy chain consisting of several upstream and downstream computers. ISA Server 2004 will forward a request for content through the chain—first through all the upstream computers and then through all the downstream computers—until it finds the content in the Web cache of one of the servers. For example, you could configure an ISA Server 2004 machine in a branch office to respond to a user’s request for Web content by first looking in the branch server’s Web cache. If it finds the requested Web content there, it will return it to the user; otherwise, it will forward the request to the upstream Web-caching server at the main office. Figure 4 depicts how Web-proxy chaining works in this branch office/main office scenario:

1. The user’s request for Web content goes to the Web-caching server at the branch office.

2. If that server contains a valid version of the Web content in its cache, it returns the content to the user.
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Figure 4: Web-proxy chaining between a branch-office 
and main-office Web-caching server

3. If it does not contain a valid version of the content, it forwards the request to the upstream Web-caching server at the main office. 

4. If the upstream Web -caching server has a valid copy of the requested content in cache, it returns the content to the branch-office Web-caching server. That server places the content in its own Web cache and then returns the content to the user who requested it.

5. If the upstream Web-caching server does not contain the requested content in its cache, it forwards the request to the Web server on the Internet.

6. The Internet Web server returns the requested content to the main-office Web-caching server, which places the content in its cache.

7. The main-office server then returns the content to the branch-office Web-caching server, which places the content in its cache.

8. The branch office server then returns the content from its cache to the user who requested it.

You can see from this example that Web-proxy chaining brings Web content closer to the user at multiple levels. The Web-caching servers further up in the hierarchy (that is, the upstream servers) have more content in their Web cache than those lower in the hierarchy (the downstream servers), increasing the likelihood that the user’s local Web-caching server will be able to obtain cached content without requiring a connection to an Internet server.

Web Proxy Routing

Web proxy routing enables you to conditionally route requests based on their destination. For example, suppose a U.S. organization with a branch office in the United Kingdom (UK) sets up ISA Server 2004 at that office, connected to a UK-based ISP. You can create a Web proxy routing rule on the branch-office server that directs requests for Internet hosts in the UK through the local ISP connection and sends all other requests to the ISA Server 2004 firewall at the company’s main office in the United States. In this way, the downstream ISA Server 2004 computer at the branch office can benefit from the ISA Server 2004 cache at headquarters as well as its own cache of Web content retrieved from the local ISP.

Figure 5 depicts how Web routing rules work in this scenario:

1. A client on the branch-office network in the UK issues a request for a resource at www.domain.us. The ISA Server 2004 firewall routes this request to the main office in the U.S.

2. The main-office ISA Server 2004 firewall forwards the request to the Web site, also located in the U.S.
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Figure 5: Example of Web-proxy routing from a branch office to a main office
3. A user on the branch-office network in the UK issues a request for a resource at www.domain.co.uk. ISA Server 2004 routes this request to the Web server located in the UK through the local ISP.

Transparent Caching

For Web caching in ISA Server 2004 to work, requests for Web content have to be sent to the Web-caching server. Ordinarily, that would mean that the Web clients would need to know the name or IP address of the Web-caching server. However, it’s possible to configure Web clients transparently to eliminate the need to manually configure each client’s browser to send Web content requests to the ISA Server 2004 firewall.

ISA Server 2004 enables firewall administrators to set up transparent access to the ISA Server 2004 Web cache using one or more of the following methods:

· DHCP

· DNS

· Group policy

· The Internet Explorer administration kit

· Default gateway assignment

· Firewall client installation

These approaches are simpler and more cost-effective than caching protocols that require “off box” solutions and router-based port redirection—yet they provide the same degree of transparency for accessing and caching Web content.

Advantages of an Integrated Firewall and Web Caching Server

There are several reasons to choose an integrated firewall and Web-caching solution:

· Unified management interface. Having an integrated firewall and Web-caching solution with a single, unified management interface simplifies management of the firewall and Web-caching components and minimizes the risk of misconfiguring them.

· Lower overhead and reduced network traffic. Web-caching protocols that require additional network devices to offload the caching process can increase the number of retransmits required to access Web content, resulting in greater protocol overhead and an increase in overall network traffic. ISA Server 2004 requires no additional network devices, thereby reducing both protocol overhead and network traffic.

· Fewer points of failure. With off-box solutions, users can lose access to cached content—and potentially to all Web content—if the dedicated Web-caching device develops problems or loses connectivity to the router. 

· Greater scalability. Caching methods that require dedicated, off-box caching devices require organizations to purchase multiple caching devices in order to scale-out. In contrast, you can scale out ISA Server 2004 simply by adding CARP array members. With this approach, you not only gain increased cache capacity but also additional firewall resources that can provide load balancing and failover for Internet access in general

These are just a few reasons why an ISA Server 2004 integrated firewall and Web-caching solution is a good choice for any Internet-connected organization. 

Caching Scenario

Web-Proxy Chaining for Branch Offices

Internet Connected Company, Inc. is an Internet marketing firm with its main office in Dallas, Texas, and three small sales offices located in Houston, San Antonio, and Austin. The main office has 500 employees; each of the three branch offices has approximately 50 employees. The branch offices connect to headquarters through 768K DSL links. The main office connects to the Internet with a 1.54MB T1 link. The company uses the Internet for research on industry Web sites and for sending and receiving business-related e-mail.  

Employees in the sales offices commonly research the same Web sites for their marketing projects. To help reduce the traffic on both branch-office and main-office Internet links, the company installs an ISA Server 2004 firewall and Web-caching server in each branch office. It also creates scheduled content download jobs for important industry Web sites at each of the branch office sites and configures these downloads to take place during times when employees are not in the offices. 

In addition, the company installs ISA Server 2004t the main office, sets up a Web proxy chaining relationship between servers in the main and branch offices, and enables active caching at all locations.

The branch offices now have the Web content they require stored on their local Web-caching machines, reducing traffic on the DSL links connecting them to the main office. In addition, the main office also has the same content contained in its cache. Because Active Caching is enabled, branch-office users can benefit from the fresh Web content contained in the main office cache.

Conclusion

ISA Server 2004 provides a rich set of Web-caching capabilities, in addition to its enterprise-level firewall and VPN capabilities. The solution also offers ease of management, with a centralized administrative interface that enables administrators to monitor and configure all ISA Server 2004 computers in their organization from a single desktop.  

The Web caching abilities in ISA Server 2004 enable the firewall administrator to customize both what content should be cached and not cached and how cached content is delivered to users. Features such as active caching, the ability to schedule content download jobs, support for Web routing rules, and transparent caching simplify the administrator’s job while also improving the user’s experience. 

As an enterprise-class firewall, ISA Server 2004 supports comprehensive control of all infor​mation that passes through the server. It can inspect all Web traffic and forward or reject it based on a wide range of criteria, including who sent it, where it is going, and what application is sending or receiving it. Administrators can even extend the criteria to include specific rules, such as those relating to schedules or keywords. The firewall features of ISA Server 2004 are ideal not only for protecting the perimeter of an organization’s network, but also for securing key portions of the private, internal network.
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