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Introduction: This white paper examines the main reasons why customers might not want to implement Oracle Real Application Clusters (RAC) in their database solutions. This paper also describes common database scenarios where a Microsoft SQL Server may provide a better solution than Oracle RAC and explains some of the common myths or misunderstandings about Oracle RAC. The reader should have a working knowledge of Oracle RAC and Microsoft SQL Server concepts and features.
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[bookmark: _Toc231348592]Executive Summary
Oracle Real Application Clusters (RAC) and its predecessor, Oracle Parallel Server (OPS), have been available for more than 15 years, since OPS first appeared in 1992 as part of the Oracle 7 release. Although RAC provides Oracle with significant revenue, very few customers have chosen to deploy Oracle RAC in a production environment. This fact was recognized by Charles E. Phillips, Jr., co-president of Oracle, who stated in Oracle’s quarterly earnings conference call , on March 18, 2009, that Oracle RAC makes up:
“… a small percentage of the install base. It’s a high-value product and it’s a significant revenue but it’s a small percentage of the individual customers that are out there.”
The reason behind the low take-up probably lies in the combination of high purchase cost and the complexity involved in the deployment, management, and troubleshooting of Oracle RAC. 
In the current economic climate, where value for money is paramount and IT budgets are being cut, the Microsoft® SQL Server® database program represents a wiser investment because it can meet the same requirements as an equivalent Oracle RAC installation at a much lower cost. The lower cost is achievable due to advances in hardware technology that make it possible to meet the resource requirements of most applications by using commodity hardware, such as multi-core CPUs. For example, the upcoming Intel Nehalem 8-core chip delivered impressive performance results in a recent industry SAP benchmark that used SQL Server 2008 and scale-up technology. Customers who purchase SQL Server can take advantage of commodity hardware like this to make significant savings, because SQL Server pricing is based on the number of CPU sockets used rather than on the number of individual cores. For more information, customers should contact their Microsoft representative, who can perform a SQL Server technology evaluation.
[bookmark: _Toc231348593]The Cost of Oracle RAC
Choosing the right database technology is a crucial decision for all organizations, because the product that a company chooses will play an important role in that company’s ability to react to changes in the market. This is particularly important when companies are operating in challenging economic conditions, as is currently the case. SQL Server–based solutions compare very favorably with Oracle RAC–based solutions not only in terms of value for money, but also in terms of features and performance. 
Table 1 compares recovery times for SQL Server high-availability technologies and Oracle RAC and shows that SQL Server and Oracle RAC deliver almost the same recovery time. Therefore, choosing the lower-cost SQL Server solution does not mean that you must compromise on performance. 

	Technology
	Recovery time (approximate)

	Oracle RAC
	30 – 60 seconds*

	SQL Server Database Mirroring
	<45 seconds 

	SQL Server Failover Clustering
	Minutes


*According to the Oracle OpenWorld 2005 presentation entitled Oracle RAC Best Practice on out-of-the-box failover times for Oracle RAC.
Table 1: Comparison of SQL Server and Oracle RAC recovery times

Oracle RAC implementations can require a significant investment in both software and hardware. To implement Oracle RAC successfully, customers must follow Oracle’s Maximum Availability Architecture (MAA) guidance, which recommends using the same configuration in Quality Assurance (QA), Production, and Disaster Recovery (DR) environments, coupled with using the Active Data Guard option to ensure high availability between Production and DR. This configuration requires the customer to purchase additional licenses for Oracle RAC in the QA and DR environments as well as for Active Data Guard. In addition to that, special certified interconnect switches are required to implement Cache Fusion and Infiniband switches are frequently required to handle the high traffic load in the interconnect, often with redundant switches for high-availability. These requirements increase the cost of implementing Oracle RAC significantly. Table 2 compares SQL Server and Oracle RAC software processor costs. Prices are for two nodes in a production environment, and they do not include the costs for the QA and DR environments (each node is two CPU quad-core computers). Pricing is based on the public price list for SQL Server Enterprise and Oracle RAC.
The cost of the Oracle solution will be considerably higher if you factor in the QA and DR environments, for which Oracle recommends Active Data Guard (at a cost of USD 5.8K per processor) and an exact replica of the Oracle RAC implementation. 
	Component
	SQL Server solution
	Oracle RAC solution

	Core database
	USD 100K
	USD 380K

	High availability option
	Included at no extra cost
	USD 184K

	Total
	USD 100K
	USD 564K



Table 2: Cost comparison for SQL Server Enterprise and Oracle RAC
An Oracle RAC solution can cost five times more than an equivalent SQL Server solution that satisfies the same requirements, but does the Oracle RAC solution provide five times better performance, scalability, and high availability than SQL Server? Customers should evaluate SQL Server against Oracle RAC to see for themselves how they can make real savings.
[bookmark: _Toc231348594]Low Adoption of Oracle RAC in Production Environments
In the 15 years that Oracle RAC and its predecessor, Oracle Parallel Server, have been available, Oracle has added features, made improvements, and engaged in multiple marketing campaigns to promote adoption of the product. Despite this, however, very few customers (3-5 percent of all Oracle customers) have deployed the technology after evaluation:
· According to Oracle, the total number of Oracle database customers worldwide is 280,000.
· According to Oracle, the total number of production Oracle RAC customers worldwide is 8,400 (3 percent).
· According to Gartner, the total number of production Oracle RAC customers worldwide is 15,000 (5 percent).
Part of the reason for the relatively low adoption of Oracle RAC is cost, but other possible reasons include the complexity of deploying, managing, and troubleshooting the product, and the fact that Oracle RAC is not suitable for deployment in many scenarios (see the next section of this paper.) Whatever the reasons, the low adoption figures strongly suggest that when customers evaluate Oracle RAC, the majority decide that the costs substantially outweigh the benefits.
[bookmark: _Toc231348595]Limitations of Oracle RAC in Specific Scenarios
This section of the paper examines common database deployment scenarios, outlines the main reasons why Oracle RAC may not be suitable for each scenario, and shows how you can use SQL Server to achieve your objectives. 
[bookmark: _Toc231348596]Local High Availability
Local high availability (HA) scenarios usually involve maintaining one or more redundant computers or nodes that are capable of taking over the provision of database services when one or more active computers or nodes fail. Usually the HA system detects hardware or software faults and can immediately transfer all of the services to the standby server without administrative intervention, a process that is known as failover.
Oracle RAC may not be a good solution for a HA scenario because it is known to have a stability issue when implemented in Linux environments, where nodes can be randomly evicted from the cluster. This instability creates an additional downtime risk for customers and adds an extra burden for database administrators (DBAs), because they must install Oracle’s additional monitoring tool to monitor the RAC cluster more closely. Oracle RAC also uses many shared components, such as processes (cluster-ready services) and hardware (voting disk and SAN), that represent a single point of failure. If any component fails, the entire cluster will fail. It is also important to note that, according to Oracle’s HA best practices, applying non-rolling upgradable patches, patchsets, and release upgrades to Oracle RAC almost always requires the suspension of the entire cluster, which incurs downtime, or requires failover to a secondary site.
[bookmark: _Toc231348597]SQL Server Solution for Local High-Availability
In contrast to Oracle RAC, SQL Server provides a very stable failover clustering mechanism and can support up to 16 nodes. SQL Server provides server-level redundancy on a certified Microsoft Cluster Services configuration and enables seamless failover capabilities, in the event of a CPU, memory, or other non-storage hardware failure, by sharing disk access between nodes and automatically restarting SQL Server on a working node. 
You can also use SQL Server database mirroring to provide complete database redundancy, automatic client redirection, and automatic recovery from database page corruption. Database mirroring is an extremely cost-effective solution because it does not require proprietary hardware.
The Windows Server® 2008 R2 operating system includes a new technology, called Cluster Shared Volume, which enables multiple nodes in the same failover cluster to concurrently access the same shared logical unit number (LUN). Concurrent access to the same LUN greatly improves fault tolerance and enables any node to maintain connectivity to the shared disk by using dynamic I/O redirection. HA that uses virtualization is also greatly improved by enabling live migration of virtual machines from one node to another node in the event of server failure, without any interruption of service.
[bookmark: _Toc231348598]Scale-out OLTP Applications
This section of this paper examines the scenario of scale-out online transaction processing (OLTP) applications. Scaling up usually refers to the process of adding resources to a tier so that the tier can handle increased workloads. Scale-out increases the processing power of a system that is designed in a modular fashion, such as a cluster of computers, by adding one or more additional computers (also called nodes) to the system. Scale-out usually has some initial hardware cost advantages—for example, eight four-processor servers generally cost less than one 32-processor server—but this advantage is often negated when licensing and maintenance costs are taken into account.
Oracle RAC may not be an ideal solution for scale-out OLTP scenarios because it is not well-suited to performing database operations, such as bulk load, long-running transactions, and handling high-frequency update applications, because these operations require a large buffer. Overall performance suffers in these situations because Oracle RAC needs to transfer large amounts of buffer data among the nodes through the interconnect. Applications that make substantial use of serialization (such as Oracle’s sequence request and index update) also suffer because nodes must wait until operations complete on other nodes before they can continue, and such operations cannot therefore be scalable. According to the Oracle OpenWorld presentation, customers need to redesign their applications to use hash partitioning to mitigate this issue. Furthermore, Oracle RAC best practice says that it cannot make a non-scalable application scale, and suggests using data partitioning to minimize the traffic inside the interconnect. SQL Server takes the same approach to this problem through its Data Dependent Routing (DDR) feature; however , unlike Oracle RAC implementations of DDR, this feature comes at no extra cost to the SQL Server customer. Finally, Oracle documentation states that an application will not scale on Oracle RAC if it does not scale on a symmetric multiprocessing (SMP) system.
[bookmark: _Toc231348599]SQL Server Solution for Scale-out OLTP Applications
SQL Server provides a technology called distributed partitioned view (DPV), which adds scale-out capability to the database tier. This implementation is designed for high-end OLTP applications that are update intensive. 
SQL Server provides DDR, an architecture where the data is partitioned among databases. In this architecture, SQL Server can find the data that it needs. DDR requires a data layer that locates and accesses data entities from the databases where the data are stored. DDR solutions are designed for high transaction volumes, and this technology is the best solution for applications that require very high update frequencies. 
[bookmark: _Toc231348600]Data Warehouse Applications
Data warehouses typically contain data that is pulled from multiple data sources to facilitate decision support systems, such as reporting, data analysis, and business intelligence solutions. Data warehouse applications are quite different from traditional OLTP applications, because they handle mostly read-only queries that involve table-scan operations and joined multiple large tables, and they frequently return large datasets.
The problems that Oracle RAC has in scale-out OLTP scenarios are amplified in data warehouse scenarios because large dataset queries, such as table-scans, place an even greater strain on the interconnect. The inter-node parallel query on a RAC cluster system has a very high overhead because the parallel query coordinator must communicate with the slave processes over the network, and large table results must be transferred across the interconnect bus.
[bookmark: _Toc231348601]SQL Server Solution for Data Warehouse Applications
You can use DPVs to add scale-out capability by transparently partitioning the data across a group of servers. Combining table partitioning and distributed partitioned views also makes the regular maintenance operations in very large databases, such as backups, index, and table statistics maintenance, much easier to administer.
SQL Server also provides the Fast Track Data Warehouse reference architectures to accelerate the process of deploying SQL Server data warehouses. Reference architectures from HP, Dell, and Bull help to reduce costs, save time, and reduce risk with reliable, pre-tested hardware configurations and best practices for data warehousing.
SQL Server 2008 R2 will include even greater scalability functionality, providing the ability to scale the size and performance of a data warehouse to meet growing business intelligence expectations. It uses the concept of Massively Parallel Processing (MPP) to dramatically accelerate performance and scalability while operating on industry standard hardware to keep the costs low. MPP has built-in component redundancy at all levels so there is no single point of failure.
[bookmark: _Toc231348602]Consolidation
Consolidation is the act of gathering applications from multiple physical locations to a single location, which results in better use of the available hardware capacity. Consolidation can be achieved either by installing all of the applications onto a single physical computer or by creating multiple “virtual” computers on one physical set of hardware. Because modern servers can handle significantly greater workloads, it is now possible to consolidate servers without sacrificing performance or availability. Through consolidation, the costs associated with buying and maintaining servers are reduced and administration is made more efficient, which in turn yields further savings.
Once again, the limitations of Oracle RAC mean that it may not be the best solution for consolidation scenarios. Customers usually prefer a dedicated system for tier-1 applications because they are the most important and have the highest availability requirements. However, in a consolidation scenario, customers usually host multiple tier-2 applications that use smaller databases, have fewer concurrent users, and handle fewer transactions compared to tier-1 applications. The purchase of very expensive technology, such as Oracle RAC, to host tier-2 applications like these seems to be unnecessary, and it is not the greatest investment choice for customers. Furthermore, the additional management complexity of consolidation, on top of the already very complex management of Oracle RAC, makes the solution even more difficult to administer.
[bookmark: _Toc231348603]SQL Server Solution in Consolidation
SQL Server provides many technologies that facilitate server consolidation. The simplest approach is to use a single instance of SQL Server with multiple databases. This approach is suitable when all of your databases have similar security, manageability, and compatibility requirements, and your hardware can provide the required level of performance and scalability for the workloads that are generated in all of the databases. 
In situations where you have databases with different security, manageability, or compatibility requirements, you can isolate your databases by running multiple instances of SQL Server concurrently on a single server. Another extension of this approach is to host the instances of SQL Server in an N+1 cluster. With this method, you would have additional failover capability available in the event of server failure.
For complete isolation at the operating system level, you can use a virtualization technology, such as the Windows® Hyper-V® technology, to host multiple virtual database servers on a single physical server. This approach enables you to achieve a very good level of isolation between databases with different workloads, security requirements, manageability requirements, or compatibility requirements. It also simplifies your network infrastructure.
SQL Server 2008 R2 will have the ability to perform both application and multi-server management. The ability to centrally manage applications and instances and have greater insights into resource utilization will enable organizations to optimize their hardware investments and to manage large-scale deployments more efficiently. This collection of features will give customers the ability to consolidate more of their data sources while maintaining similar or improved performance and scalability.
[bookmark: _Toc231348604]Common Myths and Misunderstandings about Oracle RAC
Because of the extensive product marketing by Oracle, many customers have misunderstandings about the real capabilities and limitations of Oracle RAC. Some of the common myths about Oracle RAC are listed below, together with explanations to counterbalance the myths: 
· Myth: Oracle RAC has 100 percent availability and no failover downtime. According to the Oracle OpenWorld 2005 presentation on Oracle RAC best practices, the failover time for Oracle RAC out-of-the-box is around 30-60 seconds, depending on configuration and workload. So, when an Oracle RAC node fails, the cluster needs some recovery time to perform rebalancing processes, including the following:
· Redistributing resource management to the surviving nodes
· Recovering database blocks by reading the redo log of the failed node
· Collecting all of the database blocks that need to be recovered 
· Performing the first step of the database recovery process (called ‘rolling forward’), in which all of the collected redo logs are applied to the database
· Performing the second step of the database recovery process (called ‘undo’), in which all of the uncommitted transactions are applied to the database 
It is important to note that the Oracle RAC cluster is suspended during most of the rebalancing process. In fact, to achieve maximum availability, Oracle recommends that customers use Data Guard in addition to Oracle RAC.
· Myth: Oracle RAC has gone mainstream. Gartner recently published a report that suggested that Oracle RAC is mainstream. Actually, only a very small percentage (5 percent) of Oracle customers is deploying RAC, even after 15 years of marketing. 

· Myth: Oracle RAC has no maintenance downtime. Although it is possible to perform rolling upgrades with Oracle-certified patches for ‘one-off’ patches, few patches are available for these rolling upgrades. Most updates are available through non-rolling upgradeable patches and patchsets, which require downtime. However, very few Oracle DBAs patch their database using one-off patches, but use patchsets, and so incur downtime. To achieve maximum availability, Oracle again recommends the use of Data Guard when applying patchsets in rolling upgrade fashion. It is also important to note that major version upgrades are not supported, according to Oracle’s documentation.

· Myth: Oracle RAC provides linear scale-out. As the number of nodes increases, more cache fusion traffic flows between nodes, so performance degrades. James Morle from Scale Abilities, Ltd tested Oracle RAC in a linear scale-out scenario and found that adding additional Oracle RAC nodes does not provide linear scaling. Oracle provides many ways to tune Oracle RAC by changing the application, and in the best scenario, which uses application tuning such as partitioning, additional nodes achieve 80-90 percent of scalability. However, this approach requires application changes and adds to the complexity of implementation.

· Myth: Any applications will run in Oracle RAC without modification. In reality, according to an Oracle OpenWorld presentation, Oracle RAC Performance Experts Reveal All, any serialization operation adversely affects the performance of the Oracle RAC cluster. For example, Oracle sequence requests and index updates require sequential waiting periods. In other words, this operation can never be scalable, regardless of the number of nodes in the cluster. Therefore, Oracle recommends that customers re-design their applications by using hash partitioning or re-write their applications without using sequences.

· Myth: Oracle RAC overhead is negligible. Oracle RAC adds many processes to the usual database processes that have an associated overhead. James Morle from Scale Abilities, Ltd tested Oracle RAC and discovered that throughput decreased by 18 percent for a single instance database when he added Oracle RAC processes (cluster_database=true), which demonstrates that Oracle RAC overhead is not negligible.

· Myth: Oracle RAC provides failover transparency. According to Oracle documentation, application code must be modified to be able to re-run statements that occurred after the last commit to restore other elements of an active database connection, such as active Data Manipulation Language (DML) transactions and the server-side package state. It is also important to note that Transparent Application Failover works only for SELECT queries and not for INSERT or UPDATE queries.

· Myth: Oracle RAC uses commodity hardware. Although RAC uses Cache Fusion switches and SAN storage, they are not commodity hardware. Furthermore, in order to achieve maximum availability, at least two Cache Fusion switches are required for failover. Note also that certified switches such as Voltaire and a SAN are required for Oracle RAC implementations for different platforms such as Windows, Linux, and Unix. 

· Myth: Oracle RAC will be able to scale my applications more than SMP. In reality, according to the Oracle RAC best practices, applications will not scale on Oracle RAC if they do not scale on SMP, because Oracle RAC cannot make a non-scalable application scale. Scalability is a direct function of the degree of contention introduced by the application for system resources and data. If the application will not scale when moving from a four-processor to an eight-processor SMP configuration, it certainly will not scale going from a single four processor computer to a cluster of two four-way nodes. A similar reference can be found in the Oracle RAC Administration and Deployment Guide 11g Release 1, where it says that if an application does not scale on an SMP system, moving the application to an Oracle RAC database cannot improve performance.

· Myth: Oracle RAC is cheap because Oracle Standard Edition comes with Oracle RAC. Although Oracle Standard Edition comes with Oracle RAC, Standard Edition is positioned as a low-end database management system, and has hardware and scalability limitations. Oracle Standard Edition lacks key features such as compression, partitioning, advanced security, and Active Data Guard. This makes Oracle RAC implementations that use Oracle Standard Edition incomplete and does not allow for support for a DR environment for maximum high-availability.
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