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[bookmark: _Toc254594340]Introduction
A virtual hard disk (VHD) is a file that encapsulates a hard disk image. VHDs can be used in new and interesting ways. VHDs first were created to be the storage media for virtual machines (VMs).  Today, VHDs are used to ship trial versions of software, used in backup solutions, used for bug triage (e.g. customers can convert a physical disk to virtual and share it), and even used to store multiple boot environments.  VHDs are a very flexible storage container and are not tied to any single file system format.  Since June 2005, Microsoft has made the VHD Image Format Specification available to third parties under the Microsoft Open Specification Promise (OSP).
Microsoft began using VHD technology in Microsoft Virtual PC around 2003, and then continued its use in Microsoft Virtual Server release in 2005. The next major release happened as part of Hyper-V in Windows Server 2008.  Currently VHD support is made as part of Windows Server 2008 R2 and high-end client SKUs of Windows 7.  VHDs were limited to use by virtual machines running in Virtual PC/Virtual Server/Hyper-V and loopback mounting of VHDs in the parent partition sometimes referred to as the management operating system.  The integration of VHD support into the operating system was drastically improved in Windows Server 2008 R2 which added native support.  Native support means the technology is integrated into the operating system and no longer requires a virtualization solution such as Hyper-V to be available.  Native support added the following features:
· boot from VHD
· integrated support for attaching and detaching VHDs via inbox APIs (virtdisk.dll) and the “Disk Management” control panel (diskmgmt.msc or command line tool DiskPart (“attaching” is the term used to describe the action of mounting a VHD so it can be used by Windows directly, or as a disk in the guest operating system of a  virtual machine).
· attaching VHDs from inside VHDs, and many performance improvements.  

There are three VHD formats each with different performance characteristics.   The three formats of VHD are fixed, dynamic and differencing.  
VHD Size
On disk storage space needed
Fixed Sized Virtual Hard Disk


A fixed sized VHD uses a file in which the space to store the file is allocated on the physical storage when the virtual hard disk is created. The file size is the same as the size specified for the virtual hard disk. As their name implies, fixed sized VHDs occupy the same space on the underlying physical storage device as their specified size. However, once a fixed sized VHD is created, the size can be increased when the disk is offline by editing the disk to expand it. Reducing the size is not supported.  Because the physical storage required for a fixed size VHD is allocated when the VHD is created, there is a better chance at optimal placement and organization on-disk which yields the best performance.  The disadvantage is the space is committed even if it is not used.

VHD Size
On disk storage space needed
Dynamically Expanding Virtual Hard Disk



A dynamically expanding VHD is a file that at any given time is as large as the actual data written to it plus the size of on-disk meta-data. Dynamically expanding disks are useful because they do not require all the storage needed to contain the maximum size of the disk to be reserved up front.  The VHD file starts quite small (e.g. 42KB is a typical physical size of an empty 20GB disk) and grows as new blocks in the disk are used.  There are a number of optimizations around dynamically expanding disks that improve performance; however, in general their read/write performance is slower than fixed disks.  One optimization is the selection of data block size which can be either 512KB or 2MB; another is skipping allocation of all-zero blocks.

VHD Size
On disk storage space needed
Differencing Virtual Hard Disk
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A differencing VHD is a file representing the current state of the virtual hard disk as a set of modified blocks in comparison to a parent virtual hard disk.  Differencing VHDs can be associated with either a fixed sized or dynamically expanding VHD.  Differencing VHDs can also be associated with another differencing VHD but they cannot be associated with a physical disk.  Differencing VHDs are used to prevent changes from being made in their parent VHD to which they are applied and are used to implement a number of additional features.  In Hyper-V, differencing VHDs are also created automatically whenever snapshots are taken of a virtual machine. Note differencing VHDs used for snapshot purpose are named with an AVHD file extension to help users easily distinguish them from regular differencing VHDs. Differencing VHDs may also be used to deploy a “golden” or “master” image, because you can associate multiple differencing VHDs to one parent VHD. Some disadvantages of differencing VHDs are increased caching needs and the inability to grow or shrink the VHD size.  You can however compact differencing VHDs to reclaim physical space usage.
There are several important limitations for VHDs: 
· VHDs can be mounted only on NTFS volumes (although you can still save a VHD file on FAT/FAT32 assuming the maximum file size limit is not violated).  For example, if you have a differencing VHD chain, then every VHD along the chain must sit on an NTFS volume to make VHD attaching work.
· VHDs cannot be mounted within a compressed folder in Windows Server 2008 R2.  This was possible in  Hyper-V role in Windows Server 2008, but this capability was explicitly blocked in the Hyper-V role in Windows Server 2008 R2 since the compressed file size limit is relatively small. A dynamically expandable VHD can easily outgrow that limit and get corrupted.
· In addition to the maximum file size of NTFS, dynamic or difference VHDs cannot exceed 2040GB. The reason for the 2040G limit is the length of each Block Allocation Table entry is set to 4 Bytes and the maximum valid value is 0xFFFFFFFE (0xFFFFFFFF means an unused entry). If you multiply that value by 512B sector size and then subtract the overhead of on disk meta-data structures, 2040G will be the maximum size of dynamically or differencing VHDs.

The remainder of this paper is focused on giving in-depth performance data on Virtual Hard Disks.  Comparisons are generally made between native, Window Server 2008 and Windows Server 2008 R2.  When comparing Windows Server 2008 and Window Server 2008 R2, no virtual machines are used unless explicitly stated.  The goal of this paper is to look at virtual hard disk performance and not Hyper-V performance.
[bookmark: _Toc254594341]Performance Measurement Methodologies
[bookmark: _Toc254594342]Test Details
Storage performance testing is the science used to determine the characteristics of storage I/O subsystem. The performance results are always related to certain software and hardware platform settings within a controlled experimental environment. We take into consideration the following factors and assumptions to make meaningful VHD performance measurements and comparisons which are crucial to obtain valid conclusions.
[bookmark: _Ref252826028][bookmark: _Toc254594343]Choice of Targets: Raw Disk vs. Regular File vs. VHD
We use raw disk (aka physical disk or bare-metal disk) and raw file (i.e. a normal non-VHD file) to compare with native VHD performance results. The benefits of adding these two baselines can help us quickly determine if a performance issue or performance improvement is solely VHD-related or comes from other Windows components.
· A raw disk provides direct access to the storage media instead of through its file system and is considered the thinnest layer in terms of sending I/Os down to the disk. This can give us a good estimation of what the maximum throughput and minimum CPU cycles a VHD can achieve. Occasionally a raw disk does not give the best performance due to additional optimization (e.g. I/O batching) done by other layers, but so far it has been proved a sound guard for sanity validation purposes. 
· A raw file shares the common I/O paths with a VHD file except those added by the VHD driver stack. By comparing a VHD with a raw file, we can find out how much overhead the VHD adds on top of a raw file. Ideally we want a VHD performance to be on-par with a raw file for the major performance metrics.
[bookmark: _Toc254594344]Windows hypervisor impact on performance measurement
In Windows Server 2008 R2, VHD support is native to the operating system and does not depend on the presence of the Windows hypervisor.  From a throughput perspective, the impact of the Windows hypervisor is quite small based on past experimental results. This is mainly due to the fact that performance critical workloads are re-directed to synthetic VMBus channels instead of using the longer emulation path.  To get the most accurate CPU utilization and to focus on native performance, the Windows hypervisor is turned on only during VHD performance measurement in Windows Server 2008 which is required to mount VHDs on a Windows Server 2008 machine while it remains off for all other performance testing scenarios.
[bookmark: _Ref252826044][bookmark: _Toc254594345]Choice of Workloads
We used two types of performance workloads. The advantage of these workloads is that they are neutral to operating systems and underlying storage platforms.  This makes it easier to compare VHD with other virtual disk formats.
· Monolithic I/O-Based Workloads
The workloads here consist of single type of I/O. We have been using these monolithic types of I/O workloads since they are relatively simple and quick to configure and run, and give a good baseline figure to easily identify the impact of changes during the development cycle. 
	Sequential Reads & Writes
	4K
	64K
	256K
	1M

	Random Reads & Writes
	4K
	8K
	32K
	64K



The two overlapping I/O sizes (4K/64K) here also give us another opportunity to compare the performance of sequential I/O with random ones.  
· Application-Based Workloads
We picked some of most commonly used server workloads to simulate enterprise customer scenarios. They are well-recognized by the storage community and adopted by the industry.

	Workload Category
	I/O Size
	Percentage of READ vs. WRITE
	Percentage of RANDOM vs. SEQUENTIAL

	Web File Server
	4KB
	95% RD vs. 5% WR
	75% RAND vs. 25%  SEQ

	Web File Server
	8KB
	95% RD vs. 5% WR
	75% RAND vs. 25%  SEQ

	Web File Server
	64KB
	95% RD vs. 5% WR
	75% RAND vs. 25%  SEQ

	Decision Support System DB
	1MB
	READ
	RANDOM

	Media Streaming
	64KB
	98% RD vs. 2% WR
	SEQUENTIAL

	SQL Server Log
	64KB
	WRITE
	SEQUENTIAL

	OS Paging
	64KB
	90% RD vs. 10% WR
	SEQUENTIAL

	Web Server Log
	8KB
	WRITE
	SEQUENTIAL

	OLTP DB
	8KB
	70% RD vs. 30% WR
	RANDOM

	Exchange Server
	4KB
	67% RD vs. 33% WR
	RANDOM

	Workstation
	8KB
	80% RD vs. 20% WR
	80% RAND vs. 20% SEQ

	Video on Demand
	512KB
	READ
	RANDOM


                
· I/O Queue Depth: 1 to 256
Measuring I/O performance with various queue depths is another key to scrutinizing how native VHD performs with underlying platforms, e.g. how quickly we can hit the saturation point. It can also help determine how efficiently the native VHD driver stack handles outstanding I/Os as the queue depth increases.  In addition, it can help us determine if there are any hidden performance issues when a certain pattern is not observed in the results. For example, before the target is saturated, generally we should see the throughput increase as more outstanding I/Os are issued. 
[bookmark: _Ref252826049][bookmark: _Toc254594346]Choice of Performance Metrics
Two major performance metrics are considered in this report: throughput and latency.
Throughput is measured either in terms of I/Os per second (IOPS) or megabyte per second (MBPs). Typically under a monolithic I/O workload, for small sized I/Os, we intend to use IOPS while reserving MBPS for larger sized I/Os.  For Application based workloads, we use IOPS exclusively for performance comparisons. Higher throughput means better performance.
Latency (average I/O response time) is measured in terms of milliseconds. Combined with throughput, we can use latency to easily identify the storage saturation point when throughput gets flat and latency keeps going up.  Lower latency means shorter response time and better performance.
[bookmark: _Ref252826054][bookmark: _Toc254594347]Choice of Target File Size
Since we’re comparing raw disk vs. raw file vs. VHD, it becomes necessary to set preferred size to be equal or very close to each other to make such type of comparison meaningful.
· Random performance is largely impacted by the target size.
· Minimizing the performance impact of the on-disk layout for files is another concern (i.e. there can be a performance gap between an outer track of a physical disk drive and an inner track).  Creating a large file to occupy the entire disk guarantees a consistent disk layout.
· Minimizing the impact of hardware caches (depending on the RAM size) is also important so the entire file cannot be easily fit or pre-fetched into the cache to get false performance results.
[bookmark: _Toc254594348][bookmark: _Ref252826059]Choice of Data Block Size
The default data block size for dynamically expanding and differencing VHDs changed from 512KB in Windows Server 2008 to 2MB in Windows Server 2008 R2.  We made the change in default block size based on extensive testing across numerous scenarios.  Based on our experimental results we found 2MB to be a better default.  This does not mean it is better for all scenarios and in particular there are some simple primitive tests where 512KB is a better choice.  However the primitive tests are generally not representative of what real workloads do.
This leads to the question when comparing Windows Server 2008 and Windows Server 2008 R2 if we should use the default setting or use the same block size in all tests.  We chose to use the default because this is the finely tuned parameter and we want to compare the out-of-box performance because this is what most users will experience.
[bookmark: _Toc254594349]Choice of VHD Attach Mode
The goal of this report is to focus on VHD driver stack performance and treat VHDs just like regular disk drives. Measuring VHD performance directly on parent partition has the following benefits:
· Only VHD related components are involved. No Hyper-V storage stack is needed.
· The performance results are comparable to a raw file sitting on top of physical file system.
· The performance impact of a guest operating system is eliminated.

Unless indicated otherwise, the VHD being tested is attached as a loopback drive on the parent partition, and then the loopback drive is used as a raw disk during the performance measurement process (just like how we measure the performance of a physical drive). We use virtual machine mode when there is a need to compare performance between the parent partition and a virtual machine.
[bookmark: _Toc254594350]Reducing variation in measurements
In reality, an enterprise server may be engaged in many computing activities simultaneously when dealing with the disk I/O subsystem. To minimize any interference from other applications and get accurate performance results, we take explicit action to reduce the overhead of other applications and services. For example, if we leave Hyper-V Manager open during I/O performance measurement within VM, Hyper-V Manager will periodically communicate with the VM to get the screen contents update. This can produce skewed results varying the accuracy by as much as 5 to 10%.
[bookmark: _Toc254594351]Test tools
IOMeter is a popular I/O benchmarking tool in storage community and it is also the tool used to measure native VHD performance. Here are the major IOMeter settings being used in this report:
· Version: 2008-06-22RC2(x64)
· Ramp-up Time: 30 sec
· Test Run Time: 60 sec
· Number of IOMeter Worker: 1
· I/O Alignment Size: Sector(512B)
[bookmark: _Toc254594352]Server Platform and Operating System
We used an Intel Nehalem-EP server with dual quad-core (2128MHZ) processors, 6GB RAM with NUMA enabled and a 1TB SATA RAID0 based system drive.  Windows Server Enterprise 2008 (x64) and Windows Server Enterprise 2008 R2 (x64) are operating systems were used for all performance experiments.
[bookmark: _Toc254594353]Storage Platform Settings
To simplify the performance measurement environment, we used Direct–Attached Storage (DAS) from Dell as our target.  DAS is not as common as SAN under enterprise scenarios. However, DAS typically has fewer performance factors (e.g. block size, thin provisioning, de-duplication etc.) to get involved so we can purely focus on software stack performance and eliminate platform dependent factors as far as possible. The performance results collected on DAS are generally more sustainable due to the similar reasons. Certain features existing in SAN environment may impact actual VHD performance results. For example, you may see performance penalties caused by misalignment of dynamic VHDs on certain type of SANs which may not show up on a DAS platform
Here are the general settings:
[bookmark: _Toc254594354]Storage Platform Hardware Settings
· Enclosure: Dell PowerVault MD1000
· Capable of holding up to 15 3.5” drives without expansion
· Single path without built-in RAID controller cards

· Hard Disk Drives: Seagate Cheetah SAS Drive (Quantity:15)
· Model: ST3146356SS 
· 15000 RPM, 3.5”, 146GB, 16M Disk Cache
· Sustained data transfer rate for single drive is approximately 160MBps.
· Native physical sector size: 512Bytes

· RAID Controller Card: LSI 8880EM2
· LSI1078 Storage Processor, PowerPC 500MHZ
· Supports 3Gbps SAS/SATA drives
· Supports eight external SAS/SATA ports
· 512MB DDR2 Cache (667MHZ), 
· PCIe x8
· Based on performance measurements, the maximum bandwidth the LSI 8880EM2 (mainly determined by storage processor) can sustain is approximately 1600MBps for reads 700MBps for writes. 
[bookmark: _Toc254594355]Storage Platform Software Settings
· Seagate SAS drive firmware: HS0C
This was the latest firmware available for these drives at the time of publication. 
· RAID Controller firmware: Mega RAID(3.6) 11.0.1-0013
This was the latest firmware published by LSI we could use to flash this RAID controller card and keep it up-to-date.
· LSI Mega SAS Driver
Making sure both Windows Server 2008 R2 and Windows Server 2008 use the same third party mini-port driver is crucial for our performance comparison purpose.
· Windows Server 2008 R2 ships with the latest driver version available inbox at the time of writing, 4.5.0
· Windows Server 2008 ships with version 2.3.0. We were able to upgrade to 4.4.0 and there is no performance difference between 4.4.0 and 4.5.0.

· RAID Array Settings
We used a 15-spindle RAID0 configuration. RAID array properties are detailed below. A 256K stripe unit size was chosen based on internal performance investigations for LSI RAID controller cards. We’re attempting to bypass cache effects along the I/O path by using write-through for disk controller cache and disabling disk drive cache. 
· RAID Level: RAID 0
· Size:2190GB (146GB x 15)
· Stripe Size: 256 KB per disk
· Number Of Drives:15
· Cache Policy: Write Through, Read Ahead, Direct I/O
· Disk Cache Policy: Disabled
Note:  enabling disk cache does bring up additional performance benefits as long as file system flush and disk controller flush frequency are well set. In production environment, we do recommend customers to enable controller cache when a battery backup unit is available.
We chose RAID0 for two reasons:
· RAID0 gives the best performance amongst all RAID levels
· No parity calculation is required, and thus no additional I/Os are generated for each write. This can help simplify performance overhead calculations.
[bookmark: _Toc254594356]VHD Details
The introduction gave an overview description of the different types of VHD.  This section gives more detail on the format and impact on overall performance and usage.  The full VHD specification is available online at http://technet.microsoft.com/en-us/virtualserver/bb676673.aspx .
· Fixed sized VHDs
The file structure of fixed sized VHDs is relatively straightforward. Fixed sized VHDs do not contain any data blocks and they are essentially a flat file plus footer. We recommend using fixed size VHD when performance is the top concern for customers. From an implementation perspective, the VHD driver itself does not impose any file size limitation (except the one from NTFS, i.e. 16TB). In this report, we created a fixed VHD which is about 2040GB, the maximum size supported by Hyper-V Manager UI.
· Dynamically expanding VHDs
Dynamically expanding VHDs can grow dynamically without requiring space allocation up-front. The following table shows the actual physical space occupied by a fully populated 2040GB dynamically expanding VHD. In Windows Server 2008 R2, we changed the default block size from 512KB to 2MB for performance reasons. However, the block size change also has an impact on the actual physical file size. Smaller blocks size means more data blocks are needed for a pre-defined virtual capacity. Thus more space has to be reserved for the Block Allocation Table (4 bytes per entry) and Sector Bit Map (512B regardless of block size for alignment purpose). For example, a 2040GB dynamically expanding VHD in Windows Server 2008 has to reserve 16MB for BAT and 2GB for sector bit maps. From the dynamically expanding VHD perspective, these sector bit maps are really not as useful as they are in a differencing VHD and could be optimized.
	
	2040GB Dynamically Expanding VHD in Windows Server 2008 R2
	2040GB Dynamically Expanding VHD in Windows Server 2008

	VHD Capacity
	2040GB
	2040GB

	Data Blocks within VHD
	1044480
	4177920

	BAT (Block Allocation Table)
	 Approximately 4M(default: 2M/Block)
	 Approximately 16M(default: 512K/Block)

	Sector Bit Maps
 (512B/Block)
	 Approximately 510M
	 Approximately 2G

	Footer/Header
	2K
	2K




· Differencing VHD
A Differencing VHD is very much like the dynamic VHD as they are both dynamically expandable. Their internal structures remain largely the same although runtime interpretation (e.g. sector bitmap) may be different. You can convert a differencing VHD to a dynamic VHD by choosing to merge to a new file. But there are also notable differences between them. For example, you can expand a dynamic VHD (in terms of virtual size) but that is not allowed for differencing VHDs due to the inherent size limitation inherited from the parent. A differencing VHD also requires the presence of its parent to perform I/O activity.
Differencing VHDs are the foundation for Hyper-V VM snapshots and many other customer scenarios (e.g. multiple client images share the same golden parent image). In the previous section, we laid out details about physical space usage for fully populated dynamically expanding VHDs. The Differencing VHD format has added a little bit more overhead in terms of actual physical file size because it has to use built-in parent locators to save the parent path information. The absolute parent locator path within a differencing VHD is set to 512B by default and the relative parent locator path is set to 64KB (this one is indeed optional if there the differencing VHD does not share any common path with the parent [for example when they are located on different volumes]). When the native VHD stack tries to open a differencing VHD, both the differencing and the parent VHD are opened. The parent locator information may get updated when the parent location information is changed. For example, in case the differencing chain is broken, a reconnect operation lets you specify the location of parent and re-establish the link between parent and child.
When accessing differencing VHDs, parent VHDs are opened in read only mode by the driver and the child VHDs are opened in read/write mode so all the changes will stay within the child. However, the VHD format and VHD driver assume that parent VHD will not change and have no inherent protection against that assumption. In other words, it is possible to modify a parent VHD which will corrupt the relationship between it and any child VHDs. A differencing VHD merge into a parent also corrupts all other sibling VHDs not on the merging path regardless of merging success or not. The child and the other siblings may never be made aware of if there are changes made in their parent and results may become unpredictable. 
A differencing chain can consist of one or more VHDs. However, the VHD specification and native VHD driver does not requires the data block size for the entire chain be the same. For best practices, we recommend using 2MB for both the parent and child VHDs to improve performance as the reads to the parent may be impacted due to a smaller block size. For certain scenarios like booting a differencing VHD on a physical machine, the child and parent VHDs must use the same data block size (note that this rule does not apply to booting a Virtual Machine in Hyper-V). In Windows Server 2008 R2, differencing VHDs created via DiskPart or Hyper-V Manager always uses the same data block size as the parent. That means you will get a 512KB differencing VHD instead of the default 2MB even in Windows Server 2008 R2 if that is the data block size of the parent VHD. If parent is a fixed sized VHD, then the default data block size will be always used for the differencing VHD.
During performance experiments, the differencing chain length is set to one, i.e. one parent and one differencing VHD (child). A 2040G dynamically expanding VHD is chosen as the parent and remains unpopulated. We then fully populate the differencing VHD to make it as big as possible on the physical volume.
[bookmark: _Toc254594357]File System and Volume Settings
VHD only works with NTFS and is generally considered as a large file in terms of average file size. In this report, we always chose 64K as the NTFS cluster (Allocation Unit) size for VHD and Non-VHD file performance measurement. That also aligns with SQL Server performance best practices when a large database file is used. All the physical volumes remain clean: a fresh format is performed before creating VHD files to minimize the performance impact of fragmentation.

[bookmark: _Toc254594358]Comparison of Windows Server 2008 and Windows Server 2008 R2 VHD Performance
The following section compares Windows Server 2008 and Windows Server 2008 R2 overall VHD performance.  We look at creation speed, various workloads, impact of queue depth, block size, chain depth and other parameters that impact overall VHD performance.
1. [bookmark: _Toc254594359]Fixed Size VHD  creation speed
Creating new VHDs generally happens when a virtual machine is provisioned or a new boot environment is needed.  The time it takes to create dynamically expanding VHDs and differencing VHDs is on the order of a couple of seconds. However, fixed sized VHDs require the entire size of the virtual disk to be written during creation.  This means the fixed sized VHD creation speed is determined by the time to zero out all the space allocated up front.  
Below is a 2040GB fixed VHD creation speed comparison based on a directly-attached storage between Windows Server 2008 and Windows Server 2008 R2. Note: the speed improvement may vary on different storage platforms and VHD file size. 



[bookmark: _Toc254594360]Fixed Sized VHD Performance Comparison
The fixed sized VHD performance has been on-par with the physical disk since Windows Server 2008/Hyper-V release to manufacturing In Windows Server R2 fixed VHD performance remains intact, i.e. it  as good as raw disk or raw file. 
[bookmark: _Toc254594361]SQL Server Log Workload
· 64KB I/O size, 0% Read, 100% Write, 0% Random, 100% Sequential




[bookmark: _Toc254594362]Exchange Server Workload
· 4KB I/O size, 67% Read, 33% Write, 100% Random




[bookmark: _Toc253388492][bookmark: _Toc254594363]Dynamically Expanding VHD Performance Comparison
The following table shows a summary of peak IOPS comparison for a fully populated 2040GB dynamically expanding VHD using a Dell MD1000 DAS. Note: the queue depth corresponding to the peak IOPS may differ when comparing Windows Server 2008 R2 with Windows Server 2008. 

	Peak IOPS
	Windows Server 2008
	Windows Server 2008 R2
	
	Peak IOPS
	Windows Server 2008
	Windows Server 2008 R2

	4K Sequential Reads
	52070
	92067
	
	4K Random Reads
	1667
	5165

	4K Sequential Writes
	7528
	43892
	
	4K Random Writes
	157
	2611

	64K Sequential Reads
	24599
	24631
	
	8K Random Reads
	1734
	5064

	64K Sequential Writes
	1083
	10302
	
	8K Random Writes
	155
	3117

	256K Sequential Reads
	6262
	6288
	
	32K Random Reads
	1642
	4405

	256K Sequential Writes
	371
	2500
	
	32K Random Writes
	146
	3079

	1M Sequential Reads
	1565
	1563
	
	64K Random Reads
	1506
	3761

	1M Sequential Writes
	85
	616
	
	64K Random Writes
	137
	2888





[bookmark: _Toc254594364]Media Streaming Workload
· 64KB I/O size, 98% Read, 2% Write, 0% Random, 100% Sequential





[bookmark: _Toc254594365]Online Transaction Processing Workload
· 8KB I/O size, 70% Read, 30% Write, 100% Random, 0% Sequential





[bookmark: _Toc254594366]Differencing VHD Performance Comparison
The following table shows a summary of peak IOPS comparison for a fully populated 2040G differencing VHD (depth: 1) using a Dell MD1000 DAS.  Note: the queue depth corresponding to the peak IOPS may differ when comparing Windows Server 2008 with Windows Server 2008 R2. 
	Peak IOPS
	Windows Server 2008
	Windows Server 2008 R2
	
	Peak IOPS
	Windows Server 2008
	Windows Server 2008 R2

	4K Sequential Reads
	39908
	93352
	
	4K Random Reads
	159
	5167

	4K Sequential Writes
	7320
	44933
	
	4K Random Writes
	156
	2673

	64K Sequential Reads
	6782
	24651
	
	8K Random Reads
	157
	5033

	64K Sequential Writes
	1076
	10321
	
	8K Random Writes
	155
	3129

	256K Sequential Reads
	1414
	6294
	
	32K Random Reads
	150
	4410

	256K Sequential Writes
	364
	2511
	
	32K Random Writes
	146
	3077

	1M Sequential Reads
	355
	1565
	
	64K Random Reads
	142
	3760

	1M Sequential Writes
	84
	629
	
	64K Random Writes
	136
	2904





[bookmark: _Toc254594367]Web Server Log Workload
· 8KB I/O size, 0% Read, 100% Write, 0% Random, 100% Sequential





[bookmark: _Toc254594368]Decision Support System Database Workload
· 1MB I/O size, 100% Read, 0% Write, 100% Random, 0% Sequential







[bookmark: _Toc254594369]Performance Impact of Differencing Chain Length
In Windows Server 2008, experiments uncovered a critical performance issue in differencing VHD: performance of accessing VHDs that belong to a chain of differencing disks degraded very quickly as differencing chain length increased. This issue has been addressed in Windows Server 2008 R2. The following performance results show the read performance improvements (all writes are directed only to the last VHD in the chain) to the top level VHD as the differencing chain length increases.
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Comparison of Native and Virtual Machine VHD Performance
We have been focusing on the performance comparison between physical disk, raw file and a native VHD all residing on the parent partition. However, VHD was originally designed and developed as the storage container format for virtualization environments. Virtual Machines remain the most common use for VHD deployment. In this section, we compare the I/O performance between native storage (physical disk and native VHD) and virtualized storage (pass-through disk and Virtual Machine VHDs).
[bookmark: _Toc254594371]Hyper-V Virtual Machine Performance Testing Settings
· Guest Operating System: Windows Server Enterprise 2008 R2 x64 
· RAM: 1024MB
· Number of Virtual Processors: 1
· Guest Storage Controller
· IDE: system drive for booting guest OS
· SCSI: data drive for performance measurement













The graphs here show the performance gap between a physical disk, pass-thru disk and a fixed VHD (either attached to native or a VM) is small.  The potential  performance difference not shown here, may come from the path length (i.e. CPU cycles per I/O) as a pass-through disk generally requires less CPU resources due to the shorter path compared with fixed sized VHD.


[bookmark: _Toc254594372]Comparison of VHD type performance [fixed sized vs. dynamically expanding vs. differencing] 
Dynamically expanding VHDs are not recommended for virtual machines that run server workloads in a production environment. Fixed VHD is preferred considering it has better performance with committed space allocation so it will not run out of physical backing storage. 
The following graphs show, in Windows Server 2008 R2, the gap between a fixed VHD and a fully populated dynamic or differencing VHD is fairly small. The major performance gap comes from small I/O writes. However, that gap may be widened if the VHD has to expand itself first before taking any user data. 






[bookmark: _Toc254594373]How to choose your Hyper-V and VHD Storage Container Format
Customers always have to make a choice when they need to decide what the appropriate storage container format is for deploying virtual machines using Hyper-V. The following summary table is intended to make the decision-making process easier:
	Storage Container
	Pros
	Cons

	Pass-through Disk
	· Fastest performance 
· Simplest storage path because file system on host is not involved.
· Better alignment under SAN.
· For shared storage based pass-through, no need to mount the file system on host and that may speed up VM live migration.
· Lower CPU utilization
· Support very large disks
	· VM snapshot cannot be taken 
· Disk is being used exclusively and directly by a single virtual machine.
· Pass-through disks cannot be backed up by the Hyper-V VSS writer and any backup program that uses the Hyper-V VSS writer. 

	Fixed sized VHD
	· Highest performance of all VHD types.
· Simplest VHD file format to give the best I/O alignment.
· More robust than dynamic or differencing VHD due to the lack of block allocation tables (i.e. redirection layer).
· File-based storage container has more management advantages than pass-through disk.
· Expanding is available to increase the capacity of VHD.
· No risk of underlying volume running out of space during VM operations
	· Up front space allocation may increase the storage cost when large of number fixed VHD are deployed.
· Large fixed VHD Creation is time-consuming.
· Shrinking the virtual capacity (i.e. reducing the virtual size) is not possible.

	Dynamically expanding or 
Differencing VHD
	· Good performance
· Quicker to create  than fixed sized VHD
· Grow dynamically to save disk space and provide efficient storage usage.
· Smaller VHD file size makes it more nimble in terms of transporting across the network.
· Blocks of full zeros will not get allocated and thus save the space under certain circumstances.
· Compact operation is available to reduce the actual physical file size.
	· Interleaving of meta-data and data blocks may cause I/O alignment issues.
· Write performance may suffer during VHD expanding.
· Dynamically expanding and differencing VHDs cannot exceed 2040GB
· May get VM paused or VHD yanked out if disk space is running out due to the dynamic growth.
· Shrinking the virtual capacity is not supported.
· Expanding is not available for differencing VHDs due to the inherent size limitation of parent disk.
· Defrag is not recommended due to inherent re-directional layer.



Note: there are types of compaction for dynamic or differencing VHDs. One is done when file system is presented (i.e. you mount the VHD and bring the disk online and the other is not (VHD is offline). We recommend mounting a VHD first before doing compaction to improve the efficiency. This is also the default behavior when a compaction is initiated in Hyper-V Manager. However, DiskPart allows you to do an offline compaction without prompting you to mount it first. When that is the case, only data blocks full of zero will get released since no file system is involved. This may limit the effectiveness of the compact operation. Note that online compaction will fail with a file system limitation error if any volume snapshots exist.


[bookmark: _Toc254594374]Summary of supported and practical limits
Virtual Hard Disks have a lot of flexibility in formats, block size and usage.  The following table describes some architectural limits around VHD in native use and in use by virtual machines followed by their definitions. One thing worth pointing out here is Windows Server 2008 R2 provides two different user interfaces to deal with VHDs:  Hyper-V Manager and virtual disk service (VDS) based tools DiskMgmt/DiskPart. Customers may note inconsistent behavior, for example, VHD compaction as discussed previously the maximum size of fixed size VHDs.
	Virtualization Feature 
	Windows Server 2008 
Hyper-V(RTM)
	Windows Server 2008 R2 


	
	
	

	
	
	

	Nested Depth (VHD in VHD)
	0
	2

	Default VHD Block Size 
	512KB 
	2MB 

	Minimum VHD Size
	3MB
	3MB

	Number of Attached VHDs
	Limited by the virtual bus (64)
	Limited by the number of disks Windows allows

	Max Differencing Chain Length 
	Effective = 8
Supported = 50
	
Effective =1024
Supported = 1024


	Max Fixed Sized VHD Size
	2048GB(2040G via Hyper-V Manager)
	16TB(2040G via Hyper-V Manager)

	Max Dynamic VHD Size
	2040GB
	2040GB

	Max Differencing VHD Size
	2040GB
	2040GB



· Nested Depth – refers to the number of VHDs contained in VHDs that can be attached.  For example nested depth 2 means a VHD is contained in a VHD that is attached.
· Default VHD Block size – This is the default size of data blocks in Dynamic and Differencing VHDs.  In R2 the size was increased to improve overall throughput.
· Number of Attached VHDs – This is the number of VHDs that can be attached to the system at any one time.  Keep in mind that after all drive letters are used you will have to use volume naming or junction points to references drives.
· Max Differencing VHD chain length – This defines how many virtual hard disks can be associated in a hierarchical chain of ‘descendents’ –  starting with the original parent disk and ending with a child disk that has no children below it.
· Max fixed sized/dynamically expanding/differencing VHD Size – This is the maximum size in bytes that the format can present as a single disk.

In addition to the limits above there are some limits specific to VHD use in virtual machines that impacts overall performance.  The following table lists those limits followed by their description.
	Virtualization Feature 
	Windows Server 2008
	Windows Server 2008 R2 

	
	
	

	
	
	

	Largest Virtual SCSI IO Size
	128KB 
	8MBytes 

	Largest Virtual IDE IO Size
	128KB 
	128KB 



· Largest Virtual SCSI IO Size – This is the maximum size of and IO passed from a VM to the management partition for processing over the Virtual SCSI path. Larger I/O size may improve CPU efficiency by reducing I/O split.
· Largest Virtual IDE IO Size – This is the maximum size of  IO passed from a VM to the management partition for processing over the Virtual IDE path.

If in addition to the limits above you can also see a feature comparison (including storage) between Windows Server 2008 and Windows Server 2008 R2 at:
http://blogs.msdn.com/tvoellm/archive/2009/08/05/what-s-new-in-windows-server-2008-r2-hyper-v-performance-and-scale.aspx 


[bookmark: _Toc254594375]Closing
Virtual Hard Disk technology has continued to improve release-over–release, both in terms of the scenarios supported (like boot from VHD) as well as overall performance.  This paper details the significant improvements in dynamically expanding and differencing VHD random performance, the substantially faster fixed sized VHD creation speed, and almost zero percent drop in throughput to large differencing VHD chains due to better caching.
When choosing the right VHD for your environment you should consider both the access performance and storage needs.  With the improvements demonstrated in Windows Server 2008 R2 the choice has less to do with the access speed and more to do with the amount of memory used due to advanced caching.
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· Loopback mounting of VHDs  - http://blogs.msdn.com/virtual_pc_guy/archive/2008/02/01/mounting-a-virtual-hard-disk-with-hyper-v.aspx
· Inbox APIs (virtdisk.dll) - http://msdn.microsoft.com/en-us/magazine/dd569754.aspx 
· VHD Specification  -  http://technet.microsoft.com/en-us/virtualserver/bb676673.aspx 
· VHD FAQ - http://technet.microsoft.com/en-us/library/dd440865(WS.10).aspx
· What’s new in Hyper-V in Windows Server 2008 R2 - http://www.microsoft.com/windowsserver2008/en/us/hyperv-r2.aspx
Fixed VHD Creation Speed Comparison(VHD Size: 2040GB)
WS08	49	WS08 R2	419	MBps
SQL Server Log 64KB 100%Sequential 100%Write Throughput
WS08_RawDisk	242.600077	515.01770699999997	1208.0969620000001	2320.4194659999998	4519.3881000000001	7587.6300080000001	10447.255854999989	10555.452222999997	10468.570428000006	WS08_RawFile	1	2	4	8	16	32	64	128	256	180.10000600000001	511.94728099999998	1184.2389680000001	2345.7801629999999	4546.6391210000156	7744.6235160000024	10388.536050000002	10488.426535000001	10481.198059	WS08_FixedVHD	212.20303699999999	546.14804000000004	1215.2469920000001	2438.1238979999998	4812.5903370000005	7772.1267410000146	10455.400888	10730.836438	10714.669849	WS08R2_RawDisk	203.28593499999999	481.34176400000001	1190.7688109999999	2363.4891340000022	4512.7052450000001	7609.5949450000007	10439.117195000001	10546.94456700003	10529.350088999989	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	243.85991700000045	511.90685099999911	1181.910042	2348.8456510000001	4595.6978479999998	7728.7163690000034	10403.246929999987	10500.751259999999	10490.683628999999	WS08R2_FixedVHD	1	2	4	8	16	32	64	128	256	187.23253600000001	505.3317539999988	1187.0557209999999	2328.9315490000022	4395.7280240000146	7289.9726340000034	10410.110436000004	10500.839024999987	10489.477596000001	I/O Queue Depth
IOPS
SQL Server Log 64KB 100%Sequential 100%Write Latency
WS08_RawDisk	4.1207149999999748	3.8822869999999967	3.3099219999999998	3.446834	3.5395699999999977	4.2169539999999985	6.1254409999999853	12.125429	24.452821	WS08_RawFile	1	2	4	8	16	32	64	128	256	5.5508149999999796	3.905532	3.3768319999999967	3.4095079999999998	3.5182910000000001	4.1313740000000001	6.1599819999999834	12.203755000000001	24.424499999999924	WS08_FixedVHD	4.7107739999999998	3.6614119999999999	3.290692	3.2806380000000002	3.3239999999999998	4.1168279999999955	6.1203359999999796	11.926801000000001	23.891560999999999	WS08R2_RawDisk	4.9178660000000001	4.1541339999999778	3.3582169999999967	3.3839549999999998	3.5445139999999999	4.2040739999999985	6.1307210000000003	12.135161	24.309073000000001	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	4.0994229999999998	3.9061349999999999	3.3832339999999999	3.4048889999999967	3.4808599999999967	4.140066	6.1519919999999955	12.187341999999999	24.401522999999916	WS08R2_FixedVHD	1	2	4	8	16	32	64	128	256	5.3397569999999996	3.9565829999999931	3.3686079999999987	3.4342349999999997	3.638973	4.3887739999999997	6.1471059999999786	12.188243	24.40035	I/O Queue Depth
Latency(ms)
Exchange Server 4KB 100%Random 67%Read 33%Write Throughput
WS08_RawDisk	164.42413300000001	323.96475199999969	598.83013099999948	1031.538413	1630.2457160000001	2444.9466429999998	3305.465565	4097.250188	4852.4875769999999	WS08_RawFile	1	2	4	8	16	32	64	128	256	163.942104	322.92174699999867	601.65942199999949	1027.7212469999956	1625.3368820000001	2433.2906929999999	3301.9365260000022	4089.8602270000001	4856.7182550000007	WS08_FixedVHD	167.372015	327.82594899999964	611.01062699999784	1047.9394850000001	1647.6988019999999	2453.6913410000002	3307.3796020000073	4093.379821	4818.1959960000004	WS08R2_RawDisk	162.90369099999998	321.11276099999998	599.19111899999996	1032.1573429999946	1630.1177270000001	2414.8717960000126	3316.5453110000012	4094.5151860000078	4813.2315270000008	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	163.17975099999936	321.14376199999998	601.00971900000002	1032.409439	1624.802189	2437.241094	3309.0159550000012	4093.2096979999997	4869.7481640000024	WS08R2_FixedVHD	1	2	4	8	16	32	64	128	256	161.899225	316.9271249999988	593.75912199999948	1028.5580990000001	1619.4054590000039	2430.0319070000078	3294.805133000013	4093.7582209999987	4834.8381370000006	I/O Queue Depth
IOPS
Exchange Server 4KB 100%Random 67%Read 33%Write Latency
WS08_RawDisk	6.0807099999999998	6.1723999999999997	6.6778319999999853	7.7536980000000124	9.8122070000000008	13.083028000000001	19.346319999999931	31.204934999999999	52.638730000000145	WS08_RawFile	1	2	4	8	16	32	64	128	256	6.0982760000000003	6.1923409999999945	6.646827	7.7817000000000034	9.8417180000000002	13.147343999999999	19.371635000000001	31.260812999999938	52.591106000000003	WS08_FixedVHD	5.9738400000000134	6.0989349999999787	6.5451359999999834	7.6327819999999855	9.7089350000000003	13.038601	19.340757	31.233288000000005	53.029165000000013	WS08R2_RawDisk	6.1366139999999998	6.2258559999999834	6.6735199999999955	7.7489759999999945	9.8107750000000014	13.245835	19.281514999999938	31.222052999999939	53.049883999999999	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	6.1267480000000001	6.2263820000000001	6.6544039999999844	7.7467269999999999	9.8445970000000003	13.124188999999999	19.328711999999989	31.230763	52.452978000000002	WS08R2_FixedVHD	1	2	4	8	16	32	64	128	256	6.1746210000000001	6.3093480000000124	6.7352160000000003	7.7765829999999996	9.8775890000000341	13.164563000000001	19.411645999999987	31.230422999999924	52.821994000000004	I/O Queue Depth
Latency(ms)
Media Streaming 64KB 100%Sequential 98%Read 2%Write Throughput
WS08_RawDisk	4032.3153680000078	5587.5472690000024	6789.5816370000002	7025.8067390000024	7731.6624370000054	8646.1223510000109	10717.758041999999	11827.584843000002	13049.410022999999	WS08_RawFile	1	2	4	8	16	32	64	128	256	3952.3895459999999	5557.4293290000014	6928.7655480000003	7077.3674910000054	7900.0469290000156	8797.2702439999994	10909.616333999968	11930.33152	12886.934826999999	WS08_DynamicVHD	3761.5103430000022	5086.9865420000006	5837.1458060000004	6178.474569	6730.4445149999992	7178.5193119999994	8181.1506980000004	8628.6255600000004	8608.329582999997	WS08R2_RawDisk	4145.7504330000002	5709.4077839999836	6806.6868180000001	6835.9975109999996	7648.4434409999985	8474.0935490000029	10726.828549	11514.598666	12876.103965	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	4050.507321	5524.5679460000001	6686.8273440000003	7238.2499620000008	8012.24827	8636.7326180000109	11056.87255	11669.612988999999	13067.702485000014	WS08R2_DynamicVHD	1	2	4	8	16	32	64	128	256	2289.7651849999997	3905.0569160000073	5489.7215490000044	5977.747676	6481.7169710000044	6975.3064030000014	8096.6161190000157	9148.565279999968	10608.943223	I/O Queue Depth
IOPS
Media Streaming 64KB 100%Sequential  98%Read 2%Write Latency
WS08_RawDisk	0.24742200000000047	0.35750800000000038	0.58873500000000001	1.138112000000004	2.0689649999999999	3.7006070000000002	5.9679719999999845	10.813425000000002	19.460144999999915	WS08_RawFile	1	2	4	8	16	32	64	128	256	0.2524570000000001	0.35938800000000165	0.57680299999999951	1.1297939999999964	2.0245380000000002	3.6357370000000002	5.86491099999997	10.724582	19.787848	WS08_DynamicVHD	0.265295	0.39241300000000101	0.68473200000000001	1.294025	2.376753999999992	4.4564360000000001	7.8229509999999749	14.831879000000001	29.735099000000002	WS08R2_RawDisk	0.24061900000000044	0.34980000000000089	0.58716399999999691	1.1695609999999999	2.0913719999999998	3.7752979999999998	5.9639889999999856	11.110958999999999	19.837344000000005	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	0.24624300000000074	0.36145500000000008	0.59764499999999998	1.1047209999999998	1.9962570000000068	3.7041200000000081	5.7858729999999996	10.959772000000006	19.461335999999989	WS08R2_DynamicVHD	1	2	4	8	16	32	64	128	256	0.435896000000001	0.51151699999999678	0.72808600000000001	1.3376899999999998	2.467762	4.5864029999999998	7.9036359999999997	13.984097	24.080757999999989	I/O Queue Depth
Latency(ms)
OLTP 8KB 100%Random 70%Read 30%Write Throughput
WS08_RawDisk	166.23885899999999	320.61049000000008	598.58258499999999	1027.0680589999999	1621.1592429999944	2419.4660889999927	3258.0344799999998	4016.5298839999987	4700.3071380000001	WS08_RawFile	1	2	4	8	16	32	64	128	256	165.01959999999954	314.4782759999988	597.19673000000205	1027.0143069999956	1617.1717479999998	2404.8376450000001	3251.0785310000001	4004.2853829999999	4756.5023179999998	WS08_DynamicVHD	124.61454500000002	224.136786	335.32284600000008	398.79515499999854	404.37629899999911	404.377926	412.57641199999898	402.71970599999969	404.96148599999964	WS08R2_RawDisk	162.69279	317.52788600000002	598.68472899999995	1029.7041670000001	1618.4868240000001	2399.3595320000127	3249.0938489999999	4010.8538490000001	4741.2151160000003	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	165.15454800000001	321.81449300000008	596.697993	1028.590958	1581.759372	2409.8012170000084	3260.0790180000022	4016.2115859999999	4762.5515960000157	WS08R2_DynamicVHD	1	2	4	8	16	32	64	128	256	155.03513000000001	300.41540699999911	539.20128799999998	911.639994	1394.4565530000073	2063.4588739999999	2721.6817930000002	3335.9917220000102	3738.8405010000001	I/O Queue Depth
IOPS
OLTP 8KB 100%Random 70%Read 30%Write Latency
WS08_RawDisk	6.013528	6.2366030000000192	6.6810879999999955	7.7874650000000001	9.8674340000000491	13.221293999999999	19.629383000000001	31.836722000000002	54.326092000000003	WS08_RawFile	1	2	4	8	16	32	64	128	256	6.0587330000000001	6.3579539999999835	6.6960639999999998	7.7882259999999999	9.8920410000000007	13.301666000000004	19.672217	31.926322999999904	53.695867	WS08_DynamicVHD	8.0204320000000067	8.9213249999999995	11.929012	20.049925000000005	39.578339000000113	79.125293999999982	155.13274100000001	318.38872399999963	631.63739699999996	WS08R2_RawDisk	6.1451219999999855	6.2977499999999997	6.6795739999999997	7.767563	9.8820730000000001	13.332748	19.684695999999999	31.875520999999942	53.835854000000005	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	6.0532859999999955	6.2128169999999834	6.7017920000000153	7.7761579999999997	10.112959	13.274358999999999	19.617796999999999	31.832326999999989	53.639581	WS08R2_DynamicVHD	1	2	4	8	16	32	64	128	256	6.4475210000000001	6.6564499999999995	7.4162569999999999	8.7744090000000003	11.470416000000032	15.503317000000001	23.499065000000005	38.310003999999999	68.30614199999998	I/O Queue Depth
Latency(ms)
Web Server Log 8KB 100% Sequential 100%Write Throughput
WS08_RawDisk	238.13574600000001	460.14347900000001	883.32666099999733	1775.6909449999944	4432.447271	9471.8151179999677	17212.833553999928	33827.089780999995	49848.402857000125	WS08_RawFile	1	2	4	8	16	32	64	128	256	237.99584300000001	457.88512499999911	859.24204199999997	1490.9547650000011	5208.5704009999999	9272.0725079999993	16741.041152999998	33190.042500000003	49387.639766999986	WS08_DiffVHD	236.88776700000045	473.55541499999993	875.39843499999995	1678.3392139999999	2929.9683060000002	4091.087446	4489.4347329999855	4721.5016130000004	4619.1343230000002	WS08R2_RawDisk	229.61938499999954	453.68188400000008	876.27795200000003	2046.14058	4603.7058750000006	9290.058946999985	16845.833089	33694.269223999996	50160.830712000003	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	236.90959199999998	453.661203	876.08985299999995	1456.822668	5537.6487240000024	9279.9354839999851	16828.784344000025	33522.700530000002	49808.113277000011	WS08R2_DiffVHD	1	2	4	8	16	32	64	128	256	239.92387600000001	464.55211899999898	878.22662899999796	1588.9777540000011	4508.7305679999999	8395.8585749999638	15094.057577	30132.149076999882	46221.034745999998	I/O Queue Depth
IOPS
Web Server Log 8KB 100% Sequential 100%Write Latency
WS08_RawDisk	4.198048	4.3455379999999852	4.5273579999999853	4.5043549999999835	3.6092960000000001	3.37832	3.7176140000000002	3.783567000000009	5.135192	WS08_RawFile	1	2	4	8	16	32	64	128	256	4.2002370000000004	4.3665959999999853	4.6535939999999965	5.36411699999997	3.0714799999999967	3.4504259999999967	3.8223799999999977	3.8561969999999977	5.1832130000000003	WS08_DiffVHD	4.2206299999999999	4.2224690000000002	4.5684829999999845	4.7659859999999767	5.4603970000000004	7.8215499999999976	14.253709000000002	27.103511000000001	55.404038	WS08R2_RawDisk	4.3537549999999845	4.4073710000000004	4.5630509999999855	3.9092769999999977	3.4746139999999968	3.4436399999999998	3.798365	3.7986879999999998	5.1033600000000003	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	4.2199450000000001	4.4075819999999855	4.5648769999999796	5.4888539999999999	2.888725	3.4476900000000001	3.8022829999999921	3.817948999999992	5.139513	WS08R2_DiffVHD	1	2	4	8	16	32	64	128	256	4.1666610000000004	4.3042530000000001	4.5534949999999945	5.0336650000000134	3.5482290000000001	3.811052999999986	4.2390829999999999	4.2473869999999945	5.5382400000000134	I/O Queue Depth
Latency(ms)
DSS-DB 1MB 100%Random 100%Read Throughput
WS08_RawDisk	104.47278999999995	178.32768200000001	260.57050899999911	346.88134499999899	424.04784800000078	490.49908099999999	546.308089	532.29684700000053	528.51133400000003	WS08_RawFile	1	2	4	8	16	32	64	128	256	106.44666100000035	177.39061700000045	259.34639099999993	342.86482100000103	417.91652999999855	487.25379699999911	543.799666	529.18903900000055	529.49050999999997	WS08_DiffVHD	35.814390999999993	45.557558	46.734552000000114	46.312676000000003	45.954467999999871	44.742978000000114	43.508538000000129	44.18141	44.193277000000002	WS08R2_RawDisk	106.97018	179.17617799999999	263.49635499999818	347.45173999999855	422.34280200000103	494.80945500000001	544.98769799999809	526.170162	527.01989500000002	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	106.888993	176.83628400000001	263.28477400000003	346.51221500000003	421.38269600000001	491.87544500000001	545.16511199999809	527.71990500000004	531.96347100000003	WS08R2_DiffVHD	1	2	4	8	16	32	64	128	256	105.45716400000035	176.93885900000001	262.62336399999964	348.89193999999856	424.50664999999969	491.14762300000103	547.763105	543.99571300000002	544.73918700000002	I/O Queue Depth
IOPS
DSS-DB 1MB 100%Random 100%Read Latency
WS08_RawDisk	9.570373	11.213544000000002	15.349158000000001	23.054921000000064	37.717891000000002	65.187854999999999	116.88807899999962	239.66991499999995	483.31725899999969	WS08_RawFile	1	2	4	8	16	32	64	128	256	9.3914520000000028	11.272391000000001	15.416104000000002	23.322652999999939	38.257147000000003	65.615251999999998	117.305353	241.159482	482.37694399999964	WS08_DiffVHD	27.900034000000002	43.891452000000001	85.537133999999995	172.63892800000045	347.73348799999923	708.86184099999946	1451.0230770000001	2867.8639720000083	5788.2254030000004	WS08R2_RawDisk	9.3443079999999998	11.159672	15.180137	23.013763000000001	37.868265000000001	64.581370999999919	117.13136900000002	242.33924000000007	484.99581399999886	WS08R2_RawFile	1	2	4	8	16	32	64	128	256	9.3516160000000248	11.306475000000002	15.183386	23.067612999999923	37.940300000000001	64.978417999999948	117.19235799999977	241.58881000000045	480.19255099999964	WS08R2_DiffVHD	1	2	4	8	16	32	64	128	256	9.4791830000000008	11.300674000000004	15.226378999999998	22.928715999999923	37.681493000000003	65.091455999999994	116.597737	234.806073	468.91935399999892	I/O Queue Depth
Latency(ms)
Top Level VHD 64KB Sequential Reads Throughput
WS08	1	2	4	8	16	32	64	706.35827899999947	702.03026299999783	688.73912799999948	687.22813900000051	453.60437300000001	280.374933	151.966568	WS08 R2	1	2	4	8	16	32	64	715.23017800000002	715.31294499999808	715.13216499999771	715.32846399999949	715.39393399999994	715.44013899999948	715.30446099999949	Diff VHD Chain Length
MBps
Top Level VHD 4KB Random Reads Throughput
WS08	1	2	4	8	16	32	64	10.394311	10.399327	6.687068	3.7809159999999999	1.9868520000000047	1.0636009999999998	0.52187600000000001	WS08 R2	1	2	4	8	16	32	64	10.455762000000032	10.478659	10.302475000000006	10.300565000000002	10.412676000000006	10.514088000000001	10.486612000000004	Diff VHD Chain Length
MBps
WS08 R2 Sequential I/Os Throughput (Native vs. Virtual Machine)
PhysicalDisk(Native)	64KB Sequential Reads	64KB Sequential Writes	256KB Sequential Reads	256KB Sequential Writes	1MB Sequential Reads	1MB Sequential Writes	1532.7775650000049	650.70920000000001	1595.9608029999999	586.81003999999996	1587.249092	586.92842799999949	PassthruDisk(VM)	64KB Sequential Reads	64KB Sequential Writes	256KB Sequential Reads	256KB Sequential Writes	1MB Sequential Reads	1MB Sequential Writes	1518.4099490000001	639.93861899999808	1605.669001	575.90900499999998	1600.3246750000001	569.46337400000004	FixedVHD(Native)	64KB Sequential Reads	64KB Sequential Writes	256KB Sequential Reads	256KB Sequential Writes	1MB Sequential Reads	1MB Sequential Writes	1534.1642259999949	646.73835100000053	1600.8333299999956	594.70378400000266	1590.0308660000001	581.30494699999997	FixedVHD(VM)	64KB Sequential Reads	64KB Sequential Writes	256KB Sequential Reads	256KB Sequential Writes	1MB Sequential Reads	1MB Sequential Writes	1500.243262	642.62795699999947	1606.6308309999956	588.018417	1596.9303130000001	580.165753	(Queue Depth: 64)
MBps
WS08 R2 Random I/Os Throughput (Native vs. Virtual Machine)
PhysicalDisk(Native)	4KB  Random Reads	4KB  Random Writes	8KB  Random Reads	8KB  Random Writes	64KB Random Reads	64KB Random Writes	3493.6505459999998	3058.2058859999893	3434.4205130000078	3029.9707930000022	2701.2270739999999	2415.4320950000001	PassthruDisk(VM)	4KB  Random Reads	4KB  Random Writes	8KB  Random Reads	8KB  Random Writes	64KB Random Reads	64KB Random Writes	3475.533269	3092.6458499999912	3411.2381370000012	3047.9785670000001	2683.0160759999999	2414.0561320000083	FixedVHD(Native)	4KB  Random Reads	4KB  Random Writes	8KB  Random Reads	8KB  Random Writes	64KB Random Reads	64KB Random Writes	3483.7195080000001	3076.3572400000012	3411.197619	3018.0173330000116	2696.4886789999987	2408.2974609999997	FixedVHD(VM)	4KB  Random Reads	4KB  Random Writes	8KB  Random Reads	8KB  Random Writes	64KB Random Reads	64KB Random Writes	3491.7468789999907	3063.018959	3404.4595460000078	3011.0151150000083	2687.993132000016	2406.1739210000001	(Queue Depth :64)
IOPS
WS08 R2 Real Apps Workload Throughput (Native vs. Virtual Machine)
PhysicalDisk(Native)	Web File Server 4K	Web File Server 8K	Web File Server 64K	DSS-DB 1M	Media Streaming 64K	SQL Server Log 64K	OS Paging 64K	Web Server Log 8K	OLTP-DB 8K	Exchange Server 4K	Workstation 8K	Video-on-Demand 512K	3700.7432279999998	3619.563463	2788.1507280000001	544.98769799999809	10726.828549	10439.117195000001	5903.7831729999998	16845.833089	3249.0938489999999	3316.5453110000012	3355.0417790000001	1030.5025310000001	PassthruDisk(VM)	Web File Server 4K	Web File Server 8K	Web File Server 64K	DSS-DB 1M	Media Streaming 64K	SQL Server Log 64K	OS Paging 64K	Web Server Log 8K	OLTP-DB 8K	Exchange Server 4K	Workstation 8K	Video-on-Demand 512K	3743.0443489999998	3632.0310540000078	2791.5015130000083	539.354737	9910.390971999981	10253.0818	5195.5479119999991	15941.206106	3253.8874770000002	3295.9500000000012	3339.4684349999998	1029.6022299999959	FixedVHD(Native)	Web File Server 4K	Web File Server 8K	Web File Server 64K	DSS-DB 1M	Media Streaming 64K	SQL Server Log 64K	OS Paging 64K	Web Server Log 8K	OLTP-DB 8K	Exchange Server 4K	Workstation 8K	Video-on-Demand 512K	3725.7684189999927	3628.3843130000078	2786.6633170000073	544.30011799999784	10719.461255	10410.110436000004	5929.9628160000002	16491.709500999928	3199.4425370000022	3294.805133000013	3345.7609549999997	1039.7666389999999	FixedVHD(VM)	Web File Server 4K	Web File Server 8K	Web File Server 64K	DSS-DB 1M	Media Streaming 64K	SQL Server Log 64K	OS Paging 64K	Web Server Log 8K	OLTP-DB 8K	Exchange Server 4K	Workstation 8K	Video-on-Demand 512K	3713.1913620000078	3608.6564509999998	2766.9262409999997	534.42228699999771	10392.062459999999	10305.198087999999	5635.5792350000002	15791.687835999985	3219.247014	3296.4895180000012	3340.3488469999998	1000.13999	(Queue Depth: 64)
IOPS
WS08 R2 Sequential I/Os Throughput (Native Mode)
PhysicalDisk	64KB Sequential Reads	64KB Sequential Writes	256KB Sequential Reads	256KB Sequential Writes	1MB Sequential Reads	1MB Sequential Writes	1532.7775650000049	650.70920000000001	1595.9608029999999	586.81003999999996	1587.249092	586.92842799999949	FixedVHD	64KB Sequential Reads	64KB Sequential Writes	256KB Sequential Reads	256KB Sequential Writes	1MB Sequential Reads	1MB Sequential Writes	1534.1642259999949	646.73835100000053	1600.8333299999956	594.70378400000266	1590.0308660000001	581.30494699999997	DynamicVHD	64KB Sequential Reads	64KB Sequential Writes	256KB Sequential Reads	256KB Sequential Writes	1MB Sequential Reads	1MB Sequential Writes	1491.6730939999998	507.07754999999969	1570.8947429999944	566.75919799999997	1559.111457	601.08403700000054	DifferencingVHD	64KB Sequential Reads	64KB Sequential Writes	256KB Sequential Reads	256KB Sequential Writes	1MB Sequential Reads	1MB Sequential Writes	1497.803167	501.92426499999999	1573.3972570000001	566.77766399999996	1559.998726	615.78055400000005	(Queue Depth: 64)
MBps
WS08 R2 Random I/Os Throughput (Native Mode)
PhysicalDisk	4KB  Random Reads	4KB  Random Writes	8KB  Random Reads	8KB  Random Writes	64KB Random Reads	64KB Random Writes	3493.6505459999998	3058.2058859999893	3434.4205130000078	3029.9707930000022	2701.2270739999999	2415.4320950000001	FixedVHD	4KB  Random Reads	4KB  Random Writes	8KB  Random Reads	8KB  Random Writes	64KB Random Reads	64KB Random Writes	3483.7195080000001	3076.3572400000012	3411.197619	3018.0173330000116	2696.4886789999987	2408.2974609999997	DynamicVHD	4KB  Random Reads	4KB  Random Writes	8KB  Random Reads	8KB  Random Writes	64KB Random Reads	64KB Random Writes	3486.7678009999922	1877.2827119999999	3421.2981150000001	2175.0131440000073	2694.5285119999999	2142.4634849999998	DifferencingVHD	4KB  Random Reads	4KB  Random Writes	8KB  Random Reads	8KB  Random Writes	64KB Random Reads	64KB Random Writes	3483.5802899999912	1890.5202899999999	3423.1757340000022	2203.1871150000002	2682.8601970000022	2166.0918919999999	(Queue Depth: 64)
IOPS
WS08 R2 Real Apps Workload Throughput (Native Mode)
PhysicalDisk	Web File Server 4K	Web File Server 8K	Web File Server 64K	DSS-DB 1M	Media Streaming 64K	SQL Server Log 64K	OS Paging 64K	Web Server Log 8K	OLTP-DB 8K	Exchange Server 4K	Workstation 8K	Video-on-Demand 512K	3700.7432279999998	3619.563463	2788.1507280000001	544.98769799999809	10726.828549	10439.117195000001	5903.7831729999998	16845.833089	3249.0938489999999	3316.5453110000012	3355.0417790000001	1030.5025310000001	FixedVHD	Web File Server 4K	Web File Server 8K	Web File Server 64K	DSS-DB 1M	Media Streaming 64K	SQL Server Log 64K	OS Paging 64K	Web Server Log 8K	OLTP-DB 8K	Exchange Server 4K	Workstation 8K	Video-on-Demand 512K	3725.7684189999927	3628.3843130000078	2786.6633170000073	544.30011799999784	10719.461255	10410.110436000004	5929.9628160000002	16491.709500999928	3199.4425370000022	3294.805133000013	3345.7609549999997	1039.7666389999999	DynamicVHD	Web File Server 4K	Web File Server 8K	Web File Server 64K	DSS-DB 1M	Media Streaming 64K	SQL Server Log 64K	OS Paging 64K	Web Server Log 8K	OLTP-DB 8K	Exchange Server 4K	Workstation 8K	Video-on-Demand 512K	3573.3369010000001	3478.2344909999997	2701.9308180000012	549.03169699999796	8096.6161190000157	9345.0758099999639	3193.6599249999999	15089.006833999963	2721.6817930000002	2804.8022799999999	3071.9075640000001	937.59570699999995	DifferencingVHD	Web File Server 4K	Web File Server 8K	Web File Server 64K	DSS-DB 1M	Media Streaming 64K	SQL Server Log 64K	OS Paging 64K	Web Server Log 8K	OLTP-DB 8K	Exchange Server 4K	Workstation 8K	Video-on-Demand 512K	3559.1303570000073	3475.5913610000002	2701.3544910000001	547.763105	8135.4922670000014	9381.8195629999991	3291.1993980000002	15094.057577	2726.1152809999999	2797.1379320000078	3054.5288579999997	938.214248	(Queue Depth:64)
IOPS
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