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Data Integration Features

Data integration features included with Microsoft® Host Integration Server 2000 enable you to interact with host data sources, including AS/400 and VSAM files, AS/400 Data Queues, and IBM DB2 relational database systems.

The following data integration features are included with Host Integration Server 2000:

· Microsoft OLE DB Provider for AS/400 and VSAM

· Microsoft OLE DB Provider for DB2

· Microsoft ODBC Driver for DB2

· Microsoft Data Queue ActiveX Control for accessing AS/400 data queues

The following data tools and file-sharing features are included with Host Integration Server 2000:

· Microsoft Host File Transfer ActiveX Control enables transferring files between a local machine and an OS/390, AS/400, or VSE/ESA host system. 

· Microsoft APPC File Transfer Protocol enables transferring files between a local machine and an OS/390, AS/400, or VSE/ESA host system using the AFTP protocol. 

· Microsoft Shared Folders Gateway Service enables accessing AS/400 files on a Microsoft Windows® 2000 network.

Developing Applications for Data Access and File Transfer

Applications for data integration used in a Host Integration Server 2000 environment can be developed using several different development tools and application programming interfaces, including the following: 
· C or C++ applications that use OLE DB to access AS/400 and VSAM files

· C or C++ applications that use OLE DB to access DB2

· C, C++, or Microsoft Visual Basic® applications that use Open Database Connectivity (ODBC) drivers to access DB2

· Visual Basic applications that use Microsoft ActiveX® Data Objects (ADO) to access AS/400 and VSAM files 

· Visual Basic applications that use ActiveX Data Objects (ADO) to access DB2 using OLE DB 

· Visual Basic applications that use ActiveX Data Objects (ADO) to access DB2 using ODBC 

· C, C++, or Visual Basic applications that use the Data Queue ActiveX control to access AS/400 data queues

· C, C++, or Visual Basic applications that use the Host File Transfer ActiveX control to transfer files to and from OS/390, AS/400, and VSE/ESA 

· C, C++, or Visual Basic applications that use the APPC File Transfer Protocol (AFTP) to transfer files to and from Windows computers and OS/390, AS/400, and VSE/ESA host computers 

The OLE DB Provider for AS/400 and VSAM and the OLE DB Provider for DB2 supplied with Host Integration Server 2000 support the following OLE DB and ADO versions: 

· OLE DB version 2.5. The Host Integration Server 2000 data access features require the runtime libraries for OLE DB version 2.5. These libraries must be installed before installing the OLE DB Provider for DB2. On Windows 2000, these OLE DB libraries are installed as part of the Windows 2000 operating system. On Microsoft Windows NT® 4.0 and Microsoft Windows 98, these library files must be installed by running the Microsoft Data Access Components (MDAC) version 2.5 runtime package. This is available as downloadable software from the Microsoft Web site at http://www.microsoft.com/data. A version of OLE DB version 2.5 Software Development Kit (SDK) is included in the Microsoft Data Access SDK. This is available as a part of the Windows 2000 Platform SDK. These downloadable SDKs are available from the Microsoft Web site at http://www.microsoft.com/Windows2000. 
· ADO version 2.5. The Host Integration Server 2000 data access features require the runtime libraries for ADO version 2.5. These libraries must be installed before installing the OLE DB Provider for DB2. On Windows 2000, these ADO libraries are installed as part of the Windows 2000 operating system. On Windows NT 4.0 and Windows 98, these library files must be installed by running the MDAC version 2.5 runtime package. This is available as downloadable software from the Microsoft Web site at http://www.microsoft.com/data. 

· A version of the ADO 2.5 SDK is included in the Microsoft Data Access SDK. This version is available as a part of the Windows 2000 Platform SDK. These SDKs can be downloaded from the Microsoft Web site at http://www.microsoft.com/Windows2000. 

The OLE DB Provider for DB2 and the ODBC Driver for DB2 have also been tested with MDAC 2.6 Runtime (OLE DB 2.6 and ADO 2.6), as it is shipped with Microsoft SQL Server 2000.
Data Access and Data Tools

OLE DB Provider for AS/400 and VSAM

The Microsoft OLE DB Provider for AS/400 and VSAM enables directly accessing record-level data in mainframe VSAM, Partitioned Data Sets (PDS), and midrange OS/400 files from within an OLE-aware application. The object linking and embedding database (OLE DB) is a standard set of interfaces that provide heterogeneous access to disparate sources of information located anywhere—file systems, e-mail folders, and databases. The OLE DB Provider for AS/400 and VSAM combines the universal data access of OLE DB with the record-level input/output (RLIO) protocol of the IBM Distributed Data Management (DDM) architecture.

Organizations have invested in secure, robust, enterprise-wide data storage and management systems. DDM is a set of rules for distributing or extending data management from one computer to another, such as from a mainframe to an AS/400 computer, or from one of these host computers to a server. By combining the OLE DB and DDM architectures, Microsoft enables organizations to preserve their investments in existing data management infrastructure, while extending universal data access to all enterprise-wide data sources.

Goals of the OLE DB Provider for AS/400 and VSAM

For the majority of enterprises today, the bulk of mission-critical information resides on IBM mainframe and AS/400 computers. This information is stored in records in OS/400 and VSAM file systems. This information is created, owned, and often only accessible by host-based applications. In the mainframe environment, these applications include Customer Information Control System (CICS) and DB2; other commercial applications; and a large number of custom applications written in COBOL, PL/I, and other languages. In the AS/400 environment, these applications primarily include DB2 and commercial applications, plus a large number of custom Report Program Generator (RPG) applications. However, not all of these data sources are SQL-accessible. Many of the host data stores contain non-SQL-accessible data that are owned by something other than a traditional relational database management system (RDBMS).
These same enterprises rely on vast networks of personal computers to enable their users to achieve business goals. To accomplish their daily tasks, end users invariably rely on network e-mail, Windows productivity applications such as Microsoft Office, and personal database programs such as Microsoft Access. It is essential for these users to incorporate data stored on host systems into their regular correspondence, analysis, and reports.

Available methods of accessing host data do not provide the granular, record-level access required for cost-effective, secure, and meaningful integration of host and personal computer systems. In many cases, customers employ antiquated means of data integration. These methods include copying and pasting data from a terminal emulation screen, retyping information taken off printouts from host application reports, and, where host EBCDIC-to-computer ASCII file transfer is supported, importing text files containing comma-delimited values. (EBCDIC refers to Extended Binary Coded Decimal Interchange Code.) Although widely used, these methods are not efficient, and are not supported by products from independent software vendors (ISVs). 

The challenge faced by IS professionals is to provide direct record-level access to this valuable data without going through the host application. Much of the renewed interest in improved access to host data sources is a result of the burgeoning growth of local intranets, the use of the Internet, and Web technology as a mechanism for delivering information. Additional uses of this direct data access are ad hoc queries and Web-based reporting. In this era of cost reduction and IS budget-tightening, fast and inexpensive methods of record-level access are needed to deliver modern, three-tiered information systems. It is common for corporate management to rethink host data storage and the appropriate software used to provide data access. For many organizations, the answer is in replacing the arguably outdated and certainly "misdated" host-based business rules with server-based, or even client-based, business logic.

OLE DB Provider for AS/400 and VSAM aims to provide customers and solution providers with the means to integrate desktop applications with the wealth of data residing on host computers.

DDM Record-Level Access
The Microsoft OLE DB Provider for AS/400 and VSAM provides record-oriented access to host files. Bandwidth-intensive file transfers of entire host files are not needed to access data on the host.

The OLE DB interface provided by the OLE DB Provider for AS/400 and VSAM supports the following features: 

· Set attributes and a record description of a host file (column information) 

· Lock files and records 

· Position to the first record or the last record in a file 

· Navigate to the previous or next record in a file 

· Seek to a record, based on an index 

· Change records in a file 

· Insert new records and delete records in a file 

· Preserve file and record attributes 

The OLE DB Provider for AS/400 and VSAM is a source Distributed Data Management (DDM) requester implementation. It can initiate DDM commands to be serviced by a remote host-based target DDM server. On the Microsoft Windows 2000 and Windows NT operating system, the Microsoft DDM requester can run as a Windows NT service. This enables the DDM service to integrate with other host applications using the IBM DDM protocol and DDM servers resident on the host. Microsoft-based host software is not required. IBM offers DDM servers for the most popular host environments.

Providing users with direct record-level access reduces the development time for building and deploying new data integration solutions. Accessing only the target records, as opposed to entire host files, helps ensure data integrity.

Platforms Supported by the OLE DB Provider for AS/400 and VSAM
On the mainframe platform, IBM offers a target DDM server implementation in IBM Distributed File Manager (DFM), a component of IBM Data Facility Storage Management Subsystem (DFSMS). To support an SNA LU 6.2 connection, the Microsoft OLE DB Provider for AS/400 and VSAM requires DFSMS version 1 release 2 or later for MVS/ESA and OS/390.

On midrange AS/400 computers, IBM has directly implemented target DDM servers in OS/400. To support an SNA LU 6.2 connection the Microsoft OLE DB Provider for AS/400 and VSAM requires OS/400 version 3 release 2 or later. The Microsoft OLE DB Provider for AS/400 and VSAM requires OS/400 version 4 release 2 or later to support a TCP/IP connection.

On the AS/400 platform, the OLE DB Provider for AS/400 and VSAM supports physical and logical files with an associated external record description file. For specific limitations, see the AS/400 DDM User's Guide.

On the mainframe platform, the OLE DB Provider for AS/400 and VSAM supports the following data-set types: 

Sequential Access Method (SAM) Data Sets 

· Basic Sequential Access Method data sets (BSAM) 

· Queued Sequential Access Method data sets (QSAM) 

Virtual Storage Access Method (VSAM) Data Sets 

· Entry-Sequenced Data Sets (ESDS)

· Entry-Sequenced Data Sets (ESDS)

· Key-Sequenced Data Sets (KSDS)

· Fixed-Length Relative Record Data Sets (RRDS)

· Variable-Length Relative Record Data Sets (VRRDS)

· Relative Record Data Set (RRDS)

· VSAM Alternate Indexes for ESDS and KSDS data sets

Basic Partitioned Access Method (PDS) Data Sets 

· Partitioned Data Set Extended members (PDSE) 

· Partitioned Data Set members (PDS) 

· Read-only support for PDSE directories 

· Read-only support for PDS directories 

The preceding data-set types are supported by IBM DFM/MVS.

DFM/MVS does not support the following data-set types. They cannot be accessed using the OLE DB Provider for AS/400 and VSAM. 

· VSAM Linear Data Sets (LDS) 

· Generation Data Groups (GDG) 

· Generation Data Sets (GDS) 

· Basic Direct Access Method data sets (BDAM) 

· Indexed Sequential Access Method data sets (ISAM) 

· Sequential Data Striping data sets 

· OpenEdition MVS Hierarchical File System (HFS) files 

· Tape Media 

All mainframe data sets accessible through IBM Distributed File Manager must be cataloged in an Intersystem communications function (ICF) catalog. These data sets must reside on direct access storage devices (DASD).

File and Record Attributes
By definition, the record description is not part of the record I/O architecture in Distributed Data Management (DDM). Traditionally, applications must embed the record format as part of the application program. This creates a tremendous burden on the application, and is inconsistent with the existing computer-based data access standards, such as OLE DB and ODBC.

To solve this problem, the Microsoft OLE DB Provider for AS/400 and VSAM uses an external Host Column Description (HCD) file stored on the computer. This file allows administrators to describe the host record format. At run time, the OLE DB Provider for AS/400 and VSAM transparently converts the host data to computer data using the local HCD information. Before a user program can view or open a VSAM file using the OLE DB Provider for AS/400 and VSAM, the user program must create a valid record description file or entry for the target VSAM file.

The OLE DB Provider for AS/400 and VSAM includes a Microsoft Management Console (MMC) application. This is designed to enable administrators and developers to create these local record description files and the necessary registry settings for data sources. The OLE DB DDM Management application makes it relatively easy to create HCD files without ever knowing the HCD file format. The Host Column Description file format is documented in the chapter on Administration and Management of Data Access.

The conversion process occurs in two steps. The host data is converted from host EBCDIC to ASCII data by the DDM Dynamic link Library (DLL). The HCD file is used during this step to convert host data types to C data types, which are defined in ODBC and based on the SQL data types defined in the ANSI/ISO SQL-92 standard. The second phase of this conversion occurs in the SNAOLEDB DLL. Here, these SQL C data types are converted to the defined OLE DB data types.

An HCD file is not needed to describe the record format for data stored in the AS/400. This is because the OLE DB Provider for AS/400 and VSAM automatically determines that the target host system is an AS/400. It then uses the appropriate DDM commands to retrieve the record description. The system administrator or the OLE DB application developer might sometimes want to use an HCD file instead of retrieving the AS/400 record description. This behavior can be forced when configuring data sources by setting a configuration property to access the OLE DB Provider for AS/400 and VSAM. 

Data Sources for the OLE DB Provider for AS/400 and VSAM

To use Microsoft OLE DB Provider for AS/400 and Virtual Storage Access Method (VSAM) with an OLE DB consumer application, you must either create a universal data link (.udl) file and call this from your application, or call the provider using a connection string that includes the provider name. MDAC version 2.0 and later includes Microsoft Data Link, a generic method for managing and loading connections to OLE DB data sources. Microsoft Data Link also supports finding and storing connections to OLE DB data sources. 

If you are accessing VSAM data sets on MVS/ESA or OS/390, you must configure host data descriptions after configuring a data link, using the Data Descriptions tool. These host data descriptions in stored in Host Column Description (HCD) files. 

For detailed information on configuring data sources, data descriptions, and host column description (HCD) files, see the chapter on Administration and Management of Data Access. 

In addition to the sample applications provided on the Host Integration Server 2000 CD-ROM, many of the sample programs that ship as part of the MDAC SDK can be used with the OLE DB Provider for AS/400 and VSAM. To use the OLE DB Provider for AS/400 and VSAM, you must specify SNAOLEDB for the provider name. 

For additional information on using connection strings, see "Using the OLE DB Provider for AS/400 and VSAM" in the Developer's Guide.

OLE DB Provider for DB2

The Microsoft OLE DB Provider for DB2 allows users to access IBM Data Base 2 (DB2) from within an OLE-aware application. The object linking and embedding database (OLE DB) is a standard set of interfaces that provides heterogeneous access to disparate sources of information located anywhere—file systems, e-mail folders, and databases. The OLE DB Provider for DB2 combines the universal data access of OLE DB with the IBM Distributed Relational Database Architecture (DRDA).

Organizations have invested in secure, robust, enterprise-wide data storage and management systems. DRDA is a set of rules for distributing or extending relational data from one computer to another, such as from a PC server to a DB2 database server running on a mainframe or an AS/400 computer. By combining the OLE DB and DRDA architectures, Microsoft allows organizations to preserve their investments in existing data management infrastructure, while extending universal data access to all enterprise-wide data sources.

Goals of the OLE DB Provider for DB2
Relational database management systems (RDBMS) are one of the major sources of mission-critical information in today's enterprise organizations. Relational database technology enables departments and individual users to save their information in centrally managed database stores that can be easily maintained by the organization's information systems group. Ad-hoc query tools designed for accessing relational database systems have added greater flexibility and ease of access to this information.

These same enterprises rely on vast networks of personal computers to enable their users to achieve business goals. To accomplish their daily tasks, end users invariably rely on network e-mail; Windows productivity applications, such as Microsoft Office; and personal database programs, such as Microsoft Access. It is essential for these users to incorporate data stored in relational database systems into their regular correspondence, analysis, and reports.

The challenge for IS professionals is to provide access to this valuable data without the effort needed to develop traditional database applications. Much of the renewed interest in improved access to data sources is a result of the burgeoning growth in the use of Internet and Web technology as mechanisms for delivering information. Additional uses of this relational database access include ad hoc queries and Web-based reporting. In this era of cost reduction and IS budget-tightening, fast and inexpensive methods of accessing data stored in RDBMS systems are needed to deliver modern, three-tiered information systems. 

DB2 is a popular RDBMS for a significant number of enterprise customers. Customers need a cost-effective and manageable means to integrate DB2 with Microsoft SQL Server, Microsoft Internet Information Services (IIS), and Microsoft Office applications. The goal of the OLE DB Provider for DB2 is to provide customers and solution providers with the means to integrate desktop applications with this wealth of data residing on DB2 database systems.

Distributed Relational Database Architecture
Database technology has allowed departments and even individual users to save their information locally—as opposed to centrally managed stores owned by the organization's information systems group. Along with local storage and database query tools comes greater flexibility and ease of access to information. Yet, as more databases became distributed, a need emerged for users to access data stored remotely. IBM devised the Distributed Relational Database Architecture (DRDA) to enable their customers to access remote, distributed database systems across hardware platforms.

DRDA supports most dialects of the Structured Query Language (SQL) for access to relational database management systems (RDBMS). SQL is an international standard that defines a language for accessing database management systems (DBMS). DRDA implementations generally support SQL in two ways: static (embedded) SQL, where the SQL commands are embedded directly in the application program and prepared as an extra step in the process of compiling the application; and dynamic or interactive (callable) SQL, where the user passes SQL commands as function calls at run time. One popular IBM implementation of dynamic SQL is the Call Level Interface (CLI). With dynamic SQL or CLI, SQL preparation is not required.

Clients that comply with DRDA are referred to as application requesters (AR) because they request data from the DRDA server. Servers that comply with DRDA are referred to as application servers (AS). Typically, application servers are implemented as the backend driver link to the RDBMS. In some cases, products are implemented as both application requesters and application servers.

DRDA supports access to stored procedures on DB2. SQL applications can invoke stored procedures or user-written programs on DB2 using the SQL CALL statement.

The OLE DB Provider for DB2 is an application requester implementation that can initiate DRDA commands to be serviced by a remote target DRDA application server represented by DB2. On the Microsoft Windows NT operating system, the Microsoft DRDA Application Requester can run as a Windows NT service. This enables the integration of the DRDA service with other host applications using the IBM DRDA protocols and DRDA servers resident on the host. Microsoft host software is not required. IBM offers DB2 servers for most popular environments.

Platforms Supported by the OLE DB Provider for DB2
IBM and other software vendors have implemented DRDA support into database systems, such as DB2, and database tools on a wide range of operating systems. DRDA is an open, published, and widely supported protocol, which requires no additional license for development. This makes DRDA appealing to independent software vendors (ISVs), solution providers, large corporate development groups, as well as their customers.

The Microsoft OLE DB Provider for DB2 is implemented as an IBM Distributed Relational Database Architecture (DRDA) Application Requester, which means it connects to popular DRDA-compliant DB2 systems.

OLE DB Provider for DB2 can access the following DB2 systems through SNA LU 6.2 using Host Integration Server 2000: 

· DB2 for MVS version 4 release 1 (V4R1) or later 

· DB2 for OS/390 version 5 release 1 (V5R1) or later 

· DB2 for OS/400 (DB2/400) version 3 release 2 (V3R2) or later 

The Microsoft OLE DB Provider for DB2 can access the following DB2 systems directly using TCP/IP: 

· DB2 for OS/390 version 5 release 1 (V5R1) or later 

· DB2 for OS/400 (DB2/400) version 4 release 2 (V4R2) or later 

· DB2 Universal Database for Windows NT version 5 release 2 (V5R2) or later 

· DB2 Universal Database for AIX version 5 release 2 (V5R2) or later 

Note: DB2 for OS/400 (DB2/400) version 4 release 3 (V4R3) requires that PTF SF99103 be applied. DB2 for OS/400 (DB2/400) version 4 release 4 (V4R4) requires that PTF SF99104 be applied. 

DB2 with DRDA support is available on a variety of other platforms. The OLE DB Provider for DB2 has not been tested with these other implementations.

DB2 for MVS Support
DB2 for MVS/ESA implements DRDA support in a component called Distributed Database Facility (DDF), which is an integral part of DB2 for MVS/ESA. IBM suggests that DDF provides optimal online transaction processing (OLTP) performance, because of the close integration of DDF with the DB2 database engine. DB2 for MVS V4R1 and later includes a version of DDF that implements advanced DRDA features, such as stored procedures and distributed unit of work, including two-phase commit.

DB2 for OS/400 Support

DB2 for OS/400 is built into OS/400 with no additional installation required. DB2 for OS/400 is a DRDA Application Requester supporting stored procedures and full distributed unit of work (two-phase commit).

The Microsoft OLE DB Provider for DB2 can access the following DB2/400 systems through SNA LU 6.2 using Host Integration Server 2000: 

· DB2 for OS/400 (DB2/400) version 3 release 2 (V3R2) or later 

The Microsoft OLE DB Provider for DB2 can access the following DB2/400 systems directly using TCP/IP: 

· DB2 for OS/400 (DB2/400) version 4 release 2 (V4R2) or later 

Note: DB2 for OS/400 (DB2/400) version 4 release 3 (V4R3) requires that PTF SF99103 be applied. DB2 for OS/400 (DB2/400) version 4 release 4 (V4R4) requires that PTF SF99104 be applied. 

DB2 Universal Database Support

DB2 Universal Database (UDB) is available on a variety of platforms. These implementations are also referred to as DB2 Common Server. The OLE DB Provider for DB2 supports accessing DB2 Universal Database V5R2 or later on Windows 2000, Windows NT, and IBM AIX directly using TCP/IP. 

DB2 Common Server is also available for OS/2 and other versions of UNIX (HP HP-UX, Sun Solaris, Siemens-Nixdorf, and Bull). All of these DB2 Common Server implementations support DRDA Application Server capabilities, such as stored procedures and distributed unit of work.

When using the OLE DB Provider for DB2, Host Integration Server 2000 includes support for some ISO code pages for conversions such as ISO-to-UNICODE-to-ANSI, ANSI-to-UNICODE-to-ISO, and ISO-to-UNICODE-to-ISO. These ISO code pages can be used when accessing DB2 Universal Database on AIX. 

Data Sources for the OLE DB Provider for DB2

To use the Microsoft OLE DB Provider for DB2 with an OLE DB consumer application, you must either create a universal data link (.udl) file and call it from your application, or call the provider using a connection string that includes the provider name. MDAC version 2.0 and later includes Microsoft Data Link, a generic method for managing and loading connections to OLE DB data sources. Microsoft Data Link also supports finding and storing connections to OLE DB data sources.

For detailed information on configuring data sources for use with the OLE DB Provider for DB2, see the chapter on Administration and Management of Data Access. 

In addition to the sample applications provided on the Host Integration Server 2000 CD-ROM, many of the sample programs that ship as part of the MDAC SDK can be used with the OLE DB Provider for DB2. To use the OLE DB Provider for DB2, you must specify DB2OLEDB for the provider name. 

For additional information on using connection strings, see "Using the OLE DB Provider for DB2" in the Developer's Guide. 

ODBC Driver for DB2

The Microsoft ODBC Driver for DB2 enables users to access DB2 from within an ODBC-aware application. ODBC defines a standard set of interfaces that provide access to disparate databases. The ODBC Driver for DB2 combines the data access of ODBC with the underlying Microsoft Distributed Relational Database Architecture (DRDA) Application Requester also used by the Microsoft OLE DB Provider for DB2. Using this combination of technologies, the ODBC Driver for DB2 can provide database access to the IBM Distributed Relational Database Architecture and DB2.

Organizations have invested in secure, robust, enterprise-wide data storage and management systems. DRDA is a set of rules for distributing or extending relational data from one computer to another, such as a server computer to a DB2 database server running on a mainframe or an AS/400 computer. By combining the ODBC and DRDA architectures, Microsoft allows organizations to preserve their investments in an existing data management infrastructure, while extending data access to all enterprise-wide DB2 data sources.

The ODBC Driver for DB2 can be used interactively or from an application program to issue SQL statements and execute DB2 stored procedures. From Microsoft Excel, users can import DB2 tables into worksheets and use Excel graphing tools to analyze the data. From Microsoft Access, users can import from and export to DB2. With Microsoft Internet Information Services (IIS), developers can publish DB2-stored information to users through a Web browser.

Goals of the ODBC Driver for DB2
Relational database management systems (RDBMS) are one of the major sources of mission-critical information in today's enterprise organizations. Relational database technology enables departments and individual users to save their information in centrally managed database stores that can be easily maintained by the organization's information systems group.

DB2 is a popular RDBMS for a significant number of enterprise customers. Customers need a cost-effective and manageable means to integrate DB2 with Microsoft SQL Server, Microsoft Internet Information Services (IIS), and Microsoft Office applications. The goal of Microsoft ODBC Driver for DB2 is to provide customers and solution providers with the means to integrate desktop database applications with this wealth of data residing on DB2 database systems.

ODBC Driver for DB2 Architecture
The Microsoft ODBC Driver for DB2 is an ODBC-compliant database driver for Windows 2000, Windows NT, Windows 98, and Windows 95. This driver lets your existing ODBC applications access data residing in DB2 database servers without changing any code. The ODBC Driver for DB2 can connect ODBC-compliant applications with DB2 data sources using the underlying Microsoft Distributed Relational Database Architecture (DRDA) Application Requester. The ODBC application connects to the ODBC Driver for DB2. These ODBC requests are processed by the underlying Microsoft DRDA Application Requester. The data is then passed by an SQL interface to the DB2 data store.

The ODBC Driver for DB2 shares the same DRDA Application Requester that is used by the Microsoft OLE DB Provider for DB2. The DRDA Application Requester is the network client that provides remote database access to DB2 across an SNA LU 6.2 and TCP/IP network.

The ODBC Driver for DB2 is compliant with the Microsoft Open Database Connectivity (ODBC) specification. ODBC is a specification for an application program interface (API) that enables applications to access multiple database systems using SQL.

Platforms Supported by the ODBC Driver for DB2
The Microsoft ODBC Driver for DB2 supports popular DB2 platforms supported by the Microsoft OLE DB Provider for DB2 because both use the same underlying DRDA Application Requester.

The ODBC Driver for DB2 offers network connectivity using SNA APPC LU 6.2 connectivity, as well as native TCP/IP (not reliant on any special IBM or third-party routers). 

Note: The ODBC Driver for DB2 does not require any special host connectivity software when connecting directly to a host system using TCP/IP. 

Data Sources for the ODBC Driver for DB2

A data source associates a particular ODBC driver with the data to be accessed through that driver. Data source information must be configured for each DB2 system that is to be accessed using the ODBC Driver for DB2. The default parameters for the ODBC Driver for DB2 are used for the data source only when these parameters are not configured for each data source.

To use the Microsoft ODBC Driver for DB2 with a consumer application, you must create an ODBC Data Source Name (DSN) and call it from your application. The ODBC Data Source Administrator, an application in the Control Panel, is used to configure User, File, and System DSNs for use with ODBC. You must select the Microsoft ODBC Driver for DB2 Driver when configuring data sources for the ODBC Driver for DB2. For detailed information on configuring data sources for use with the ODBC Driver for DB2, see the chapter on Administration and Management of Data Access. 

In addition to the sample applications provided on the Host Integration Server 2000 CD-ROM, many of the sample programs that ship as part of the MDAC SDK can be used with the ODBC Driver for DB2. To use the ODBC Driver for DB2, you must create a Data Source Name using the ODBC Data Source Administrator, selecting the ODBC Driver for DB2. 

For additional information on using connection strings, see "Using the ODBC Driver for DB2" in the Developer's Guide.

Data Queue ActiveX Control
A data queue is an AS/400 system object that is used for inter-process communications between multiple programs or jobs. Data queues allow multiple programs to send and receive shared messages via a central repository without first writing the message data to a physical database file. Typically, when a data record is read from the queue, the record is erased from the queue. The advantage of using data queues to share data in comparison with using database files is that data queues require much less file I/O and therefore improve overall system performance.

The Microsoft Data Queue ActiveX Control provides the ability to access AS/400 data queues. Host Integration Server 2000 provides this service via a single ActiveX Control that depends on other core Host Integration Server DLLs. Developers can move part or all of their AS/400 applications from an AS/400 computer to a PC platform, while retaining access in the program running on the PC to a remote data queue on the AS/400.

The Microsoft Data Queue ActiveX Control uses the Data Queue interfaces in the DDM Level 4 architecture. These interfaces are extensions to the record-level input/output (RLIO) protocol of the IBM Distributed Data Management (DDM) architecture. The Data Queue ActiveX Control is implemented as a Distributed Data Management (DDM) Application Requester.

DDM is a set of rules for distributing or extending data management from one computer to another, such as from a mainframe to an AS/400 computer, or from one of these host computers to a server computer. By combining the Data Queue ActiveX Control and DDM architectures, Microsoft enables organizations to preserve their investments in existing data management infrastructure, while extending universal file and data transfer to all enterprise-wide data sources.

The Data Queues ActiveX Control can be used with Host Integration Server 2000 to develop applications that use ActiveX or COM objects to transfer data from local machines to AS/400 Data Queues in a Systems Network Architecture (SNA) environment or over TCP/IP using RLIO and DDM. For additional information on developing application for accessing data queues, see "Using the Host File Transfer ActiveX Control" in the Developer's Guide.

Advantages of Data Queues
Data queues provide a fast means of inter-process communication, requiring low system overhead and minimal setup. AS/400 Data Queues are designed to provide a flexible, highly efficient, yet temporary means of inter-process communication. Data queues are familiar to most AS/400 programmers as a simple method of passing information to another program. 

Data queues provide considerable flexibility to the application programmer. The data-queue interfaces require no communications programming and can be used either for connected or disconnected communication. AS/400 and PC applications can be developed using any supported language, yet still communicate with each other. PC programs can communicate with AS/400 programs via a common AS/400 data queue. The use of data queues requires little knowledge of communication and no knowledge of APPC if the programmer utilizes the Microsoft Data Queue ActiveX control. The data queue messages are merely described at the record-level, allowing the application programmer to define the field-level structure as required. 

By default, when one program reads an entry in the queue, the entry is then deleted. Pointers to the queue entries are then updated to reflect the change in the record stack. A data queue can exist with no entries, a single entry, or multiple entries. Multiple concurrent jobs and programs can access data queues. 

When receiving data, the requesting application can set a timeout value to wait for data to arrive in the queue. Waits can be applied based on entry of the data record or for a time period (zero seconds to many days in length). A program that reads from a queue need not be running when the queue is created or when records are inserted. A single data queue can support many separate interactive jobs. At regular intervals or at the end of the day, records in the data queue can be persisted to file by a single automated batch process. 

Platforms Supported by the Data Queue ActiveX Control
AS/400 Data Queue support in Host Integration Server 2000 is implemented by extending the features of the existing Distributed Data Management (DDM) Application Requester and by the creation of an ActiveX control. To support data queues via DDM, a large number of DDM commands are implemented. DDM Data Queue support requires a DDM Architecture Level 4 implementation for both source and target. 

The Data Queue ActiveX Control requires the following system software on the AS/400: 

· OS/400 V3R7 or higher 

· OS/400 V3R2 or higher 

· OS/400 V3R0M5 with the following program technical fixes applied: SF21521, SF21498, SF21500, and SF21254 

· OS/400 V3R1M0 with the following program technical fixes applied: SF21555, SF21499, SF21501, and SF21266 

· OS/400 V2R3 with the following program technical fixes applied: SF21522, SF19749, SF19748, and SF19122 

File Transfer Tools

Host File Transfer ActiveX Control
The Microsoft Host File Transfer ActiveX Control provides the ability to transfer files between a local machine and an OS/390, AS/400, or VSE/ESA host system. Host Integration Server 2000 provides this service via a single ActiveX Control that depends on other core Host Integration Server DLLs. This extends the ability for a client application to perform file transfer operations from a large number of client development environments. 

To transfer files, the Microsoft Host File Transfer ActiveX Control uses the record-level input/output (RLIO) protocol of the IBM Distributed Data Management (DDM) architecture. The Host File Transfer ActiveX Control is implemented as a Distributed Data Management (DDM) source requester, which communicates via APPC LU 6.2 or TCP/IP to a DDM target server.

DDM is a set of rules for distributing or extending data management from one computer to another, such as from a mainframe to an AS/400 computer, or from one of these host computers to a server computer. By combining the Microsoft File Transfer ActiveX Control and DDM architectures, Microsoft enables organizations to preserve their investments in existing data management infrastructure, while extending universal file transfer to all enterprise-wide data sources.

The Host File Transfer ActiveX Control can be used with Host Integration Server to develop applications that use ActiveX or COM objects to transfer files from local machines to hosts in a Systems Network Architecture (SNA) environment or over TCP/IP using RLIO and DDM. For additional information on developing application for host file transfer, see "Using the Host File Transfer ActiveX Control " in the Developer's Guide.

Platforms Supported by the Host File Transfer ActiveX Control
On the mainframe platform, IBM offers a target DDM server implementation in IBM Distributed File Manager (DFM), a component of IBM Data Facility Storage Management Subsystem (DFSMS). The Microsoft Host File Transfer ActiveX Control requires DFSMS version 1 release 2 or later for MVS/ESA and OS/390 to support an SNA LU 6.2 connection.

On midrange AS/400 computers, IBM has implemented target DDM servers directly in OS/400. The Microsoft Host File Transfer ActiveX Control requires OS/400 version 3 release 2 or later to support an SNA LU 6.2 connection. The Microsoft Host File Transfer ActiveX Control requires OS/400 version 4 release 2 or later to support a TCP/IP connection.

On the AS/400 platform, the Host File Transfer ActiveX Control supports physical and logical files with an associated external record description file. For specific limitations, please see the AS/400 DDM User's Guide.

On the mainframe platform, the Host File Transfer ActiveX Control supports the following data-set types: 

Sequential Access Method (SAM) Data Sets

· Basic Sequential Access Method data sets (BSAM) 

· Queued Sequential Access Method data sets (QSAM) 

Basic Partitioned Access Method (PDS) Data Sets

· Partitioned Data Set Extended members (PDSE) 

· Partitioned Data Set members (PDS) 

Virtual Storage Access Method (VSAM) Data Sets

· Entry-Sequenced Data Sets (ESDS) 

· Key-Sequenced Data Sets (KSDS) 

· Fixed-Length Relative Record Data Sets (RRDS) 

· Variable-Length Relative Record Data Sets (VRRDS) 

· Relative Record Data Set (RRDS) 

· VSAM Alternate Indexes for ESDS and KSDS data sets 

The preceding data-set types are supported by IBM DFM/MVS. The following data-set types are not supported by DFM/MVS and cannot be accessed using the Host File Transfer ActiveX Control. 

· VSAM Linear Data Sets (LDS) 

· Generation Data Groups (GDG) 

· Generation Data Sets (GDS) 

· Basic Direct Access Method data sets (BDAM) 

· Indexed Sequential Access Method data sets (ISAM) 

· Sequential Data Striping data sets 

· OpenEdition MVS Hierarchical File System (HFS) files 

· Tape Media 

All mainframe data sets accessible through IBM Distributed File Manager must be cataloged in an Intersystem communications function (ICF) catalog and must reside on direct access storage devices (DASD).

Data Descriptions for Host File Transfer
In order to use the Microsoft Host File Transfer ActiveX Control to transfer files, a user or client application must describe the data format of the host file to transfer. A host data description is normally configured using the Data Descriptions tool. 

Microsoft Management Console (MMC) and MMC snap-ins are the current method of exposing administrative tasks and options in server-based Microsoft products. An MMC snap-in for Data Integration is installed with the Host Integration Client 2000, which enables you to configure data descriptions for transferring files on OS/390, OS/400, MVS/ESA, and AS/36 systems. The Data Integration Management Console snap-in enables you to configure data descriptions used by the Host File Transfer ActiveX Control.

For detailed information on configuring data descriptions for host file transfer and host column description (HCD) files, see the chapter on Administration and Management of Data Access. 

Developing Applications for Host File Transfer

For an example of an application using the File Transfer ActiveX( control, see the following SDK samples on the Host Integration Server 2000 CD-ROM:

SDK\Samples\FileTransfer\TestConnectVB

SDK\Samples\FileTransfer\TestConnectC

These samples may also be used as fully functional utilities.

APPC File Transfer Protocol

With APPC File Transfer Protocol (AFTP) you can manage files on a server computer. You can copy files to or from the AFTP server, rename files on the server, and delete server files.

AFTP is installed when setting up Host Integration Server 2000. To provide client computer access to AFTP, you must first create local and remote Advanced Program-to-Program Communications (APPC) logical units (LUs) for AFTP. When configuring a local APPC LU, you must make it a member of the default outgoing local APPC LU pool. The AFTP client software is a Common Programming Interface for Communications (CPI-C) application, which cannot specify a local LU alias.

You must add remote APPC LUs to all connections on which AFTP communicates. After configuring the APPC LUs, you can then configure the AFTP service.

For configuration procedures, see the following topics in the Host Integration Server 2000 Help:

· Overview of Steps for Setting Up AFTP Service

· Configuring a Local LU for AFTP Service

· Configuring a Remote LU for AFTP Service

· Configuring AFTP Service

Using AFTP:

· You can share files among different platforms that support AFTP, if the operating system on each platform supports the format of your files. Text files are supported by many different operating systems, so text files can often be shared among different platforms. Binary files can only be shared if the operating system on each platform supports a common binary format, and if your binary files conform to that format.

· You can store files on different platforms that support AFTP, if files can be represented as a binary stream of bytes. This is true even if the computer's operating system cannot use the file. For example, you can transfer an MS-DOS program to an AIX or mainframe computer for storage, although those operating systems cannot use MS-DOS programs. You can then redistribute the file to other MS-DOS computers, where the file can again be used.

· If you want to store files that have unique file system encoding, you must convert the files into a new file that can be treated as a binary stream. You can convert your files using an archiving program such as COPYFILE with the PACK option on VM.

To help you remember your file names, AFTP supports a directory file organization scheme on all platforms. Commands are provided to create and remove directories on the AFTP server. Commands are also provided to list directory contents on either the AFTP client computer or AFTP server, and to identify the directory in which you wish to work (current directory).

Every resource in the SNA network has a unique address in the format "NETID.LUNAME". This network address is known as the fully qualified LU name. This address is defined when the resource is added to the network.

You can associate easy-to-remember aliases with the fully qualified LU names (network addresses) that you access most often. The methods used vary by operating system, but usually involve either locally defined LU aliases or CPI-C symbolic destination names.

The table of personal aliases you create is stored on your system and is only accessible by you. Each of your personally defined aliases (locally defined LU aliases and CPI-C symbolic destination names) must be unique. 

Note: On host systems, a single LU can represent multiple users. On those systems, you must also specify a user ID and password. 

For more information on developing custom applications using the AFTP, see the Developer's Guide. 

Shared Folders Gateway Service

Using Shared Folders Gateway Service, a PC without Host Integration Server 2000 client software installed can access a shared folder, which is a directory with files on the AS/400. By installing the Shared Folders Gateway Service, users can share or store files on the AS/400 hard disk as though it were another drive on the Windows 2000 Server.

The Shared Folders Gateway Service (Shared Folders) appears in Host Integration Server 2000 as a set of folders in the list view (details pane). It is installed as an option during Host Integration Server 2000 Setup. After you configure Shared Folders, you will see folders that map to a virtual drive on the Windows 2000 Server. 

The folders contain files that users can access through APPC LUs. You can perform most operations on the shared folder. Host Integration Server 2000 automatically creates a Windows 2000 share using a name you supply.

Using this share you can set permissions, set the control access, and then set security in the same manner you would any other share on your network.

Access to files made available through the Host Integration Server 2000 Shared Folders Gateway Service is controlled at two levels: at the AS/400 on which the shared folders reside, and at the server through which the shared folders are made available to the local area network.

Shared Folders Gateway Service connects to the AS/400 through a single user ID and password. This provides the maximum level of access by all users who connect to the shared folders.

As an example, if the Shared Folders Gateway Service connects to the AS/400 as a user Shared Folders Switched Virtual Circuit (SFSVC), and if the AS/400 allows the user SFSVC read-only access, then all LAN users who access the shared folders have read-only access at most.

A second layer of access control is provided by Windows 2000 security. When an administrator shares a directory on the drive that is mapped to the AS/400 shared folders, the administrator can use Windows 2000 security to assign permissions for the shared directory that further restrict access, but on a user-by-user basis.

The drive mapped to the AS/400 shared folders appears as a FAT partition on the server. As a result, permissions cannot be assigned to individual objects within a shared directory. Macintosh users cannot access files in Shared Folders because Macintosh works only with New Technology File System (NTFS) partitions. However, Macintosh and UNIX users can access Shared Folders by using File Transfer Protocol (FTP) to connect to the Windows 2000 Server.

System administrators should avoid running setup programs based on Acme Setup (ACMESETUP.EXE) while shared folders are mapped to a Windows 2000 Server drive. This is because Acme Setup uses the highest physical drive letter to store temporary files, and shared folders appear as a physical drive on Windows 2000.

For more information on Shared Folders Gateway Service, see Host Integration Server 2000 Help.
Providing for Shared Folders Access

A shared folder is an AS/400 directory that appears as a drive on Windows 2000 Server. You provide access to the Shared Folders Gateway Service by configuring local and remote APPC LUs.

Users without Host Integration Server 2000 client software residing on their computers can access AS/400 files using the Shared Folders Gateway Service. Before client computers can access the files, Host Integration Server 2000 must be configured for Shared Folders (see "Configuring Shared Folders" in the Host Integration Server 2000 Help). This is achieved using APPC local and remote LUs.

Before configuring the Shared Folders, you will need to specify the AS/400 definitions by creating local and remote APPC LUs on Host Integration Server 2000. 

After the LUs are configured, you can assign them local and remote APPC LU aliases. The local APPC LU alias maps to the LU that the service uses to access Shared Folders. The AS/400 remote APPC LU alias contains addressing information for the AS/400. The Host Integration Server 2000 AS/400 user name and password are also required information.

When a folder is created on Host Integration Server 2000, it maps the AS/400 folders (or directory) to a Windows 2000 Server drive. You can select the drive you want mapped to the AS/400. You can configure multiple shared folders on multiple AS/400s. You are limited only by the drive letters that are available.

To configure security, use Permissions for Shared Folders. Do not configure share security through Windows 2000 Explorer or File Manager. Permissions will start the Windows 2000 Security ACL Editor. You use the Editor to add, change, or delete permissions related to the Shared Folders shares.

You can also browse shared folders using Browse. You can see all the top-level folders in the AS/400 and add them to Host Integration Server 2000 shared folders. The Shared Folders Gateway Service does not need to be running to browse the folders and you can cancel browsing at any time.

Using the Shared Folders Service

The Shared Folders Gateway Service in Host Integration Server 2000 lets users access AS/400 files on a Windows 2000 network. The AS/400 files are available to users like other files. They appear to reside on a hard disk on the Windows server. Host Integration Server 2000 client software is not required to access these shared folder files.

To create an AS/400 definition for shared folders

1. In the Host Integration Server 2000 console tree, expand the desired server, and then right-click Shared Folders.

2. Point to New, and click AS/400 Definition.

3. In the dialog box, configure the properties for the AS/400 that contains the files you want to share, and then click OK.

4. On the Action menu, click Save configuration.

To create a folder definition

1. In the Host Integration Server 2000 console tree, expand the desired server, and then expand Shared Folders.

2. Right-click the alias for the AS/400 to which you will be connecting. Point to New, and then click Folder Definition.

3. In the dialog box, configure the properties for the new shared folder.

4. To ensure that the shared folders drive appears in Windows Explorer, select Permanent Drive. The permanent drive feature lets you configure multiple shares per drive.

5. To set security for the shared folder, click Permissions. 

6. In the Access Through Share Permissions dialog box, click the group for which you want to set permissions.

7. Under Type of Access, select the level of permission for that group, and then click OK.

8. Click OK to exit.

9. On the Action menu, click Save configuration.

Note: Use this procedure to create a folder definition for each shared folder to which you will be connecting.
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