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Introduction 

High availability is a top priority for many business operations. From small, specialized businesses to global enterprises, competition requires more and more companies to service customers, partners, and computers around the clock. The increased reliance on server-based systems to power business means that those server services also need to keep running continuously. Mission-critical applications, such as corporate databases and e-mail, often need to reside on systems and network structures that are designed for high availability. The same is true for retail Web sites and other Web-based businesses. Organizations find that they have to plan and configure their systems with high availability in mind, so that they can rely on them for continuous service.

Microsoft® provides myriad means of maintaining the availability of your applications and workloads. The products and programs that help you achieve high availability for your servers and server-based workloads operate on a number of levels, from fundamental practices such as using redundant hardware to powerful solutions such as failover clustering. With so many different tools for maintaining server availability provided by Microsoft, an early challenge to achieving high availability can often be discovering what your options are. This paper is designed to provide a logical overview of the many high-availability tools, solutions, and programs available from Microsoft. Once you have become familiar with these various server-availability strategies, you can then explore the ones that are right for you in greater detail on Microsoft.com.
Defining High Availability

Most broadly speaking, high availability can be defined as the implementation of a system design that ensures a high level of operational continuity over a given period of time. “Operational continuity” in this case refers to the level of service that the applications, the services, and the systems as a whole provide to you, your customers, and your employees. Availability is thus subjective: your availability needs will always center on your individual business needs in a given situation. “High availability” can therefore describe a variety of business goals and technical requirements, from hardware-only targets to mission-critical targets of the service as a whole. The common element to all of these goals is minimizing time that workloads are down or otherwise unavailable. 
Planned vs. Unplanned Downtime

Downtime (whether it be a vital server going down or a network failure making a critical application unavailable to customers) comes in only two flavors: planned and unplanned.
Planned downtime is the result of management-initiated events, such as maintenance. By contrast (and by definition), unplanned downtime is the result of events not within direct control of IT administrators. Such events range from the minor (corrupted hardware drivers or a failed processor, for example) to the catastrophic (such as flood, fire, or earthquake).

Downtime occurs in different degrees of probability as well. Eventual (and often periodic) planned downtime is inevitable: administering updates to a given server’s operating system and the like. Minor unplanned failures and glitches will catch up with any given server at some point as well: reliable, redundant hardware and solid administrative processes can postpone these for a very long time, but the friction of operations will eventually overtake every server. However, minor unplanned-downtime events are easy to plan for and simple to remedy. On the other hand, dramatic unplanned-downtime events, such as a fire destroying an entire data center, will never occur to many servers. However, the cost of such a catastrophe striking some workloads is great enough that it can justify more expensive hedges against such threats. The resources you devote to addressing various unplanned-downtime scenarios should reflect both the cost of such an outage in addition to its relative probability.
The Role of Hardware Reliability

It is important to note that server uptime and server availability are not synonymous. A system can be up but not available (as in the case of a network outage). That said, the reliability of your server hardware is still a fundamental part of keeping your vital IT workloads available. Many simple causes of server downtime can be addressed by employing redundant server components (network interface cards, power supplies, etc.) in addition to high-quality, industry-standard components.
Quantifying Availability

Availability is often expressed numerically as the percentage of time that a service is available for use. For example, a requirement for 99.9 percent availability over a one-year period allows 8.75 hours of downtime; put another way, a requirement for 99.9 percent availability permits only 40 minutes downtime for maintenance every four weeks. Table 1 illustrates the relationship between some common server availability targets and the annual amounts of downtime that they permit.

Table 1 Server Availability and Permitted Downtime
	Availability Target
	Permitted Annual Downtime

	99%
	87 hours 36 minutes

	99.9%
	8 hours 46 minutes

	99.99%
	52 minutes 34 seconds

	99.999%
	5 minutes 15 seconds


The exact level of availability must be determined in the context of the service and the organization that uses the service. For example, your users can probably continue to work if a print server is down, but if a server hosting a mission-critical database fails, your business may begin to suffer immediately. However, striving for inappropriately high availability is not cost effective. Spending $100,000 on a high-availability solution that shifts a workload’s availability from 99.99 percent availability to 99.999 percent availability is not justifiable if the loss of that particular workload only costs your business $1,000/minute.
Quantifying server availability in this fashion is, at best, a shorthand description left over from an era when a workload was tied to a given server and server uptime was a good approximation of server availability. At worst, however, quantifying server availability like this can distract you from important high-availability considerations. For example, if only 90 out of 100 customers can connect to your e-commerce workload, is that workload still fully available? More subtly, if fully 100 out of 100 customers can connect to your e-commerce workload but the service is degraded with only two out of three customer transactions being available, is the workload still fully available? The server may be up and operational in each of these cases, but your business would still be losing money in lost sales revenue—if the workload is performing so poorly that it is unusable to clients, it is unavailable from a business perspective.
Achieving High Availability

Whether the task is to avoid complete loss of a service or ameliorate the degradation of a service’s performance, high-availability solutions rely on the simple principle of supplying redundancy to possible points of failure to maintain service availability. Microsoft products and programs take this foundation beyond hardware, weaving high-availability into operating systems and applications to help you meet your critical business IT needs. 
Microsoft High Availability 

Microsoft is committed to helping you maintain the level of availability you need. Microsoft designs products and programs with high availability in mind, and offers many different features that keep your systems highly available. 
The most basic high-availability strategy is to ensure that your hardware is as robust as possible, minimizing failures in the first place. Supporting this strategy is the Windows Server® 2008 High Availability Program for Windows Server® 2008 Enterprise, Windows Server® 2008 Datacenter, and Windows Server® 2008 for Itanium-Based Systems. This program provides guidance and support at the hardware level to help ensure that your high-availability goals are met. 
You can also maintain server workloads at the application level. Microsoft has built many high-availability features right into its most popular applications. For example, Microsoft® Exchange Server 2007 and Microsoft® SQL Server™ 2005 both provide the means to replicate data between multiple instances of those applications to maintain service and data availability.
Microsoft also provides failover clustering in Windows Server 2008 Enterprise and Windows Server 2008 Datacenter, which keeps both applications and operating systems highly available. A cluster is a collection of servers (called nodes), any of which can run the workload (or workloads) common to the cluster. Thus, if a server in the cluster experiences a hardware or software failure, the cluster software detects it and starts this service on another node in the cluster. This level of availability is often required by systems that handle business data, such as line-of-business (LOB) applications, financial systems, and e-commerce systems.
Failover clusters traditionally rely on the applications running on them to be “cluster aware.” Microsoft extends this high-availability strategy to a broader array of applications with quick migration, available with Windows Server 2008 Hyper-V™. Quick migration couples server virtualization with failover clusters to move entire virtualized servers between physical hosts to maintain the availability of those server workloads and help ensure that no single physical server becomes a point of failure for server workloads.

Microsoft offers a variety of high-availability strategies and tools to promote server workload availability in all of its forms. Singly or in combination, the Microsoft products and programs outlined in the following paper can help you meet your availability goals while fitting the realities of your business and IT environment.
High Availability at the Hardware Level
For a highly available system, start with your hardware. An effective hardware strategy can dramatically improve the availability of your system. These strategies can range from simply adopting common sense practices to using expensive fault-tolerant equipment. 
Redundant Components 

You can significantly reduce unplanned downtime with high-quality, reliable components that are less likely to fail. You can then add redundant components that can take over in the case of a hardware failure. Microsoft provides guidance for an effective hardware strategy that includes standardized components, accessible spares, and careful maintenance of the environment. Fault-tolerant and redundant components can also be important in maintaining high availability. 
Fault-Tolerant Servers

To extend hardware availability, some versions of Windows Server®, such as Windows Server 2008 Enterprise, Windows Server 2008 Datacenter, and Windows Server 2008 for Itanium-Based Systems, are designed to fully support fault-tolerant servers. Fault-tolerant servers are those that have complete redundancy across all hardware components. If a primary component fails, the secondary component takes over in a process that is seamless to the application running on the server. As such, fault-tolerant systems “operate through” a component failure without loss of data or application state. 

Although a system may have some redundant components, it is not necessarily a fault-tolerant server. Most high-end servers employ at least some redundant components to eliminate common points of failure, but they will still fail when a component that is not redundant, such as a microprocessor or memory controller, fails. True fault-tolerant servers, however, employ complete redundancy across all system components, ensuring that no single point of failure can compromise system availability. Some fault-tolerant servers extend this level of redundancy across data center boundaries by letting the server’s redundant subsystems be installed in separate, yet connected, locations.

Support for fault-tolerance in Windows Server 2008 Enterprise, is handled completely at the kernel and hardware abstraction layer—a method that makes it transparent to applications. In addition, fault-tolerant servers that are Windows® based must pass the same rigorous Windows Hardware Compatibility Tests (HCT) as other servers, ensuring that the applications running on them will behave no differently. As such, companies that embrace fault tolerance on Windows achieve very high levels of availability, but also realize the full range of other benefits provided by the Microsoft platform and Microsoft® .NET Framework technologies.

The Windows Server 2008 High Availability Program

The Windows Server® 2008 High Availability Program is designed to provide you with highly available systems for business-critical workloads and large-scale virtualization, where reliability and uptime are essential. The program addresses the primary reasons servers fail (hardware failures, server configuration, and driver and management issues) through:

· Highly available system configurations with redundant components, the latest reliability, availability, and scalability (RAS) technologies, and signed drivers.

· A preinstalled high-end edition of Windows Server® 2008 (Windows Server® 2008 Enterprise, Datacenter, or for Itanium-Based Systems) that includes clustering capabilities.

· Proactive best practices for configuring and managing servers.

· Business-critical reactive support to quickly resolve issues that may arise.

The High Availability Program is ideal for all virtualization and business-critical systems, including custom LOB applications, Microsoft® BizTalk® Server, DB2, Microsoft® Exchange Server, Oracle, SAP and Microsoft® SQL Server™.

The Windows Server® 2008 High Availability Program helps customers achieve the highest levels of availability by providing “good,” “better,” and “best” hardware availability designations. Customers experience “good” hardware availability with servers logoed as “Designed for Windows Server 2008,” which are recommended over hardware without a logo. Customers experience “better” availability with servers “Designed for Windows Server 2008 High Availability Program.” The “best” availability comes from the full High Availability Program, where customers receive hardware designed for the program and end-to-end support and services from the OEM.
Dynamic Hardware Partitioning

Microsoft further enhances server availability and fault tolerance with dynamic hardware partitioning in Windows Server 2008 Datacenter and Windows Server 2008 for Itanium-Based Systems. Windows works with one or more isolated hardware partitions, each assigned its own processors, memory, and I/O host bridges that are independent from any other hardware partitions. On servers that can be dynamically partitioned, the configuration of partition units that are assigned to a hardware partition can be changed while the system is running. You can hot replace or hot add additional processors and memory to these partitions without restarting the instance of the operating system that is running on the hardware partition. This increases the reliability, availability, and serviceability of your servers. For example, you can replace a processor that shows signs of failing, or you can add spare processors to a partition as demand increases.

High Availability at the Application Level
Reliable hardware keeps individual servers highly available; other high availability strategies keep only the workloads highly available. Microsoft has built features for enhancing high availability into Exchange Server, Microsoft® Office SharePoint® Server, and SQL Server to keep your system up and running. 
Exchange Server High-Availability Features 
The basic premise of the high-availability architecture in Exchange Server is to introduce redundancy into the deployment. Redundancy can be introduced within a single data center to protect against individual server failure. For example, introducing a second server into your organization's primary data center enables mail flow to continue if one of the two servers fails. Redundancy can also be introduced with a secondary data centers. 

High-availability features for mailbox servers include continuous replication and clustering. Continuous replication, which provides data availability for the system, is the process of automating the replication of closed transaction log files from a production storage group to a copy of that storage group that is located on a second set of disks on the local computer or on another server altogether. After being copied to the second location, the log files are then replayed into the copy of the database, thereby keeping the storage groups asynchronous.

Continuous replication and clustering are available in several forms, depending on the version of Exchange Server you are using.
· Cluster Continuous Replication (CCR) is a non-shared storage failover cluster solution that enables you to create and maintain a storage group copy on a second server. CCR can be either a one or two data center solution, providing both high availability and site resilience. CCR is one of two types of clustered mailbox server deployments available in Microsoft Exchange Server 2007 (the other is single copy clustering, described below). 
· Standby Continuous Replication (SCR) is a new feature introduced in Exchange Server 2007 Service Pack 1 (SP1) and designed for scenarios that use standby recovery servers. SCR uses the same log shipping and replay technology used by LCR and CCR; it can be used to replicate data from standalone mailbox servers and clustered mailbox servers.

· Single Copy Clusters enable a separation of high availability (comprised of service and data availability) and site resilience. For example, SCR can be combined with CCR to replicate storage groups locally in a primary data center (using CCR for high availability) and remotely in a secondary or backup data center (using SCR for site resilience). The secondary data center could contain a passive node in a failover cluster that hosts the SCR targets. This type of cluster does not contain any clustered mailbox servers, but it can be quickly provisioned with a replacement clustered mailbox server in a recovery scenario. If the primary data center fails or is otherwise lost, the SCR targets hosted in this standby cluster can be quickly activated on the standby cluster.

SharePoint Server High Availability Features 

For high availability in a Microsoft Office SharePoint Server environment, you must use a collection of servers supporting multiple SharePoint sites—a server farm—mitigating against the effects of unexpected downtime in addition to downtime that is related to ongoing maintenance (such as operating system updates). 

There are several different server topologies, depending on the level of server redundancy you need:
· Four-server farm with clustered database servers

· Five-server farm with dedicated application server

· Six-server farm with load balancing
The smallest server farm that builds in availability consists of four servers (see Figure 1). The first two servers are Web servers installed with a query role. Additional application server roles, such as Excel® Calculation Services, can be installed on one or both servers. The second two servers are clustered database servers.
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Figure 1 Four-server farm
The most common highly available server farm topology introduces a middle tier and consists of five server computers (see Figure 2). Given this topology, you can install all application server roles on the dedicated application server. This design optimizes the performance of the front-end Web server computers by enabling you to offload one or more application server roles to the middle tier. 
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Figure 2 Five-server farm
For maximum redundancy with a minimum number of servers, deploy an additional application server to the middle tier (for a total of six servers) for load balancing application server roles that are designed to be redundant (see Figure 3). 
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Figure 3 Six-server farm

Load balancing enables you to share a load across servers, helping ensure that a particular server does not get overloaded. There are two methods of load balancing, software and hardware.
· Software, such as Network Load Balancing (NLB) services in Windows Server 2008 and Windows Server 2003. NLB runs on the front-end Web servers, and uses TCP/IP to route requests; it thus may slightly reduce the resources you can use for serving Web pages. 

· Hardware, such as a router or switch box. Load balancing hardware uses your network to direct Web site traffic between your front-end Web servers. Load-balancing hardware is more expensive to set up than software, but does not affect your front-end Web server resources. Windows® SharePoint® Services 3.0 can be used with any load-balancing hardware.

SQL Server High-Availability Features 

Microsoft enables SQL Server database availability with the SQL Server Always On Technologies program. 
SQL Server 2005 Always On Technologies include:

· Database mirroring
· Failover clustering
Used separately or in combination, these features help minimize downtime and keep your systems highly available.

Database mirroring

Database mirroring is a software solution to increase database availability by supporting almost instantaneous failover with no loss of committed data. It is easy to set up and manage. The benefits of database mirroring include:

· protecting data by providing complete or nearly complete redundancy.

· increasing availability of a database in the event of a disaster.

· improving availability of production database during upgrades.
Database mirroring can be used to maintain a single standby database (mirror database) for a corresponding production database (principal database). The mirror database is created by restoring a database backup of the principal database with no recovery. You can use the mirror database indirectly for reporting purposes by creating a database snapshot, which provides you with read-only access to the data as it existed when the snapshot was created.

Database mirroring runs with either synchronous operation in high-safety mode, or asynchronous operation in high-performance mode. In high-performance mode, the transactions commit without waiting for the mirror server to write the log to disk, which maximizes performance. In high-safety mode, a committed transaction is committed on both partners, but at the risk of increased transaction latency. High-safety mode supports an alternative configuration, high-safety mode with automatic failover. This configuration involves a third server instance, known as a witness, which enables the mirror server to act as a hot standby server. 

Failover clustering
Failover clustering provides redundancy through a configuration in which other servers essentially act as clones of the main production system. A failover cluster comprises one or more servers (nodes) with a set of shared cluster disks; the shared disk array is configured to allow all nodes access to the disk resources, with only one node actively processing. When a server node fails, the failover cluster automatically moves the control of the shared resources to a working node and restarts SQL Server. This configuration allows seamless failover capabilities in the event of a CPU, memory, or other non-storage hardware failures.
High Availability at the Operating System Level
Failover clusters can provide high availability at the operating system level to enhance availability. Like other approaches, they build redundancy into your system to help eliminate single points of failure. Failover clusters are often used for key databases, file sharing on a network, business applications, and customer services, such as e-commerce Web sites.

A failover cluster is a group of independent computers with two or more shared disks that work together to increase the availability of applications and services. The clustered servers, called nodes, are connected by physical cables and software; they usually include multiple network connections and data storage connected to the nodes via storage area networks (SANs). 

Normally, if a server hosting a particular application crashes, that application is unavailable until the server is fixed. Failover clustering addresses this situation by detecting hardware and software faults (using a heartbeat private network connection to monitor the health and status of each node in the cluster), and then immediately restarting the application on another system without administrative intervention. This configuration enables seamless failover capabilities in the event of a CPU, memory, or other non-storage hardware failures.
As part of the failover process, clustering software may configure the node before starting the application on it. For example, appropriate file systems may be imported and mounted, network hardware may be configured, and some supporting applications may be started. 

There are two basic types of Windows clustering technologies: 
· Network load balancing clusters

· Failover clusters
Network Load Balancing for Stateless Workloads
Network load balancing is an effective, scalable means to achieving high availability for stateless server workloads. The term “stateless” refers to workloads that respond to each client request as an isolated transaction. Client requests handled before a given client request have no impact on that current transaction. A good example of this is a Web server. For each request for a Web page, the Web server gathers all of the necessary information to present that Web page to the client. The server then gathers all of the information it needs for the next client request, and so on. Because each request supplies all of the information that a stateless server needs to complete the transaction, it is a relatively simple matter for any given request to be handled by any of the identical instances of a server workload running on any of the hosts of an NLB cluster.

For a load-balanced application, the load is automatically redistributed among the computers that are still operating when a host fails or goes offline. If the failure is unexpected, active connections to the failed or offline server are lost. However, if you bring a host down intentionally (as with planned downtime), you can use the drainstop command to service all active connections prior to bringing the computer offline. In either case, when ready, the offline computer can transparently rejoin the cluster and regain its share of the workload.

Failover Clusters for Stateful Workloads
Failover clusters provide the means to make stateful server workloads highly available. An example of a stateful workload is a database transaction. For a client to interface with information from the database, the server copies the information in question into memory (its state). Once there, the client may either copy the information locally or alter the data. However, reading and writing information from and to storage is the slow part of the transaction; so, if the client has a series of transactions to complete on the same pieces of information, the transactions are held in memory and manipulated there, as opposed to being read back to and then copied back out of storage between each transaction. Thus, previous client requests influence subsequent transactions, all of which need to be conducted in (or have access to) the same information state. 
Most clustered applications and their resources are assigned to one cluster node at a time. If the failover cluster detects the failure of the primary node for a clustered application, or if that node is taken offline for maintenance, server clusters start the clustered application on a backup cluster node. Client requests are immediately redirected to the backup cluster node to minimize the impact of the failure.

Some clustered applications may run on multiple cluster nodes simultaneously, including SQL Server and Exchange Server. For “cluster-aware” workloads such as these, failover clusters provide scalability in addition to high availability: client requests can be distributed among multiple cluster nodes and administrators can meet increased demand and traffic by adding additional nodes to the cluster. 

Multi-site Clusters
Servers clustered relatively close to each other can still be vulnerable to very large service interruptions. Natural disasters, wide-area network (WAN) infrastructure failures, or widespread power loss for an extended period of time can take all of the cluster nodes offline at once. To mitigate this risk, you can use multi-site clusters, connecting cluster nodes through a local-area network (LAN) or WAN spanning many miles for a solution that not only achieves high availability, but also provides automatic disaster recovery.
In a multi-site cluster model, each node maintains its own copy of the cluster configuration data, and the cluster has no shared storage, further increasing the redundancy of the workload running on the cluster. If any given cluster nodes fails or loses connectivity to the other nodes, the complete system and disk redundancy enables the multi-site failover cluster to handle subsequent activities on one of the remaining nodes at one of the dispersed sites. This configuration removes the single-point of failure potential in a typical failover cluster configuration: the shared storage of the cluster and the close proximity of the cluster nodes engendered by that shared storage. This is a particularly relevant clustering option for applications that maintain data consistency between nodes (such as database log shipping) or workloads with no persistent data that still need to cooperate in a tightly coupled way. 
Hyper-V Quick Migration for High Availability
Another type of clustering that can be used to increase the availability of a system is quick migration, which can be used with server workloads and applications that normally would not be cluster-aware. With quick migration, you run server workloads and applications on virtual machines that are hosted and moved between clustered physical (host) servers. This enables you to provide a wide variety of services through a small number of physical servers and, at the same time, maintain the availability of the services you provide. 
Quick migration combines Windows Server 2008 Hyper-V hypervisor-based virtualization with failover clustering in Windows Server 2008 Enterprise and Windows Server 2008 Datacenter. In quick migration, you run server workloads on virtual machines—guest operating systems running in turn on physical hosts. Each host server is then configured as a node in a failover cluster. If the server initially hosting the virtualized workload fails or requires scheduled maintenance, another server in the cluster hosts the virtualized workload. You can perform any necessary work on the first server and then have it once again resume support services.
It is important to note that with quick migration, you are clustering the physical hosts, not the applications running on a physical host. Failure of a physical host causes a second physical host to take over support of a guest operating system.

With quick migration, each of the guest operating systems behaves like a cluster-aware application, with the cluster service providing health monitoring and automatic recovery for the guest operating system. 
Quick migration is particularly useful:

· During scheduled maintenance of host hardware: Before performing hardware maintenance, you can move guests to another physical host. Alternatively, you can simply shut down the server that needs maintenance and the guests automatically move to the other host.

· During scheduled updates to host software: Before you apply software updates (including service packs), you can move guests to another physical host. Alternatively, you can apply software updates and restart the server, at which point the guests move to the other host automatically.

· For operating systems or applications that could not previously have been run in a cluster: With Hyper-V quick migration, you can place almost any operating system or application within the context of a guest running in a server cluster. You can increase the availability of the guests even if they use earlier operating systems or run applications that are not cluster aware (that is, applications that are not designed to work in a coordinated way with server cluster components).
· Maintaining the availability of servers consolidated onto virtual machines: When you have multiple virtual machines running on a single host, the availability of your services is at greater risk if that server fails. To mitigate this risk, you can make the virtual machines highly available on a cluster. If the host fails, your services can be restarted on another cluster node. 
Certain workloads are best hosted on a dedicated server, while many other workloads can benefit from running on a quick migration cluster. Typically, the nature of stateless applications makes them ideal for quick migration. When you move the virtual machines between nodes they become unavailable from between a fraction of a second to several seconds, depending on the speed and sophistication of storage and network hardware on the cluster in addition to the amount of guest operating information in host server RAM to be moved. Moreover, in the case of unplanned downtime, the guest operating system does not have any time to commit memory to disk; the workload resumes from restart on another cluster node. 
Conclusion 

The availability of your mission-critical applications and servers is critical for your business to succeed. If a service is unavailable or disrupted, you lose revenue, credibility, and opportunities. A high-availability solution mitigates the effects of a hardware or software failure on your business IT operations and maintains the availability of applications so that the perceived downtime for users is minimized. 

There are many approaches to achieving high availability with Microsoft products and services. These approaches complement one another, and can be used alone or in combination. They range from the basic strategy of using highly reliable and redundant server hardware to the more involved process of virtualizing entire workloads and moving them between physical host servers. This paper has outlined some of these strategies and tools in order to guide you to the solution or solutions that meet your current and future needs.
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