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Introduction

Microsoft® SharePoint™ Portal Server 2001 is a flexible portal solution that integrates document management and search functions with the Microsoft applications and tools you use every day. SharePoint Portal Server extends the capabilities of Microsoft Windows® and Microsoft Office 2000 and later by offering knowledge workers a powerful new way to organize, find, and share information. For system architects and developers, SharePoint Portal Server is a solution that delivers dramatic new value by combining the ability to easily create corporate portals with document management and enterprise content crawling.

This white paper identifies the technical boundaries of SharePoint Portal Server to assist you in planning for maximum capacity usage. This paper also provides suggestions about where to increase resources to scale SharePoint Portal Server to maintain optimal performance. To make effective use of this white paper, it is important that you have a clear understanding of your business requirements.

The following terms are used in this paper:

· Corpus.   The corpus includes the collection of documents stored and crawled by SharePoint Portal Server, the categories and folders, document profiles, document versions, and role principals.

· Role principal.   A role principal is a unique Microsoft Windows NT® security identifier. For example, if you have four unique Windows NT user accounts and three Windows NT group accounts assigned to a role, you have seven role principals.

Important   The performance values provided in this paper are based on Microsoft SharePoint Portal Server 2001 Service Pack (SP) 1. SharePoint Portal Server SP 1 provides significant performance enhancements over previously released versions. For more information about how to apply these improvements, see the latest published version of the white paper "Optimizing Performance for Microsoft SharePoint Portal Server 2001" on http://www.microsoft.com/sharepoint/portalserver.asp.

Deciding on a Deployment Option

There are many issues to consider for capacity planning. Not every metric is relevant to your deployment scenario. The set of relevant issues ranges from how often users access the system to how much data is stored on the system, including how the data is aggregated for the user to view. Some issues to consider include:

· When expanding your deployment by adding workspaces to a single server, the additional server load due to increased user activity can cause unacceptable user performance. What is the maximum user activity your server can support?

· Increased numbers of documents in the index can cause longer times to propagate the index to the server dedicated to searching. When is an index too large to propagate efficiently?

· Use of the document management features consumes hard disk space at a fast rate if there is high document versioning activity.

Hard disk space, network, and CPU costs are associated with specific tasks. You must determine which configurations provide the most beneficial user experience. In the same manner, there are benefits to increasing specific resources. You must identify which resources could have the greatest impact in your environment.

SharePoint Portal Server is a flexible and efficient solution that can provide portal services to thousands of users. Depending on your organization, you may want to deploy SharePoint Portal Server at a single geographic location, or site, or on multiple sites.

Deploying a Single Site

Most organizations initially plan for deploying a portal from a single site. Growth and geographical distribution issues are often addressed after the initial deployment. The following general recommendations apply if you are planning to deploy SharePoint Portal Server on a single site:

· 1 million document versions stored.   A single SharePoint Portal Server computer can store 1 million document versions. You must make choices about several deployment details (such as the extent of the category hierarchy) to achieve, or exceed, this metric. For information about the performance characteristics of such a site, see the “Detailed Recommendations” section in this paper.

· 3.5 million documents included in the index.   A single SharePoint Portal Server computer can crawl 3.5 million documents. A large, search-oriented site would typically employ several servers dedicated to crawling content to remove the load of crawling content from the server dedicated to searching. For more information, see the “Detailed Recommendations” section in this paper.

· 20,000 licensed users per server.   Estimating the number of licensed users that a specific server can support is difficult. For many common deployment scenarios, it is possible to support 20,000 licensed users with a single SharePoint Portal Server computer. For information about estimating user support levels, see the “Determining Hardware Requirements” section in this paper.

If your implementation exceeds the recommended boundaries shown, you may want to deploy additional sites.

Deploying Multiple Sites

Many organizations can benefit from deploying several sites. Reasons for considering multiple site deployments include:

· Geographic user dispersion separated by slow network connections.

· Differing functional goals such as team collaboration, business unit and divisional workspaces and enterprise search servers.

· Distinct organizational goals such as manufacturing, marketing, sales, finance, etc.

SharePoint Portal Server makes it easy to deploy several different sites within an organization and have them all work together to help users find information.

A common approach for larger organizations is to deploy multiple sites for various geographic regions. Later, the organization may provide an additional primary search portal. This primary portal makes it possible to search over all geographic portals, file servers, Web sites, and other resources.

Determining Hardware Requirements

Selecting an appropriate server platform is an extremely important component of a successful portal deployment. The key hardware requirements are the CPU speed, amount of RAM, and hard disk space:

· Increased CPU resources allow SharePoint Portal Server to provide an excellent experience to large numbers of users during peak usage periods.

· If there are insufficient CPU resources, users experience unacceptable server response times during peak usage periods.

· Additional RAM and hard disk space allow SharePoint Portal Server to provide improved performance.

· If there is insufficient RAM, users experience unacceptable server response times regardless of the number of active users.

· If there is insufficient hard disk space, users are not able to search for or save additional documents.

An important step in determining your server hardware requirements is establishing clear performance and scalability requirements. Unfortunately, it is frequently difficult to establish clear and detailed performance and scalability requirements for portal deployments. Most organizations find it difficult to predict the level or type of use that the site receives. To complicate matters, this level of use frequently changes and grows over time.

Most organizations are able to estimate accurately the following important deployment metrics:

· Number of users.   This is the total number of users that may have access to the site.

· Percent of active users per day.   This is the percentage of the total number of users who might use the dashboard site during any particular day. Typically, this figure ranges from 10 percent to 100 percent. This number is frequently overestimated and is commonly approximately 30 percent.

· Number of operations per active user per day.   This is the number of operations that a typical user does on the dashboard site during a typical day. An operation is an action such as viewing the home page, searching, retrieving documents, etc. This number usually ranges from 1 to 10. It is frequently possible to estimate the number of operations by analyzing the Web server log of an existing portal deployment, if one exists. Note, however, that when analyzing the Web server log it is only necessary to consider page views, not site hits. Site hits are frequently significantly higher than the number of page views.

· Number of hours per day.   This is the number of hours during which most activity occurs. This number typically ranges between 10 and 24 hours.

· Peak factor.   This is an approximate number that estimates the extent to which the peak dashboard site throughput exceeds the average throughput. This number typically ranges from 1 to 5.

These quantitative descriptions of a portal deployment can be used to estimate the required peak throughput. The following formula yields the peak throughput in operations per second:

	number of users
	X
	percent of active users per day
	X
	number of operations per active user per day
	X
	peak factor

	360,000
	X
	number of hours per day


The number 360,000 is determined by: 

100 (for percent conversion) X 60 (number of minutes in an hour) X 60 (number of seconds in a minute)

SharePoint Portal server uses Hypertext Transfer Protocol (HTTP) for all communication between the client and the server. The HTTP protocol is a connectionless protocol. Therefore, it is not possible to identify the number of concurrent users. The most important measurement of server throughput is the operations per second. The following examples illustrate applying the formula to a sample deployment for three sites.

Deploying a Small Group Site

The following is an example of how you can use the preceding formula to determine the requirements for a product group portal for 400 people. The product group contributes more than 90 percent of the site traffic. Although there might be thousands of other users who occasionally use the site, the number is insignificant compared to the product group usage.

For such a deployment, the following characteristics are reasonable:

	Number of users
	400

	Percent of active users per day
	90

	Number of operations per active user per day
	30

	Number of hours per day
	12

	Peak factor
	5


These estimates yield a predicted peak throughput of 1.3 operations per second.

	400
	X
	90
	X
	30
	X
	5
	=
	1.25

	360,000
	X
	12
	
	


Such a site could be successfully deployed with a server such as a 700 MHz Pentium III with 512 megabytes (MB) of RAM.

Deploying a Large General Site

Another common deployment scenario is a divisional or enterprise portal for approximately 2,000 users. Such a site usually differs from the small group site as follows:

· There is a more diverse set of workers using the site.

· The user community is frequently not as focused on document publishing or document collaboration.

In this scenario, there is usually a broad mix of user need. The average user is typically a less-focused user who may access the site to find a document or to read the morning news or announcements.

Typical characteristics for such a site are:

	Number of users
	2,000

	Percent of active users per day
	80

	Number of operations per active user per day
	12

	Number of hours per day
	12

	Peak factor
	5


These estimates yield a predicted peak throughput of 2.2 operations per second. Such a site would probably require a server such as a dual processor 700 MHz Pentium III with 1 gigabyte (GB) of RAM.

Deploying a Large Portal Site

Another common deployment scenario is a main portal site for a company with approximately 15,000 users.  Users would typically use this site to get company news and search from several corporate information sources.  In such a case:

· The site is used in a read-only manner by almost all users

· Content of the portal is updated on a regular basis

· Users start at the portal and use it as a gateway to other sites

Potential characteristics for such a site are:

	Number of users
	15,000

	Percent of active users per day
	70

	Number of operations per active user per day
	5

	Number of hours per day
	18

	Peak factor
	5


These estimates give peak throughput of 4.1 operations per second.  Such a site would likely demand a server such as a quad processor 700 MHz Pentium III with 4 GB of RAM.

Deploying a Large Search Site

One final deployment example is the corporate search portal. In this scenario:

· The portal is used predominantly to search over content that was crawled from other sources within the organization.

· The site is not used to manage a large number of documents.

· Users are more infrequent than users of the large general site.

· Usage is spread out more during the day due to time zone distribution.

Common characteristics for such a deployment are:

	Number of users
	25,000

	Percent of active users per day
	50

	Number of operations per active user per day
	4

	Number of hours per day
	16

	Peak factor
	5


These estimates yield a predicted peak throughput of 4.3 operations per second. Such a site would probably require a server such as a quad processor 700 MHz Pentium III with 4 GB of RAM. In addition, you would deploy a separate computer, dedicated to creating and maintaining indexes. 

A large search site that includes more than 100,000 documents in the index benefits from using a server dedicated to crawling content to improve performance for users of the server dedicated to searching.

Summary

The following table presents a summary of the operations per second and the recommended hardware requirements for the three configurations discussed previously.

	
	Small Group Site
	Large General Site
	Large Portal Site
	Large Search Site

	Number of users
	400
	2,000
	15,000
	25,000

	Percent of active users per day
	90
	80
	70
	50

	Number of operations per active user per day
	30
	12
	5
	4

	Number of hours per day
	12
	12
	18
	16

	Peak factor
	5
	5
	5
	5

	Operations per second
	1.3
	2.2
	4.1
	4.3

	Recommended processor
	700 MHz Pentium III
	700 MHz Pentium III Dual processor 
	700 MHz Pentium III Quad processor 
	700 MHz Pentium III Quad processor 

	Recommended RAM
	512 MB
	1 GB
	4 GB
	4 GB


Determining Optimal Throughput with Acceptable Performance

All successful portal deployments share one common attribute—the users do not complain about the server being slow. This may seem like an obvious statement, but it is important to consider this requirement and to understand in more detail what acceptable performance really means before discussing the details of the performance characteristics of SharePoint Portal Server.

User operations fall into four general categories when measuring performance and throughput:

· Common operations.   Common operations include viewing the home page on the dashboard site, browsing folders, browsing categories, retrieving documents, and simple search.

· Rare operations.   Rare operations include creating document profiles, creating categories, and creating content sources.

· Long-running operations.   Long-running operations include moving, copying, or deleting folders; deleting or renaming categories; and changing inherited security.

· Uncommon operations.   Uncommon operations include all other operations such as check-in, check-out, publish, approve, etc.

Defining Acceptable Performance

Performance recommendations are for configurations that pass the following stringent set of user latency criteria:

· All common operations must have a mean latency less than 3 seconds.

· All uncommon or rare operations must have a mean latency less than 5 seconds.

· No single operation (excluding potentially long-running operations) can have a latency exceeding 10 seconds.

To determine the latency criteria, all latency measurements were performed multiple times in a variety of load, corpus, and network configurations. The latency criteria provided ensure that, for a typical deployment, users experience excellent performance.

Measuring Optimal Throughput

Recommendations for maximum throughput are the result of an extensive series of laboratory tests and real world deployment experience. The laboratory tests generated a simulated user activity load against the server and measured a broad set of latencies under varying load rates. Reported maximum throughput rates satisfy the acceptable performance criteria outlined previously.

Profiling User Activity

A broad series of tests show that the exact mix of user operations (such as viewing the home page of the dashboard site, retrieving documents, checking in documents, etc.) does not have a significant impact on the maximum throughput recommendations. Although certain operations are more costly for the server to perform, throughput recommendations have been made for a user activity mix that experience has shown to be representative of the majority of portal deployments. The user activity profile for all laboratory tests was:

· 95 percent for common operations (evenly distributed among the constituents).

· 5 percent for uncommon operations (evenly distributed among the constituents).

· Random occasional testing of all long-running and rare operations.

Detailed Recommendations

Microsoft conducted extensive testing of SharePoint Portal Server to ensure that detailed planning can be done prior to deployment and to ensure that deployment plans deliver a portal that truly makes users more effective. It is not possible to fully characterize server performance without providing an extraordinary amount of data. To help customers focus on the most relevant data, the testing efforts focused on scenarios that experience has shown to be common.

The detailed capacity planning recommendations fall into three broad categories:

· Corpus characteristics.   Corpus limits describe maximum recommended values for several important characteristics such as the number of documents per workspace, etc.

· Maximum throughput.   Maximum throughput results describe the expected optimal throughput for a given server and how to plan an optimal deployment.

· Resource consumption.   Resource consumption recommendations allow you to make detailed predictions of the future server requirements for CPU resources, RAM, and hard disk storage.

Corpus Characteristics

Each of the recommended limits in this section was obtained by starting with the test workspace shown and modifying it with the characteristic in question until end user latencies were no longer acceptable.

The base workspace for the tests had the following characteristics:

	Number of documents 
	50,000

	Number of document versions
	100,000

	Average number of versions per document
	2

	Document profiles
	50

	Categories
	75

	Number of documents per folder or category
	Up to 20

	Number of categories per document
	Up to 3

	Average number of documents per folder or category
	10

	Average number of role principals
	20

	Average file size
	100 KB

	Number of subscriptions
	1,000

	Number of subscription results
	2,000


Summary of Recommendations

The following table displays a summary of the recommendations presented in this section. These recommendations do not represent the limit for support from Microsoft Product Support Services. The recommendations are intended to help you plan your deployment. Your specific requirements may vary, and you should adequately test performance and usability. For details and caveats regarding these limits, read the sections that follow this table.

	Maximum number of documents stored per server
	500,000

	Maximum number of document versions per server
	1,000,000

	Maximum number of documents included in the index per server
	3,500,000

	Maximum number of documents per folder
	200 – 3,000 *

	Maximum document size
	50 MB

	Maximum number of versions per document
	1,000

	Maximum number of subscriptions per workspace
	100,000

	Maximum number of document profiles
	500

	Maximum number of content sources
	100

	Maximum number of role principals per folder
	150 - 600

	Maximum number of categories
	500


* Maximum recommended is 200 documents per folder. However, it is possible to store up to 3,000 documents per folder if rendering time is not a limiting factor.

Maximum number of documents and document versions stored per server

The maximum recommended number of documents stored per server is 500,000, with 1 million document versions (an average of 2 versions per document). This number is the same regardless of the number of workspaces on the server. Therefore, if a workspace requires storage for 1 million document versions, then it should be the only workspace on the server.

Maximum number of documents included in the index per server

The maximum recommended number of documents included in the index per server is 3.5 million. The primary resource constraint for this limit is memory consumption due to database cache growth to support searches over both full-text and document metadata. It is possible to crawl and search over a larger corpus if a custom query is used to search only document text and not document metadata.

Maximum number of documents per folder

The maximum recommended number of documents per folder is 200. This limitation is due to long rendering times for Web browser pages when listing the folder contents. Typical clients can require more than 10 seconds rendering the list of documents in the folder. It is possible to store up to 3,000 documents in a folder if rendering time is not a concern. This might be true if users are not expected to browse to the contents of the folder from a Web browser, or if users are predominantly using Web folders for folder browsing.

Maximum document size

The maximum recommended document size stored in SharePoint Portal Server is 50 MB.

Maximum number of versions per document

The maximum recommended number of versions per document is 1,000.

Maximum number of subscriptions per workspace

The maximum recommended number of subscriptions per workspace is 100,000. The SharePoint Portal Server subscription technology is extremely efficient. Even with 100,000 subscriptions, there is a negligible impact on server performance. Testing is continuing in this area, and it is likely that this number will increase in the future.

Maximum number of document profiles

The maximum recommended number of document profiles is 500. The number of document profiles does not significantly affect the performance of the server.

Maximum number of content sources

The maximum recommended number of content sources is 100.

Maximum number of role principals per folder

The maximum number of role principals per folder can vary depending on the role. The maximum number of role principals is restricted by the maximum size of a security descriptor, which is 64 KB. The maximum number of coordinators is 150, and the maximum number of readers is 600. Note that role principals can actually be groups. Therefore, it is possible to allow a very large number of users access to a document.

Maximum number of categories

The maximum recommended number of categories is 500. However, this number of categories can have a negative impact on performance with certain corpus types. Key factors affecting performance are the total number of categories and the total number of documents in all categories. If the average number of documents per category is 20, then the maximum recommended number of categories is 200.

Speed of long running operations

Some operations can take a long time to complete because the operation has to update information on a large number of resources.

· Changing role members on a folder affects the role memberships on all the folders that inherit from that folder. Role membership inheritance completes at a rate of approximately 3 folders per second.

· Copying a folder also copies all of the documents and folders that belong to that folder. The typical file-copying rate is 2 files per second. If the number of documents copied causes the task to take more than 1 hour, Windows Explorer reports a timeout error. The server continues executing the move operation, and it ultimately completes successfully if there is enough hard disk space. If there is not enough hard disk space, then the operation partially completes, terminating at the point where disk space is exhausted.

· Renaming categories requires updating the categorization data on all the documents that belong to the affected categories. Categorizing documents is typically completed at a rate of 5 documents per second. A category hierarchy of 100 categories, with 10 documents in each category, can be renamed in approximately 3 minutes 20 seconds.

Maximum Throughput

Throughput testing was accomplished by progressively increasing the rate of user requests until latencies were no longer acceptable. The test server was a multi-processor 700 MHz Pentium III with 2 GB of RAM, a typical large general site configuration.

User activity profile

The user load for all throughput testing was 95 percent common operations and 5 percent uncommon operations.

Crawling

The rate of crawling can vary tremendously depending on file types and network conditions. For common document types stored on Web servers and files servers, a typical quad processor server is capable of crawling 12-18 documents per second.

For example, crawling 1 million external documents at a rate of 12 documents per second would take 23 hours initially. An adaptive update can reduce crawling time by a factor of 6—in this case, it would take 4 hours to crawl 1 million documents, assuming a typical pattern of changes and updates.

Search

The optimal throughput of searches from the dashboard site varies depending on the number of documents included in the index. It is important to configure the server to cache the search database and to ensure sufficient RAM for the database cache to achieve optimal throughput for searches. A quad processor 700 MHz Pentium III server with 2 GB of RAM and 3.5 million documents included in the index can respond to 95 per cent of all searches in less than 5 seconds, with a maximum throughput of 5 searches per second.

Propagation

The amount of time required to propagate an index to the dashboard server can vary depending on the kinds of documents included in the index, and the amount of metadata in the index. Typically, propagation takes 1 minute for every 20,000 documents in the index.

Resource Consumption

It is very important to ensure that the server has sufficient amounts of key resources to prevent a sub-optimal user experience.

CPU

The CPU resources of the server are consumed during periods of maximum usage. It is possible to ensure that there is sufficient CPU capacity of the server by following the detailed user model recommendations and maximum throughput recommendations outlined previously.

CPU resources can also be consumed by the processing required for adding documents to the index. If the server has more than 100,000 documents in the index, it is recommended to use a separate server dedicated to crawling content to improve the experience of users.

Hard disk

Hard disk space is consumed as SharePoint Portal Server stores more documents or adds more documents to the index. The following detailed guidelines help you to calculate your storage requirements depending on the particular balance of the number of documents stored within the server or available for searching:

· Base installation and workspace creation.   The base installation of SharePoint Portal Server without creating a workspace consumes approximately 150 MB. The creation of the first workspace consumes an additional 50 MB. Each additional workspace consumes an additional 20 MB.

· Document and version storage.   The rate of hard disk consumption varies depending on several criteria.

Documents stored in standard folders using a document profile with 10 properties consume disk space equal to the sum of 12 KB for metadata storage, 30 percent of the document size for index storage, and the size of the document.

Standard folder space = 12 KB + (1.3 X document size)

Documents stored in enhanced folders using a document profile with 10 properties consume 12 KB for metadata storage for each version, 30 percent of the document size for index storage after the document has been published, and 100 percent of the document size for each stored version of the document.

If the document has never been checked out (that is, the document is checked in and then approved), then

Enhanced folder space = 12 KB + (1.3 X document size)

If the document has been checked out, then

Enhanced folder space = (number of versions + 1) X (document size + 12 KB) + (0.3 X document size)

· Index growth.   The index can grow at a widely varying rate depending on the types of documents that are added to the index. The growth rate also depends on the number of searchable words in the document. Text files and HTML files increase the size of the index faster than Microsoft Word files or Microsoft Excel files. Typical mixes of HTML files and Office documents expand the size of the index at approximately 30 percent of the size of the original documents. The index increases in size due to documents stored on SharePoint Portal Server and documents stored elsewhere but made available for searching by use of content sources.

A server dedicated to searching that uses an index from a server dedicated to crawling must have twice the total size of the index available as free space on the disk volume prior to the first index propagation. After the first propagation, it is necessary to have the total size of the index available as additional free space.

· Log files.   SharePoint Portal Server stores all documents and metadata using database technology that supports both transactions and circular logging. The log files consume a maximum of 25 MB of hard disk space.

RAM

The optimal amount of RAM depends on the number of documents stored and the number of documents included in the index. In general, plan for a server that has base RAM of 256 MB, plus an additional 100 MB for every 100,000 documents either stored on the server or available in the index.

Backup and Restore

The total size of the backup file is the size of the data stored on the server. This is found by calculating the size of the wss.mdb file and the full-text index. The rate of writing the backup file varies depending on the speed of the hard disks. The backup process does not consume a large quantity of RAM or CPU resources. A quad processor 700 MHz Pentium III server with a 40 MB per second RAID 5 disk array can write the backup file at about 5 MB per second. This server can complete an online backup process for 28 GB of data in slightly over one hour.

Planning for the Future

Capacity planning is an ongoing process. It requires continually monitoring the use of the server to ensure that there are sufficient resources for an optimal user experience. Over time, most deployments experience a significant growth in both the number of users and the amount of content accessed.

Performance counters

You can use performance counters to help you monitor the performance of the SharePoint Portal Server computer, to assist you in troubleshooting, and to assist you in capacity planning.

The % Processor Time counter of the Processor performance object is an excellent general mechanism for monitoring the current level of activity on the server. This counter should be below 80 percent during periods of peak usage. If the counter exceeds this amount, the user experiences poor performance. It is likely that either a server with more CPU resources is required, or processes such as crawling should be implemented with a server dedicated to crawling content.

The Available Mbytes counter of the Memory performance object should always exceed 5 MB. If this counter is below 5 MB, the server experiences dramatically increased disk activity causing severely reduced user performance.

The disk volumes storing the SharePoint Portal Server documents and indexes should have more than 10 MB of free space at all times. If the free space falls below this amount, it is necessary to add more disk space to accommodate additional documents.

If you want to monitor the average time taken to perform a document management function such as check-in, copy, or publish, see the SharePoint Portal Document Management Server object, Successful Checkins Latency, Successful Copies Latency, and Successful Publishes Latency counters.

Resource Management

SharePoint Portal Server includes resource usage controls for the two resource-intensive processes that are commonly performed on SharePoint Portal Server computers. These processes are searching and index creation. You can configure the server to give each process a higher or a lower priority.

You can balance resource usage to optimize performance according to your server configuration. If you plan to distribute searching and index creation across multiple servers, dedicate resources on one or more servers to searching and resources on another server or servers to index creation. If you are using one server to accomplish both tasks, you must balance your settings. By default, SharePoint Portal Server configures both the search resource usage and the indexing resource usage controls so that resources are distributed evenly.

With the Background usage setting, the server gives higher priority to other applications. With the Dedicated usage setting, the server reserves most of the system resources for searching or creating an index. For example, if the server is primarily dedicated to creating and updating indexes, adjust Search resource usage to Background and Indexing resource usage to Dedicated.

Note   If you use this server to run other applications, such as Microsoft SQL Server™, avoid adjusting the controls to Dedicated or near-Dedicated usage for either searching or index creation because this setting may affect resources that are dedicated to those applications.

For more information, see Administrator’s Help for SharePoint Portal Server.

Conclusion

SharePoint Portal Server is a powerful and flexible portal solution. A single server deployment is able to store 1 million document versions and crawl 3.5 million documents. A quad processor server can issue 4.2 dashboard site pages per second, which should provide a portal solution for approximately 15,000 users.

For more information: http://www.microsoft.com/SharePoint/portalserver.asp
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