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Introduction

This section of the Consolidating Microsoft Servers Project Guide is for the Technical Staff. In this document, you will learn about server consolidation for business-critical server services and receive specific recommendations for consolidating Microsoft® Windows® 2000 file and print services, Microsoft® SQL Server™ and Microsoft® Exchange Server. The goal of this document is to provide the background information necessary to help Microsoft partners make informed server consolidation recommendations to their medium business customers.

The intended audience for this document is skilled technical staff responsible for evaluating consolidation opportunities, making hardware and software architecture recommendations, or implementing the consolidated solution. It is assumed that the reader is skilled in the implementation of Windows 2000 Advanced Server, Windows 2000 Datacenter Server, SQL Server 2000 and Exchange Server 2000 in medium businesses. The reader should also be familiar with Microsoft® Windows Powered Network Attached Storage (NAS).
Microsoft has a working relationship with customers responsible for large-scale business systems based on Microsoft technology. This relationship is managed through a forum called the Data Centre Advisory Council (DCAC) and has strong support from Microsoft management in the UK and US. The recommendations in this Project Guide are based on reports published by DCAC which are based on real-world experience in enterprise consolidation projects.
This document does not provide specific technical “how-to” directions. Refer to other Project Guides available from Microsoft for technical installation and configuration guidance. The Customer Training Staff document in this Project Guide also lists advanced training resources available from Microsoft that apply to the server consolidation scenarios presented in this document.
This document provides project-specific information and assumes the reader is familiar with the General Project Guide. Use the General Project Guide to supplement this content.
Please provide your comments to Microsoft Partner Feedback to let us know how these Project Guides helped you or how we can improve them.

Server Consolidation Overview
Server consolidation is concerned with reducing the number of physical components providing a service in order to reduce cost and improve the quality of service. This may include a reduction in servers, platforms and configurations. The benefits are obtained from reduced service management costs, reductions in equipment space, improved security, better utilization of computing resources, standardization, greater reliability, better control of the IT resources and improved business integration from information sharing. 

Customers are finding that the proliferation of smaller server resources is not beneficial to the business because of the ongoing maintenance costs and isolation from business activity. With advances in the technology supporting a Windows server environment, it is now seen as viable and appropriate to reduce the volume of systems required to deliver a given service.
To implement the consolidated services and realize the cost savings, service managers must give business managers confidence that the new services will perform better and be more reliable than existing services while remaining cost effective.

Technical Capabilities Supporting Server Consolidation

The opportunities for server consolidation within the Microsoft Windows environment have been made possible by advances in hardware and software architecture enabling greater capacity and performance. Powerful and robust hardware platforms supported by Windows 2000 Advanced Server, Windows Powered NAS, and Windows 2000 Datacenter Server offer the potential for higher levels of scalability, reliability and availability than earlier generations of departmental servers. 

Some of the technical advances that contribute to server consolidation opportunities include:
· Continued increase in processor performance for the Intel platform.

· Multi-processor configuration from many suppliers provides a competitive market.

· Server configurations with modular design including high availability features (e.g. RAID, and redundant power and networking components).

· Microsoft® Clustering Service provides failover capability for up to four-node systems. Up to 32-node capability is available from suppliers such as Veritas and Legato.

· Scalable directory services for system wide resource management.

· Distributed systems architecture can provide centralized solution.
· Windows Powered NAS provides high scalability and reliability of storage and file serving with features such as Persistent Storage Manager and support for multi-terabyte servers
· Support for up to 32 processors in Windows 2000 and 64 processors in .Net server

· Multiple instance support in SQL Server 2000

It should be mentioned that Windows Powered Network Attached Storage (NAS) often plays a role in server consolidation projects. NAS is a dedicated file server which is optimized for high reliability, scalability, performance, and ease of deployment and management. The move towards NAS helps provide organizations with more manageable data storage. NAS makes a significant contribution to capacity management because the data store is independent of the server and therefore provides greater and more flexible expansion capability. The benefits available from implementing NAS include storage consolidation, pooling of disk devices, improved data management, data sharing between different systems and server-less backup.
Server Consolidation Challenges

Server consolidation introduces changes to the way services are delivered. Customer commitment and customer confidence needs to be established and retained to overcome the perceived loss of control and risk to services that may legitimately concern business managers and customers.

The changes introduced by server consolidation may not always be seen to have a high business value beyond the cost reduction for IT service provision. It is therefore important to minimize the disruption that these changes will have on the business and demonstrate benefits to all parties.

Reducing the server components across a geographically distributed business will create more dependence on the capacity and reliability of the network infrastructure. Network capacity, cost and reliability will therefore have a significant influence on the consolidation opportunities, particularly where international services are required. 

Server consolidation projects need to provide for increased business demand and data volumes. Provisions for future capability (business volumes, uncertain capacity requirements, exploitation of customer data) may well provide the strongest case for server consolidation.  

Benefits of Server Consolidation

The business case for server consolidation can be developed by focusing on the cost savings derived from the rationalization of the server platform and the reduction in overall complexity of the service infrastructure. Four basic options for reducing the cost of server proliferation have been identified by customers:

· Location centralization 

· Physical consolidation

· Data consolidation

· Application consolidation

The main benefits for each of these categories are explained below. In addition to this, all these options have cost benefits that contribute to:

· Reduced administration – Standardization and the reduction in servers reduce the complexity of the infrastructure to be administered. Fewer support staff can therefore manage the same service demands. For international companies this standardization also facilitates the provision of 24*7 support using worldwide support resources.

· Reduced operations costs – Service capacity and growth are achieved with better utilization of resources. 

· Reduced facility costs – Site space used for IT services can be returned to the business and/or existing facilities will be utilized more efficiently. 

· Increased reliability and availability – Provision of an appropriate equipment environment, high availability configurations and dedicated support staff become more economic for larger server resources. More effective storage management and service continuity solutions can also be implemented. 

· Improved service management – Standardization and reduced complexity of service infrastructure facilitates commitment to more effective service management processes, tools and automated system administration. 

· Simplified Disaster Recovery Solution – Reduced complexity of service infrastructure will enable more services to be restored when a site failure occurs. 

Location Consolidation

This is concerned with reducing the number of sites providing server resources. The specific benefits of this option are: 

· Improved physical security and reduced risk of damage to service equipment.

· Improved system security by reducing virus or gateway security risks while improving company wide access to business data.

· Reduce administration costs by eliminating smaller sites that cannot justify local support staff.

· Reduced infrastructure costs associated with storage and backup requirements. 

· Facilitate business growth and flexibility by establishing a service infrastructure that supports the integration of staff and business processes. This benefit is also seen to apply to corporate mergers and acquisitions.

Physical consolidation

This option focuses on replacing smaller servers in the same architecture with fewer larger servers. The specific benefits derived from this would include:

· Improved utilization of disk storage, backup and processing capacity as well as data center floor space (more power/capacity for same or less footprint) can produce significant cost savings.

· Provides for more manageable future growth focused on fewer larger-capacity systems. 

· More economic provision of high availability and capacity management solutions.

· Reduced system components simplify service management solutions and service maintenance costs.
· Easier integration with other services provided in a data center.
Data Consolidation

Data consolidation looks to combine data from multiple services into a single repository. The specific benefits identified for this option include:

· Reductions in storage management costs with centralized storage solutions that include more economic backup and disaster recovery facilities. 
· Improved data utilization through improved data access and a reduction in the duplication of data. 

· Improved data integrity with more reliable storage systems and more rigorous data maintenance procedures made viable with larger centralized data volumes. 
Application Consolidation

This approach focuses on utilizing platform features that support homogeneous (same) and/or heterogeneous (mixed) application consolidation. The specific benefits for this option include:

· Scalable services.
· Improved system utilization.
Potential Problems with Server Consolidation
Server consolidation can provide many benefits associated with cost reductions in the provision of services and as an enabler for business activity. However, the consolidated service architectures can also introduce problems that need to be overcome in order to realize the full benefits of server consolidation.

Looking at and beyond the Windows 2000 file and print services, SQL Server and Exchange Server scenarios discussed in this document, a number of problems and issues should be taken into account when progressing any server consolidation opportunities. These include:

· Need for more rigorous change management could impede service flexibility. 

· Potential for more complex capacity management. 

· Difficulties in transferring to alternative cost allocation/charge back methods.

· Business unit and/or application development group selection and ownership of servers.

· Maintaining user perception of performance.

· Perceived loss of control and flexibility by service customers and business units.

· Application workload conflicts and management.

· Cost savings versus additional costs of higher capacity (and more reliable) servers and network infrastructure. 

· Increased risk due to more centralized service capacity and scale of dependence on services. 

· Increased dependence on reliability of network infrastructure and centralized support services such as the service desk. Particularly relevant to global IT service environments.
· Finding a balance between a scale-up and a scale-out environment.
· Network bandwidth limitations when centralizing servers and resources.

· Disaster recovery plans when consolidated servers become more mission critical.
· Ensuring high availability.
More fundamental issues that need to be considered are:

· Higher impact from system failures or service management errors. More rigorous service management discipline and tools are essential.

· Increased data volumes may result in data recovery timescales that are not acceptable to the business.

· Potential for loss of service resilience provided by distributed systems.

Server Consolidation Methodology
The Project Management resources in this Project Guide provide detailed methodology for consolidating servers. Use the included Microsoft® Project for Windows® project file to learn more about the nine stages of a typical server consolidation project and to help manage your consolidation projects.
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Organizational and Technical Considerations
Server consolidation brings organizational and technical change to an organization irregardless of which technologies are involved in the project. This section explores management changes in the areas of service, capacity, availability, and service continuity.
Service Management

Server consolidation leads to an elevation in service management requirements because of the increased user commitment to a smaller number of servers. In particular, there is a need for improved service monitoring, more effective use of service support staff and more rigorous service management process. Aspects of service management concerned with customer relationships and service administration are discussed in more detail below.

Customer Expectations

The physical removal of servers and support staff from dispersed locations may lead to a perceived loss of control and immediacy of service. Customers will see that the overall objective is to lower the cost of IT provision but will be concerned that this will result in a lower quality of service. The challenge is to win customer commitment and support; this can be done by promoting the improvements in the quality of service delivery along with the cost savings. Organizational cultures can significantly influence this challenge.
Administrative Consolidation

Where consolidation involves centralizing IT support functions from a multinational environment a number of particular issues are raised. Centralized IT support may need to provide 24-hour services to support users across multiple time zones. There is also a need to consider other localized factors, such as language. In these cases it may be appropriate to retain some local support in the form of first line help desks.

Where support functions are to be centralized there will be an initial increase in workload and this could necessitate a transitional period where both central and dispersed support is maintained. The development of centralized administrative support staff will generally require an increase in service management competence to that required in the remote support environment.

Although there will be increased responsibilities for centralized support staff, a consolidated environment will provide opportunities for greater automation of many tasks. Examples of this would include implementation of performance monitoring, backup, alerting and even proactive incident handling solutions. 

Capacity Management

Server consolidation will lead to more significant data volumes across fewer servers. In order to provide an effective response to customer requirements the capacity of these new servers needs to be carefully monitored.
Existing Environment

One of the first tasks in server consolidation is to identify appropriate targets for consolidation. This task should identify resources that are significantly underutilized or at full capacity and requiring replacement. Key targets for consolidation are legacy environments including Microsoft® Windows® NT® Server and earlier versions of SQL Server and Exchange Server.
Performance Monitoring

The consolidated service needs to provide capacity for both existing and future data requirements. Performance monitoring should be directed to modeling future trends both in data growth and in user demands such as maintaining and improving access speeds.

Performance monitoring itself needs to cover the full end-to-end service to users. Extensive performance data enables administrators to provide accurate reports on the service delivered to users. This is more critical for a consolidated service because of the need to convince users and business managers that a higher quality service has been provided. 

Capacity Improvements through Consolidation

Centralizing capacity can reduce the management effort required as the number of servers and data sources are rationalized. In addition, server configuration using data management components such as Windows Powered Network Attached Storage (NAS) can provide a more flexible way of managing capacity. Windows Powered NAS configurations may also provide support for a heterogeneous server environment providing a corporate data management solution that spans multiple platforms. 

Network Capacity and Integrity 

Consolidation almost inevitably places a greater load on network bandwidth requirements and reliability. Any consolidation project should try to quantify what that extra load will be at an early stage and determine whether the required bandwidth and resilience currently exists. This could require extensive modeling, analysis and prediction. Where network services are outsourced this work will still be needed in order to identify the demand and configuration requirements.
Network capacity and cost analysis can influence the consolidation options. For example, in an international company the provision of appropriate network capacity may not be viable.

Any changes to the network capacity must be catered for in advance of consolidation. There will also be a need to revisit network load testing throughout and after the completion of consolidation to ensure network capacity does not limit the performance of the new services. 

Availability Management

Server consolidation leads to a greater dependency on fewer systems and therefore the resilience of the target consolidated service needs to be higher. The design of the new services should aim to avoid any single point of failure and meet the availability objective. The design should also include solutions for availability monitoring so that Service Level Agreement (SLA) commitments can be verified.

The following table provides a useful classification of availability and shows availability figures converted to actual downtime over the course of a year. 

	Availability Classification
	Availability %
	Downtime Per Year

	Commercial Availability
	99.5%
	43.8 hours

	High Availability
	99.9%
	8.3 hours

	Fault Resilient Clusters with Fail over
	99.99%
	53 minutes

	Fault Tolerant
	99.999%
	5 minutes

	Continuous
	100.0%
	0


Technology Supporting High Availability Services 

High-end Windows 2000 and Windows Powered NAS systems provide high availability facilities. For example, Windows 2000 Advanced Server and Windows Powered NAS 2-node cluster systems allow failover recovery. Windows Powered NAS provides additional reliability and availability features like Snapshoting, which enables the system to keep multiple differential copies of the data for ease of backup, high availability and recovery. Higher capacity Windows systems also support additional high availability features such as 32 processor configurations, 4-node clustering and dynamic resource allocation in some Original Equipment Manufacturer (OEM) configurations. 
Customers requiring the highest level of available systems and Microsoft engineering support, as a fully managed service that includes partner support contracts, should consider the Windows 2000 Datacenter solution as a possible server consolidation option. This option needs to be seen as a full service solution and not simply an equipment configuration.

Security

File server consolidation itself may not drive the design of data security within an organization. However, it is a good opportunity, if required, to reorganize the access and security architecture. 

A more direct consequence of consolidation is the reduced number of sites that need to be maintained and the creation or extension of one or more data centers. This development alongside a reduced number of servers reduces the complexity of security management. 

Service Continuity Management

The server consolidation project will need to provide for the required business continuity. Disaster recovery scenarios, such as power outages, network failure and other accidental or malicious activity, will need to be covered. Technology developments such as mirrored Windows Powered NAS and stretched clusters (‘Geo Clusters’) improve disaster recovery capability in consolidated environments.

A consolidated service solution provides a better environment for implementing reliable recovery procedures. Physical consolidation into fewer data centers alone reduces the management effort involved in ensuring that rigorous backup procedures are followed. These processes may be further streamlined where the file stores themselves are consolidated onto a Windows Powered NAS. 
File Server Consolidation

File server consolidation on Windows 2000 Advanced Server, Windows 2000 Datacenter Server or Windows Powered NAS is concerned with a reduction in the number of overall file servers providing file access and data storage in an environment. Consolidation can happen at data center level or at departmental level. The consolidation of file services offers the following specific benefits and opportunities:
· More effective system management processes applied to a typically under-managed service area. 
· Better exploitation of the information sharing service and the potential to develop knowledge management solutions based on the consolidated data stores. 
· Identification of data owners can lead to a reduction in stale data.
· Data rationalization with potential to remove duplication and streamline access to data held in file shares.
· Use of Distributed File Systems (Dfs) can help reduce costs by improving ability to quickly locate and share critical information on networks.

· Reduced touch points streamlines upgrading and updating.
· Enhanced data protection through a reduced backup window.
· More efficient storage utilization.
· Snapshots, resource management, etc.
Windows Powered Network Attached Storage (NAS)

Windows Powered NAS is a function-focused file server optimized for reliability, performance, scalability and high availability. Windows Powered NAS enables increased performance in the environment by separating application servers from data servers. Applications live on application servers while files and data live on the optimized Windows Powered NAS device. By focusing on serving data to clients and with its high availability and reliability features, Windows Powered NAS deployments result in higher availability of data, higher performance, lower overall cost of ownership and increased data protection.

Physical Consolidation

The rationalization of the file server environment improves manageability in several ways:

· Reduction of overall number of file servers leads to a reduction in overall cost of storage.
· Lowers management overhead by reducing the touch points. By reducing the number of file servers, administrators do not have as many physical servers to “touch” for maintenance. 

· Streamlines software upgrades by reducing the physical units that need such upgrades.
· Increases performance of the file I/O by separating data from application functionality.
· Reduces back up window by consolidating data on fewer devices. Backup can also be done from non-production snapshot copies of production data using Windows Powered NAS.
· Delivers high availability of data through advanced features (e.g. snapshots through Persistent Storage Manager in Windows Powered NAS).
· Administrators can manage an increased number of servers and amount of data.
Print Server Consolidation

Print service consolidation projects are usually more limited in scope and complexity than file server, database or e-mail consolidation projects. The focus for this area is on the benefits achieved by both physical and logical consolidation of the print environment.

Physical Consolidation

Physical printer consolidation is concerned with a reduction in the number and variety of printers as well as the number of servers providing print queue management. The rationalization of printing devices improves manageability through:

· Standardizing the overall number and variety of printers leading to reduced support costs. This is often achieved through vendor and model standardization.

· Streamlining maintenance of printers, reducing the overhead in managing their physical condition and consumable components.

· Reduced user education costs, as users need to operate fewer types of printers.

· Opportunities to remove printers not compatible with strategic products and services to simplify the IT infrastructure and allow more rapid implementation of new services.

· Increased opportunities for outsourcing printer device management.

Logical Consolidation

Logical consolidation leads to a reduction in the number of print queues that need to be administered. It also enables rationalization of the current print services environment providing the following benefits:

· Administrators able to centralize management of print queues.

· Reduced complexity through allowing administrators to maintain fewer print queues. 

· Management of print queues to support the introduction or removal of physical print devices. 

· Streamlined user support, with fewer printers within the organization. 

· Smarter use of print queues enabling, for example, improved confidentiality and scheduling of large scale printing requirements.

SQL Server Consolidation

Microsoft SQL Server consolidation projects focus on the reduction of physical and logical devices but also needs to consider opportunities for the rationalization of the corporate data architecture. This section explores the primary drivers for database consolidation and presents some important areas that need to be considered for a SQL Server consolidation initiative.
SQL Server consolidation is influenced by the fact that database solutions provide or support business processes. The implications of this are more direct business commitment and dependence on the services. Consolidation opportunities in the database area therefore tend to pursue both a strategic objective for an enterprise data architecture as well as the physical rationalization of service components. 

· Standardized Enterprise Data Sets – Within organizations, reference data may be duplicated across dispersed and varied databases. In addition, the same data may be accessed through multiple views. Consolidation provides opportunities to remove duplication and streamline access to data. Ultimately, the target environment may be a single Data Warehouse containing all enterprise data. Thus, a consolidated environment should provide for the early stages of re-architecting corporate data. 
· Rationalizing the SQL Server Environment – SQL Server consolidation provides opportunities for reducing the number of servers within an organization. This may include, as an initial step, moving to reduced footprint servers. In addition. consolidation enables a reduction in the number of physical sites requiring SQL databases through a process of centralization. The consolidation will involve a number of options including co-hosting with a single SQL server, use of multiple instances of SQL server on a single physical server and eliminating duplication through data consolidation.

Change Management

Database consolidation will place more reliance on the central data store. As a result of this, more emphasis on change control is essential. The impact of any single change to a consolidated environment can have wide implications. Each instance of a database may be impacted by a change to a single SQL Server. For example, a poorly written query and inappropriate indexes may affect overall I/O performance for all databases. 
There may also be a concern that more formalized change management procedures lead to inflexibilities and an extended release schedule. This challenge can be met by establishing clear and efficient processes that are seen as an enabler of change.

Configuration Management

The development of a consolidated SQL Server environment requires a high degree of configuration management. There is an initial need for an inventory of existing databases. As consolidation progresses there is a need to maintain configuration data for the evolving environment.

Where SQL Server has been deployed on a departmental basis there may be a resultant divergence in configurations. Third party tools or internally developed applications can be used to collect baseline and trend analysis information and provide configuration information. 

SQL Server consolidation will help to reduce the number of diverse database environments more than the standardization of corporate data. Use of standard builds will help reduce the variety of configurations.

Server consolidation complements the configuration management discipline by: 

· Reducing the potential for configuration variety.

· Removal of differently configured systems and the associated complexity. 
· Increased use of standardized hardware and service management methods. 

In addition, the improved auditing capability of SQL Server 2000 together with the ability to run multi-instance versions of SQL Server contributes to configuration management objectives because differently configured SQL Server installations can be run on the same server.
Microsoft Systems Architecture (MSA) provides a ready-made environment optimized for running SQL Server in the enterprise. The infrastructure configurations have been lab-implemented and tested with both SQL Server and applications implemented on them as appropriate. The MSA testing process ensures that integration issues for supporting infrastructure have been dealt with before SQL Server is even installed.

MSA infrastructures also provide a base from which modifications can be made to support customer requirements that may differ due to existing infrastructures and integration issues. This base line provides a known performance platform against which changes in performance due to modifications can be assessed.

Datacenter Server – as implemented within the MSA infrastructures – provides the target server for consolidation of existing SQL Server implementations. The integration of Datacenter Server has been managed in advance so the customer does not have to bear the cost, the effort and the risk.
Service Level Management

Where dispersed support teams exist within an organization, SQL Server administration may be centralized as part of consolidation. The organization is then able to more accurately measure support resource requirements. Centralizing SQL Server administrative tasks in turn reduces the need for departmental administrators.

Difficulties may be encountered when removing servers from dispersed sites because of concerns from business application owners. Although consolidating a number of databases is technically possible, there may be a perceived conflict of interest as departments start to share resources. Assurances of continuance of service levels will help customers commit to a more centralized solution. 

Customers will need to gain confidence in the new consolidated SQL Server capabilities. Central IT groups may begin this process by defining and promoting solutions and strategies. These solutions can then be piloted in suitable (cooperative) sites to establish flagship or reference solutions. Some organizations have supported this process through a more formalized awareness raising campaign.

Standards

Where the move to a consolidated environment is inhibited by data stored in different ways, a data architecture approach is needed to provide guidelines on standards.

To achieve some control over the diversity of database configuration SQL Server administrators can use the standards to encourage more consistency in application development. Corporate and IT policies can also be used to reinforce the standards commitment.

Review services could be offered by central SQL Server administrators during development to encourage and enforce a commitment to standards.

Standard builds and configurations for SQL Server and data structures will need to be defined. Problems could exist with existing SQL Server configurations (and externally developed solutions) that must then be re-engineered to be in line with the standards. Use of SQL Server 2000 which allows multiple instances with multiple configurations of databases can assist with this requirement. 

Capacity Management

Good capacity management is an important aspect of SQL Server consolidation for both targeting systems for consolidation and for effective management of consolidated services. The service design considerations given below can make an important contribution to SQL Server consolidation objectives.

Benchmarking Facilities

Use toolsets such as the SQL Profiler included with SQL Server to profile existing applications for consolidation opportunities or to benchmark consolidation solutions. SQL Profiler can be used to gather and analyze statistics such as transaction volumes. Also use tools to monitor available disk space and evaluate memory and processor utilization which provides trend analysis and base lining.

Database Profiling

Where the consolidation strategy is focused on co-hosting of multiple databases on a single server there is a need to profile databases to identify the candidates for consolidation. The mix of databases in a co-hosted environment can actually provide complimentary workloads. Profiling allows the database administrator to avoid competing resource requirements on a single server. Some compromises on optimum performance can be expected when co-hosting databases because of differences in application demands. 

Availability Management

SQL Server consolidation requires a high degree of availability management since greater reliance is placed on fewer systems. This necessitates the evaluation of availability requirements needed for the consolidated service. Fortunately, the larger scale computing resource will provide additional technology to support high availability solutions.
Availability Monitoring

The consolidated services should include support services that monitor availability in order to assure customers of an improvement in services after the consolidation. Measurement of availability can be done with the use of third party tools which measure downtime by polling the availability of the SQL Server. Tools can also be developed to measure transaction responses in order to more accurately measure end-to-end availability. 

In order to ensure high availability, time slots must be scheduled for regular maintenance. SQL Server 2000 assists these procedures through improved background maintenance capabilities. The impact of planned hardware maintenance can also be minimized with clustering technologies.

Architecture
Companies have found the use of three-tiered architectures using a dedicated data layer allows for a greater level of availability by removing applications from the database server. This approach requires commitment to architecture standards.

Multiple instances of SQL Server can be used to provide devolved administration functions on more reliable consolidated hardware. This feature provides independence for multiple databases within a fully consolidated environment. However, it should be noted that some components such as MDAC remain common to all instances of SQL Server on a single physical server.
MSA provides Prescriptive Guides for implemented, pre-configured, and tested data center architectures. It has been tested for both SQL Server and Exchange Server.
Security

A consolidated solution offers a centralized secure environment that will improve the level of protection for data. The move to a consolidated infrastructure facilitates the implementation of existing or new data center security processes onto the previously distributed SQL Server environment. 

Within SQL Server 2000, access to and administrative control of systems may be tightly controlled and appropriate access granted to both administrators and users. SQL Server can also provide facilities for defining roles and profiles that will simplify the assignment of security rights to technical staff. 
Contingency Management 

For consolidated environments reliable backup and recovery is more critical because of the scale of impact that would result from a loss of service. Many organizations backup SQL databases to disk and then move the backup files to tape in order to reduce the disruption that would result from a direct tape backup approach. Tapes are then transferred manually to disaster recovery sites. 
Windows Powered NAS can also contribute to SQL Server backup and recovery and the broader contingency management solution. Because NAS data is isolated from the system environment and allows access from multiple systems it is possible to back up from a NAS replicated dataset without any disruption to the SQL Server data services. NAS can also be used to implement a data replication solution that integrates the service site with a contingency site.

Where co-hosted databases exist there is still a need to prioritize the restore sequence within an overall recovery plan in a disaster recovery situation because of service priorities and data dependences. The sequence of database recovery is also important to the overall contingency plan for the same reasons.

Exchange Server Consolidation

Microsoft Exchange Server consolidation projects focus on the reduction of physical sites and servers that provide Exchange services. Microsoft Exchange Server consolidation projects will often be an integral part of an Exchange 5.5 migration to Exchange 2000. This is because Exchange 2000 can realistically support three times the number of users on identical hardware.
Exchange 2000 introduces a number of new or improved technologies, which enable the consolidation of Exchange servers. These features will often provide the justification for consolidation and therefore it is important to consider these capabilities when evaluating Exchange Server consolidation opportunities.
· Introduction of storage groups. Up to four storage groups host up to five databases each which enables a server to support a maximum of 20 databases.
· Dramatic reduction in the time to run database backups.
· More efficient implementation of HTTP, IMAP4 and POP3 clients allows Exchange 2000 to host more clients than Exchange 5.5.
· Supports a Front-End/Back-End architecture, which provides increased availability and manageability.
· Uses SMTP as the default message routing protocol between servers. This is more efficient than previously and enables the creation of larger Routing Groups than could be done with Exchange 5.5.
· Does not require its own directory service. Unlike Exchange 5.5 in which each Exchange server also hosted the directory, Exchange 2000 instead uses Active Directory freeing up resources on the Exchange 2000 servers.
· Additional clustering support increasing availability.
· Support for Active/Active Clustering in a two-node configuration.
· Supports N+1 Active/Passive Clustering in a four-node configuration.
· Exchange 2000 SP1 is certified to run on Windows 2000 Datacenter Server.
MSA has the same benefits for Exchange consolidation as for SQL Server consolidation. The MSA Enterprise Data Center has been designed and tested for Exchange implementations as well as for SQL Server and again provides the customer with a rapid implementation experience that has had risk, effort and costs managed before implementation at the customer site. Refer to the Configuration Management portion of the SQL Server section in this document for more information.
Technology Considerations
Storage

Exchange 5.5 only supports the use of two databases, the private information store and the public information store. User mailboxes can only be stored in the private information store.

Exchange 2000 introduces the concept of storage groups. Each Exchange 2000 server supports four storage groups, with each storage group able to support five databases, for a total capacity of 20 databases per server. All databases can host user mailboxes and this allows an Exchange 2000 server to potentially host a larger number of user mailboxes than an Exchange 5.5 server.

Another benefit of Windows 2000 and Exchange 2000 is the support for Windows Powered NAS. As discussed earlier in this document, the benefits available from implementing NAS include storage consolidation, pooling of disk and other storage devices such as tape & optical, improved data management, data sharing between different systems and server-less backup. 
When considering consolidation, determine which type of RAID level should be used for the volumes hosting Exchange. The current best practice is to use as many spindles as possible and configure them using RAID 0+1 for optimal performance. RAID 0+1 should be used for database volumes, but should also be considered for the transaction log volumes. This provides optimal performance when accessing the transaction logs in a disaster recovery scenario, for example, where you need to replay the transaction logs as quickly as possible. This will avoid the necessity to wait several hours to replay the transaction logs of the day after restoring the databases at today’s typical restore speeds of around 30 GB/hour.
Scalability

Windows 2000 Datacenter Server supports up to 32 CPUs on a single server. However, Exchange 2000 SP1 servers will only scale well to 8 CPU’s. Running Exchange 2000 SP1 on servers with more than 8 CPU’s is an inefficient use of processor resources and should be avoided. A better approach is to hardware partition the machine into four 8 CPU machines.

Windows 2000, by default, will reserve 2GB of Virtual Address Space for the kernel, and 2GB of Virtual Address Space for each unique process running on the machine. This limits each process from using more than 2GB of memory. If the /3GB flag is added to the boot.ini file, Windows 2000 reserves only 1GB for the kernel, providing 3GB of Virtual Address Space for each process.
Microsoft Exchange 2000 Server computers that contain 1 GB of physical RAM, or more, require changes to the overall virtual memory allocation. See Microsoft Knowledge base article Q266096 for more information. Exchange 2000 works well with the /3GB switch but does not support instancing or PAE/AWE in Windows 2000 Datacenter. This limits Exchange 2000 to about 3GB of usable memory. Installing more than 3GB of physical memory on Exchange 2000 servers is not recommended

Messaging Protocols

The client protocol used to access the Exchange 2000 Server has a large impact on how many concurrent users can be supported. The MAPI protocol is used by Microsoft® Outlook® clients, HTTP-DAV is used by Outlook Web Access (OWA) browser clients, and IMAP4 and POP3 are used by Internet mail clients. MAPI places the highest load on Exchange servers followed by HTTP-DAV, IMAP4 and POP3.

In Exchange 2000, the performance of Internet protocol clients have been improved primarily due to the Streaming store. OWA in particular is much more scalable in Exchange 2000 compared to Exchange 5.5. This is due to the fact that OWA is now running directly out of the store, abandoning the Active Server Page implementation in Exchange 5.5

At the server level, the SMTP protocol is used to communicate between each server within a Routing Group. In Exchange 5.5 the servers use RPC within the Site, and this often leads to small Sites because of the network requirements (bandwidth & latency) for RPC communication. With Exchange 2000 it is possible to create larger “Sites,” since the communication is done using SMTP, which does not have the same network requirements as RPC.

Disaster Recovery Planning
Disaster recovery planning also affected the total number of mailboxes that an Exchange 5.5 server could support. The unit of a backup or restore operation in Exchange Server is the database. Because Exchange 5.5 only supports a single database hosting user mailboxes, the maximum size of the database and consequently the number of mailboxes directly affected backup and restore times. Quite often, customers would limit the number of mailboxes per server to ensure that backup and restore operations met service level targets. With Exchange 2000, the benefit of supporting multiple databases hosting user mailboxes makes it possible to host more mailboxes on a server without negatively impacting disaster recovery operations.

Databases can be backed up in parallel with Exchange 2000, both within a storage group and between storage groups, and databases can be restored in parallel. However it is highly recommended to backup at the storage group level because all databases in a storage group share transaction logs and the transaction logs will only be truncated when all the databases within the storage group have been backed up. Only the database being restored needs to be dismounted, while other databases can be kept online.

A benefit of using Windows Powered NAS for hosting Exchange 2000 is that it enables the use of Snapshot Backup. NAS is able to stall writes to the disks and while this is done NAS is copying changed disk blocks to a backup volume. This enables very fast backup of volumes. However in order for applications to support this feature the applications need to be able to pause writing to the disk to ensure that the files generated by the application are consistent on disk. The current release of Exchange 2000 does not inherently support snapshot backup, however it is possible to allow a snapshot backup to take place by taking the Exchange service offline temporarily to ensure that the disks are not being accessed and that the databases are consistent while the backup occurs. While taking Exchange 2000 off-line prevents user access, a number of customers with large Exchange servers have implemented this approach in order to be able to provide fast backup and restore. See Microsoft Knowledge base article Q296788 for more information.
The Windows 2000 Backup program and a number of 3rd party backup products supports backup to disk instead of to tape. In a NAS environment this enables the use of disks as a short-term cache for backups. This approach has been implemented by Microsoft’s own IT group (ITG) for internal Exchange 2000 servers. The backups are stored on disk for 2 days and then migrated to tape. Microsoft ITG is seeing backup speeds around 36 GB/hour for disk based backup, and around 20 GB/hour for tape based backup. Other customers have been able to achieve backup speeds of around 62 GB/hour backing up 1 SG using high performance tape equipment, like the IBM LTO Ultrium tape drives, and 129 GB/hour backing up 4 SG in parallel.

Determining Users per Server

With the technology advances of Exchange 2000, it is now viable to consider hosting more users on the same server than what was possible with Exchange 5.5. The limiting factor for how many users to host on a given server are typically the number of concurrent users and the SLA requirement concerning maximum time to restore a database in case of failure. Let us look into these two aspects.

Concurrent Users

With Exchange 2000 various hardware vendors have publicized performance results based on the new Exchange MAPI Messaging Benchmark 2 (MMB2). For instance, Compaq has publicized that they can run 7,500 MMB2 users on a Compaq ProLiant DL580 with 4 Pentium III Xeon 700 MHz Processors, 2MB L2 cache per processor and 4 GB RAM. Internal Microsoft testing of the scaling of MMB2 users to 8 CPU servers suggests about 70-75% scaling from 4 CPU to 8 CPU. This equals approximately 13,125 MMB2 users per server. Extrapolated even farther to a 4-node cluster with 3 nodes active and each node having 8 CPU’s it should be possible to serve 39,375 concurrent MMB2 users.

However the reported configuration used a disk subsystem configured with RAID 0 for the databases. RAID 0 provides the highest performance, but no fault tolerance and is therefore not recommended for Exchange 2000 databases. The recommended RAID variant for Exchange 2000 databases is RAID 0+1. The MMB2 uses a well-defined user profile simulating a corporate Outlook 2000 user, but the actual usage patterns will vary from company to company. With other client access protocols like HTTP-DAV, IMAP4 or POP3 it is possible to serve higher number of concurrent users.

To cater for the slower performance using RAID 0+1 let us assume that the example cluster can serve 35,000 concurrent MMB2 users in the configuration described above. This is obviously more than adequate for any medium business.
For more appropriate hardware recommendations for your medium sized businesses, the MSA Enterprise Data Center is being developed to scale to 7500, 1000, and 100 user configurations which can provide preconfigured and tested infrastructures and associated benefits to your customers. The Internet Data Center currently provides a secure Internet capability usable by all sizes of businesses. See the Resources section of this document for more information.
Maximum time to restore a database

The SLA for Exchange Server should specify maximum time to restore a database and this can limit the number of users per server. It is not uncommon to see backup & restore speed of around 35 GB per hour for disk based backup. Given that, it is possible to deduce the following formula to calculate number of users per database: 
	Mailbox quota MB/user * Number of users = 35,000 MB/hour * Maximum hours to restore


OR
	Number of users = (35,000 MB/hour * Maximum time to restore) / Mailbox quota MB/user


The number of users per server can then be calculated as:

	Number of users/server =
	Number of users/database * Number of databases/storage group * Number of storage groups


After the databases have been restored, there might be a need for replaying transaction logs covering activity that has taken place since the last backup. The number of transaction logs depends completely on the activity on the server, but a rule of thumb is that there will be one transaction log file generated per day per three heavy users. The time to replay the transaction log is 20 – 30 seconds on average. Mounting of all the databases within the Storage Group will first occur when all the transaction logs for that Storage Group have been replayed.

As a reference, Microsoft’s own IT Group (ITG) is currently hosting 3,750 users per server with 100 MB mailbox quotas, 250 users per database, three Storage Groups and five databases per Storage Group.
Selecting the Appropriate Operating System

Windows 2000 Advanced Server will likely be the appropriate operating system for medium businesses. However, there are some instances where Windows 2000 Datacenter Server may be appropriate even though Exchange 2000 is not currently able to fully exploit the additional features with regard to number of CPU’s and memory.
Windows 2000 Datacenter Server provides the following advantages:
· Datacenter certification of configuration (hardware and software).

· Joint Support Queue between the OEM and Microsoft securing attention on critical issues.

· Exchange 2000 SP1 is able to exploit the four-node cluster support of Windows 2000 Datacenter Server in an N+1 Active/Passive configuration.
· Processor Affinity. In Windows 2000 Datacenter Server it is possible to “bind” processes to processors, and thereby dedicating functions to processors. Depending on the hardware architecture it might also be possible to dedicate internal buses to given processors, and thereby optimizing the internal communication through the server.

Windows 2000 Advanced Server is, from a pure Exchange 2000 point of view, a good enough platform. Depending on the usage of the additional features listed above Windows 2000 Datacenter Server could be the platform of choice. If you decide to use N+1 Active/Passive Clustering, Windows 2000 Datacenter Server is required.
Resources
In addition to the comprehensive resources outlined in the General Project Guide, the following resources will help you implement Microsoft server consolidation projects:

· Microsoft Server Consolidation Resource Center
Provides case studies, best practices, and other resources focused on server consolidation.

· Microsoft REJ Framework 
Microsoft REJ is an economic assessment and measurement framework that helps organizations align IT solutions with business imperatives, and then quantify the direct financial benefits.

· Windows 2000 – Windows 2000 Storage – SQL Server – Exchange Server
Provides in-depth product information, pricing and licensing details and technical resources.
· Microsoft Systems Architecture Internet Data Center
The Microsoft Systems Architecture Internet Data Center guidance presents reference architecture, prescriptive guidance, operations architecture, a service model and a support model.

· Compaq Server Consolidation Solutions
Discusses business value, details solution components and provides case studies for consolidation on Compaq hardware.
· Unisys: Cost Benefits of Server Consolidation white paper
Server consolidation article provides a list of cost benefits
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