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Abstract
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Introduction
Through server consolidation organizations are reducing the number of physical components that provide a variety of services. This in turn reduces costs and improves quality. Significant benefits are obtained from standardization, better use of computing resources, reduced service management costs, reductions in equipment space, improved security, more reliable services, better control of IT resources, and improved business integration through information sharing. 

Enterprise customers now find the proliferation of smaller application and infrastructure server resources across multiple business units to be counterproductive for their overall operations because of ongoing maintenance costs, difficulty enforcing standards, and isolation from business activity. 

To gain buy-in for server consolidation, IT service managers must convince business managers that a consolidated server environment provides the same level of agility to their lines of business and yet performs better and is more reliable and cost effective than the existing infrastructure. 

This white paper provides a detailed look at server consolidation. It focuses specifically on the consolidation of Web applications as well as the enhanced operability of Internet Information Services (IIS) 6.0 and its role in consolidation and the ongoing administration and operation of an organization’s Web application infrastructure. 

By detailing Web application consolidation, including best practices and step-by-step configuration examples, Microsoft® provides IT service managers with the insight and prescriptive guidance they need to gain support for and reap the full range of benefits provided through such consolidation. 
The range of candidates for Web application consolidation varies from simple static content or Active Server Pages (ASPs) to complex business applications with Web interfaces. Often, these applications rely on one or more databases as well as other objects to fulfil the functional intention of the Web application. This may include access to other application servers and account information. With this in mind, it has proven impossible to provide a one-size-fits-all solution to Web application consolidation. However, this white paper offers recommendations based on analysis and testing of some of the most common Web application consolidation scenarios.
Specific discussions include:

· Building a business case for Web application server consolidation through the use of the Rapid Economic Justification (REJ) Framework;

· Using the Microsoft Solutions Framework (MSF) to successfully plan, build, and deploy a consolidated Web application infrastructure;

· Implementing best practices and recommended configurations for Web application server consolidation.
Defining Server Consolidation

Consolidation Overview

Server consolidation represents the targeted combination of key technical resources in an IT environment, including servers, applications, data, and other server-based components of the computing infrastructure. Specifically, server consolidation is the combination of multiple servers running different applications onto a single server housing all consolidated applications. For example, organizations can combine the workloads of a Web application server, database server, and file server within the same operating system on a single server. 

By consolidating servers, organizations can reduce the number of physical components that provide a service, which reduces costs and improves the quality of that service. The benefits result from standardization, better utilization of computing resources, reduced service management costs, reductions in equipment space and operating costs, improved security, more reliable services, better control of the IT resources, and improved business integration since information is more easily shared throughout the enterprise.  

Enterprise customers are finding that the proliferation of smaller server resources is not beneficial to the business because of the ongoing maintenance costs and isolation from business activity. With advances in the technologies supporting a Windows server environment, it is now seen as viable and appropriate to reduce the volume of systems required to deliver a given service. Studies suggest that the hardware for a new application server represents less then 20 percent of the total cost of ownership (TCO) of the service to be delivered. 

To implement consolidated services and realize the associated cost savings, IT service managers must convince the business managers within their enterprises that the new services will perform better, be more reliable than existing services, and remain cost effective. 

This investigation focuses on establishing a best-practice approach to server consolidation and the benefits of that consolidation within the Windows architecture. The white paper specifically focuses on consolidating Web applications within a Microsoft Internet Information Services (IIS) 6.0 environment. IIS 6.0 is a complete Web server available in all versions of Microsoft Windows® Server™ 2003 designed to provide a highly reliable, manageable, scalable, and secure Web application infrastructure for organizations of all sizes.
For larger organizations, Web application services represent a significant part of the systems in use. Application sprawl, and its associated complexity, occurs as companies grow, merge with other organizations, expand their service offerings, and add customers. In dealing with the immediate needs presented by this type of growth, organizations may not have time to implement standard development processes and procedures, or deployment rules. If development isn’t standardized, applications, servers, and databases proliferate, often resulting in an IT infrastructure riddled with redundancy and expensive to operate and maintain. 

The introduction of large SMP and NUMA systems with up-to 32 processors and the Microsoft Windows Server System, which includes Windows Server 2003, now fully enables large-scale and enterprise-wide Web application server consolidation. Using Microsoft’s new version of Internet Information Services (IIS 6.0), with process control tools like Windows Server Resource Manager (WSRM) and Side-by-Side DLL (SxS) capabilities, brings the building-blocks for large-scale Web application consolidation on line.

Challenges for Server Consolidation

The challenges for Web application server consolidation vary from case to case; however, the following represent the general challenges associated with most scenarios:

· Server consolidation changes the way services are delivered. Customer commitment and customer confidence need to be established and retained to overcome the perceived loss of control and risk to services that may legitimately concern business managers and customers.

· Reducing server components across a geographically distributed business creates more dependence on the capacity and reliability of the network infrastructure, the servers hosting the applications, and the management and operations of these components. Network capacity, cost, and reliability carry significant influence on consolidation opportunities, particularly where international services are required.

Other points of awareness involving Web application server consolidation include the notion that Web application and service development represents a relatively new function within the IT profession. As this development function becomes a larger part of the IT work load, the number of development tools and ideas increases exponentially, with many of them being deployed simultaneously within a single organization. A lack of standardization and clarity around which solutions and which tools should be used to structure and support the enterprise’s IT resources results in instability, unavailability, lack of control, and the increased likelihood of security breaches. 

In looking at consolidation projects involving large organizations, one of the biggest challenges is finding current documentation for the applications and servers identified as possible consolidation candidates. For Web application consolidation to succeed, project teams must have access to the following information: 

· Application owner (if non-IT operation); 
· Functional description (provides a clear understanding of how the applications interact with one another and the associated databases and services within the IT infrastructure);
· Installation documentation; 

· Performance, reliability, security requirements, and business criticality, including Service Level Agreements (SLAs);

· Source code access (if modifications are necessary);

· Lifecycle management;

· Geographical dependencies;

· Capacity statistics, including CPU utilization;

· Baseline cost model for the existing platform.
Another point of awareness involves the internal organizational structure. In larger organizations, IT operations are typically divided into smaller groups and departments responsible for providing support to individual business units or segments of the overall computing infrastructure. For example, Group A might operate the base platform, Group B the IIS servers, Group C may supervise the database servers, and Group D could have responsibility for the development team. In the above example, the organization works with a horizontal mode of operation, rather than a vertical, or “per service” mode of operation. 

As such, consolidated environments require much closer cooperation between individual groups. They should also result in standardization, meaning change and operations management processes must be developed and followed to the letter with few if any exceptions. Within standardized development, and change and operations management processes, a consolidated environment requires a centralized security and administrative structure. Important issues to consider during the design of a consolidated environment include:

· Administrative security—project teams must decide who implements changes and to what level the service owner can change the “look” of an application; 

· Application isolation and its interoperability with the operating system, other applications, and the new Web service (IIS 6.0); 

· Backup and restore strategies as well as the use of clustering technologies; 

· Integration with existing databases; 

· Ease of change management access;

· Application criticality and SLAs.
The Business Case for Server Consolidation

Business Case Overview

A business case helps define the problem space for server consolidation by identifying areas where benefits can be realized. The structure for a business case helps to advance the server consolidation topic. To develop a business case for Web application server consolidation, organizations should focus on the cost savings derived from the rationalization of the server platform and the reduction in overall complexity of the service infrastructure. 

To realize the full benefit of server consolidation, the results must provide for increased business demand and data volumes. In fact, the strongest case for server consolidation may well be the way in which it provides for future capabilities by accommodating changing business volumes and capacity requirements. Further, it allows businesses to take advantage of customer data more readily as well as share that data throughout the enterprise.

Four basic options for reducing the cost of server proliferation have been identified in studies. They include: 

· Logical consolidation;
· Physical consolidation; 

· Data consolidation;
· Application consolidation.
The main benefits for each of these categories are explained later; however, all options have cost benefits that contribute to: 

· Reduced administration. By standardizing and reducing the number of servers, businesses reduce the complexity of the infrastructure they must administer. Fewer support staff can therefore manage the same service demands. For international companies, this standardization also facilitates the provision of 24/7 support using worldwide support resources. 
· Reduced operations costs. Service capacity and growth are achieved with better utilization of resources and a reduction in the number of processes, policies and procedures, development projects, or provisioning needs.
· Reduced facility costs. Site space formerly used for IT services can be returned to the business, and existing facilities can be used more efficiently. Software licensing, hardware purchases, and a reduction in power consumption will also be realized.
· Increased reliability and availability. In organizations with large-scale server resources, server consolidation makes it more economic to provide high-availability configurations, an appropriate equipment footprint, and dedicated support staff. Organizations also benefit from implementing better storage management and service continuity solutions as well as more efficiency in decision making and business integration processes.
· Improved service management. By standardizing and reducing the complexity of service infrastructure, organizations facilitate more effective service management processes, tools, and automated system administration. High-end servers provide more procedural flexibility, including better utilization of computing resources; easier system provisioning; operational consistency; streamlined backup/recovery; and centralized administration, security, and help desk support. 
· Simplified contingency planning solutions. A service infrastructure that is less complex means that more services can be restored if a site failure occurs. 
Logical Consolidation

Logical consolidation consists of deploying a set of common management best practices to a targeted set of servers, rather than relocation or elimination of those servers.
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Figure 1: Logical Server Consolidation
This option focuses on implementing a companywide framework for operations that is especially beneficial for geographically dispersed locations. Although the cost-savings for logical consolidation alone could be substantial, combining this option with Web application consolidation reaps even more significant savings with a broader range of benefits.
Logical consolidation has the following benefits: 

· Improves physical security and reduces the risk of damage to service equipment; 

· Improves system security by reducing the opportunities for virus attacks–with centralized anti-virus administration–or gateway security risks while improving companywide access to business data; 

· Reduces administration costs by eliminating administrative needs at smaller sites that do not justify a dedicated local support staff; 

· Reduces infrastructure costs associated with storage and backup requirements through centralization of administrative functions;
· Facilitates business growth and flexibility by establishing an infrastructure that supports the integration of staff and business processes, including mergers and acquisitions. 

Physical Consolidation

Physical consolidation entails the co-location of multiple platforms on fewer systems and at fewer locations. Reducing the total number of servers can, if planned and executed correctly, reduce the number of support staff needed, require fewer server licenses, release hardware for additional functions, reduce physical data center requirements, and simplify management of the overall IT environment. Simplifying the overall IT environment reduces the number of ongoing operation and maintenance tasks, including the installation of software patches.  
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Figure 2: Physical Consolidation
Organizations can consider whether to replace smaller servers in the same architecture with fewer, larger servers. Physically consolidating servers provides the following benefits: 

· Improves utilization of disk storage, backup, and processing capacity while increasing data center floor space (that is, it offers more power and capacity with the same or smaller footprint). This results in significant cost savings; 

· Provides for more manageable future growth focused on fewer, larger-capacity systems; 

· Provides high availability and more economical capacity management solutions; 

· Reduces system components, which simplifies service management solutions and service maintenance costs, including power and A/C requirements; 

· Integrates more easily with other services provided in a data center. 

Data Consolidation

Data consolidation combines data from multiple services into a single repository and provides many benefits, including several listed in the sections above discussing Logical and Physical consolidation—fewer server licenses, reduced operation and maintenance costs, simplified management and disaster recovery, etc. Other specific benefits include the following: 
· Reduces storage management costs with centralized storage solutions that include more economic backup and disaster recovery facilities; 

· Improves data utilization through better data access and less duplication of data; 

· Improves data integrity with more reliable storage systems and more rigorous data maintenance procedures made viable with larger centralized data volumes. 
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 Figure 3: Data Consolidation
Application Consolidation

Another option to consider is whether to take advantage of platform features that support homogeneous (same workload) or heterogeneous (mixed workload) application consolidation. This paper explores the most common opportunities involved in heterogeneous application consolidation. Microsoft considers Web application consolidation heterogeneous consolidation because of the many different types of Web applications involved. As stated earlier, the range varies from simple static content and Active Server Pages (ASPs) to complex business applications with Web interfaces. Figure 4 depicts this type of heterogeneous application consolidation.
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Figure 4: Application Consolidation

Assessing the Business Case

To create a business case for consolidation, an organization needs to thoroughly analyze existing systems and services and examine the options, costs, and benefits given above. This approach fits well within an overall IT rationalization strategy; however, it may also help position IT as a business enabler. For example, a larger scale and more centralized computing infrastructure can be seen as a service for new business requirements and opportunities. 

Whatever the impetus for server consolidation, cost reductions, better utilization of resources, and simplification of the IT infrastructure become important, tangible benefits for the IT function. For any organization and its customers, the continued business flexibility together with improved quality and availability of services help prove the benefits of a server consolidation initiative. 

To help develop a business case for server consolidation that highlights the benefits to the IT function as well as the benefits to the business, this white paper provides an overview of the business value consulting method used by Microsoft. Through the Rapid Economic Justification (REJ) Framework, organizations can translate the opportunities and benefits of server consolidation into a well-structured business proposal. 

REJ Framework

To help develop a business case for server consolidation that highlights both the benefits to the IT function as well as the benefits to the business, Microsoft recommends using the REJ Framework. The framework represents a seven-step process that helps organizations translate the opportunities and benefits of server consolidation into a well-structured business proposal.  

By using the REJ Framework, project teams create a structured business case that shows senior managers how a solution adds value to the organization in both an IT and business context. The REJ Framework gives project teams a template for discussing the overall process required to establish a server consolidation business case. It also provides a focus for the real experience of defining value and benefits.

The REJ outlines the following seven steps in the economic justification process:

(1) Assess the organization—Identify critical success factors;
(2) Analyze activities—Establish where IT can have a positive impact by providing services that enable the company to meet its goals and objectives;
(3) Propose solutions—Match IT capabilities to critical success factors. Critical success factors typically align to or mirror an organization’s strategic vision and business goals;
(4) Estimate benefits and costs—Weigh the benefits of the solution against the costs associated with implementation;
(5) Assess risk—Assess risks associated with the solution. These should include not only the technical risks, but should consider organizational barriers that may inhibit management and employee buy in; 
(6) Calculate financial return—Estimate the value of the solution;
(7) Present the business case—Give a presentation or deliver a paper to key decision makers.

Within the economic justification process, all value statements created throughout the seven steps must be translated to one of the following benefits:

· Increased revenue—Details how the server consolidation solution creates additional revenue by growing existing markets and supporting the expansion into new markets;
· Reduced costs—Demonstrates how the solution increases operating margins by reducing costs; 

· Protect revenue—Details how the solution protects market share and investments in products or services;
· Avoid costs—Demonstrates how the solution provides growing capability without adding additional costs.

The following matrix depicts the value creation flow from IT and the general business area to specific server consolidation benefits. 
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Figure 5: REJ Value Flow Matrix
In a full REJ exercise, the matrix would represent projected cost or revenue items as monetary values derived through detailed analysis. The summary matrix given above simply highlights the general benefits for server consolidation.  
For more detailed information about the REJ, see “Microsoft REJ Framework: Step by Step” at http://www.microsoft.com/business/value/REJstepbystep.asp
Steps to Successful Web Application Consolidation

Overview

This best practices guide for Web application consolidation is based on specific configurations deemed applicable to most Web application consolidation scenarios. Users of this guide should follow the Microsoft Solutions Framework (MSF), shown in Figure 6, which is an approach to planning, building, and deploying a variety of technology solutions. 
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Figure 6: MSF Process Model Phases and Milestones
The MSF includes detailed information for each of its phases including Roles, Milestones, Interim Milestones, and Deliverables.  For the purposes of this guide a brief description of each of the phases is provided below. Detailed information on MSF can be found by following the link provided in the Additional Resources section of this guide.
At a high level, the MSF phases correlate to a Web consolidation project as follows: 
· Envisioning Phase—Builds a mutual understanding of why an organization needs to consolidate its computing infrastructure and what the consequences and impact on the organization will be; 

· Planning Phase—Investigates and analyzes the current environment so the consolidation project scope can be clearly defined and documented. During this phase, organizations also develop a gap analysis and produce the economic and financial estimates for full implementation;
· Developing Phase—Designs and builds the new architecture for the consolidated Web application server environment;
· Stabilizing Phase—Tests the new infrastructure under realistic operational conditions;
· Deploying Phase—Moves the organization to the new infrastructure and rolls out new applications and/or services.

The processes and/or best practices developed within the Envisioning and Planning phases are vital to the success of any project. Because the business case and estimated ROI must typically be finalized and approved prior to these two phases, the business case should be reviewed by the project team and key project sponsors and, if necessary, updated at the end of each phase. 

Envisioning Phase

To build a mutual understanding of why consolidation is needed and what the consequences and impact on the organization will be.

The envisioning phase addresses one of the most fundamental requirements for project success—unification of the project team behind a common vision. The team must have a clear vision of what it wants to accomplish for the customer and be able to state it in terms that will motivate the entire team as well as that customer. It must build the initial understanding and gather the basic information and documentation to either build the initial business case or update the one used to gain project approval. Although this phase can be lengthy, a thorough and comprehensive business case saves time later and promotes project acceptance throughout the organization. Remember, server consolidation may meet some initial resistance because it requires changes in organizational structure, oversight, processes and procedures, and often, the general thinking about the function of IT. 
The primary activities accomplished during envisioning are the formation of the core team and the preparation and delivery of a vision/scope document. The delineation of the project vision and the identification of the project scope are distinct activities; both are required for a successful project. Vision is an unbounded view of what a solution may be. Scope identifies the part(s) of the vision that can be accomplished within the project constraints.

The main Envisioning Phase deliverables include the preliminary or updated business case as discussed above, a list of identified stakeholders, and an assessment scope that sets the stage for the next phase. Also during this phase, the project team might present its initial cost saving estimates, expected ROI, and costs associated with the Planning Phase to key project sponsors.
Planning Phase

To investigate the current environment, and from that investigation, develop a gap-analysis, document the project scope, and produce the economic and financial estimates for full implementation.

The planning phase involves completing the bulk of the planning for the project. During this phase the team prepares the functional specification, works through the design process, and prepares work plans, cost estimates, and schedules for the various deliverables.

Early in the planning phase, the team analyzes and documents requirements in a list or tool. Requirements fall into four broad categories: business requirements, user requirements, operational requirements, and system requirements (those of the solution itself).
Specifically, the Planning Phase involves the following processes and deliverables: 
· Product Management—Conceptual design, business requirements analysis, communications plan;  

· Program Management—Conceptual and logical design, functional specification, master project plan and master project schedule, budget; 

· Development—Technology evaluation, logical and physical design, development plan/schedule, development estimates; 

· User Experience—Usage scenarios/use cases, user requirements, localization/accessibility requirements, a plan/schedule for usability testing, and user documentation/training; 

· Testing—Design evaluation, testing requirements, test plan/schedule; 

· Release Management—Design evaluation, operations requirements, pilot and deployment plan/schedule.  
Developing Phase

To design and build the new architecture for the consolidated Web application server environment

During the developing phase, the team builds most of the solution’s components. However, some development work may continue into the stabilization phase in response to testing. The developing phase involves more than code development and software developers. The infrastructure is developed during this phase, and the deliverables are built and tested. 

Specifically, the Developing Phase involves the following processes and deliverables:

· Design the new architecture based on the requirements documented in the Planning Phase;
· Conduct proof-of-concept testing in a designated laboratory. If necessary, test per application and service;
· Review, and if necessary, update the business case.
Stabilizing Phase

To test the new infrastructure under realistic operational conditions
Once the solution features are complete, the team tests those features as part of the stabilizing phase. Testing during this phase emphasizes usage and operation under realistic environmental conditions. The team focuses on resolving and triaging (prioritizing) bugs and preparing the solution for release.  Once the solution has been deemed stable enough for release, it is deployed to a pilot group.  The stabilizing phase culminates in the release readiness milestone. Once reviewed and approved, the solution is ready for full deployment to the live production environment.

Specifically, the Developing Phase involves the following processes and deliverables:

· Conduct load-simulation testing. If necessary, test per application and service. When doing so, administrators should track application and/or service performance and response times. For this testing to be effective, administrators should know what the expected performance/response time is for each application and/or service and then measure that against how they perform while load testing the newly consolidated environment. It is important to keep in mind that improper tuning results in performance issues that will ultimately erode any benefits achieved through consolidation;
· Implement systems management tools and interface to Extensible System Monitor (ESM), if applicable;
· Conduct staff training and development based on the new architecture’s requirements;;nce the solution features are complete, the team tests those features as part of the 










































· Establish or implement the support and security framework and tools.

Deploying Phase

Move to the new infrastructure and deploy applications and/or services

During this phase, the team deploys the core technology and site components, stabilizes the deployment, transitions the project to operations and support, and obtains final customer approval of the project. After the deployment, the team conducts a project review and a customer satisfaction survey. Stabilizing activities may continue during this period as the project components are transferred from a test environment to a production environment.

Specifically, the Deploying Phase involves the following processes and deliverables:

· Deploy the new consolidated Web application server infrastructure, and migrate the data and applications;
· Fine tune operations and system management during a pilot period, which can range from a few days to several weeks;
· Finalize the support and management infrastructure, turning the primary focus away from hardware and software considerations to people and processes;
· Finalize staffing and training and development;
· Implement new processes for change management, operations, security administration, etc.
Although process management discussions vary from organization to organization, all change management processes must be tested within the new environment. To help develop those new processes and procedures, organizations often turn to the Microsoft Operations Framework (MOF), which closely relates to the MSF discussed earlier.  The following diagram illustrates the MOF process model and the relationship of the life cycle quadrants with their respective operational reviews:
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Figure 7: The Microsoft Operations Framework process model
Understanding a WEB Application Consolidation Project

This section details a heterogeneous Web application consolidation project conducted around the five-phase Microsoft Solutions Framework (MSF)—Envision, Plan, Design, Stabilize, and Deploy—discussed earlier. 

Defining Web Applications

However, before continuing, it is important to clearly define what constitutes a Web application. The range varies from simple static content or active server pages (ASPs) to complex business applications with Web interfaces. Many times the application relies on one or more databases as well as other objects to fulfil the functional intention of the application architect. This also includes access to other application servers and account information. 

Reference to the application design means the end-to-end function of the application. Yet when discussing the features and configuration of Windows Server 2003 and Internet Information Services (IIS) 6.0, “application” tends to refer more to the function of the World Wide Web service being offered than the full end-to-end application or the application parts served by the Web server and Web infrastructure. For the purposes of this paper, the discussion focuses on the service being offered and not the full end-to-end application.
Consolidation Opportunities

In general, opportunities for Web application consolidation exist in virtually all organizations. For instance, a migration from Microsoft Windows NT 4.0 or Windows 2000 to Windows Server 2003 provides the opportunity to enhance and concentrate Web applications on fewer servers. IIS 6.0—a complete Web server available in all versions of Windows Server 2003—makes it possible for organizations of all sizes to quickly and easily deploy Web sites and applications. It simplifies Web server administration by using an XML-based configuration file that can be modified without stopping and restarting servers.

The following table illustrates some notable architectural differences in the default behaviour and settings between IIS 4.0, IIS 5.0, and IIS 6.0.

	
	IIS 4.0
	IIS 5.0
	IIS 6.0

	Platform
	Windows® NT® 4.0
	Windows 2000
	Windows .NET Server 2003 family

	Architecture
	32-bit
	32-bit
	32-bit and 64-bit

	Application process model
	TCP/IP kernel 

MTX.exe
	TCP/IP kernel 

DLLhost.exe (multiple DLL hosts in medium- or high-application isolation)
	HTTP.sys kernel 

When IIS is running in IIS 5.0 isolation mode: Inetinfo.exe (for in-process applications) or DLLhost.exe (for out-of-process applications)

When IIS is running in worker process isolation mode: W3wp.exe (multiple worker processes)

	Metabase configuration
	Binary
	Binary
	XML

	Security
	Windows authentication - SSL
	Windows authentication - SSL

Kerberos
	Windows authentication - SSL

Kerberos, Security wizard, Passport support

	Remote administration
	HTMLA
	HTMLA
	Remote Administration Tool (HTML) 

Terminal Services & Command Line

	Cluster support
	In Windows NT 4.0
	IIS clustering
	Windows support

	WWW services
	IIS on Windows NT 4.0
	Personal Web Manager on Windows 9x 

IIS on Windows 2000
	IIS on a member of the Windows Server 2003 family


Figure 8: Architectural differences in default behaviour and settings between IIS 4.0, 5.0, and 6.0

IIS 6.0 enhancements, such as kernel-mode caching, processor affinity, and application isolation, can dramatically increase the scalability, performance, and reliability of a Web infrastructure. Although these enhancements will be discussed in greater detail later, the benefits of seizing Web application consolidation opportunities with IIS 6.0 include less planned and unplanned system downtime, increased Web site and application availability, lower system administration costs, expanded server consolidation capabilities, and a significant increase in Web security.

When exploring opportunities for consolidation, attention should be given to ill-behaved applications, applications that require similar security, and mission critical applications. Because of design methodologies or lack of third party support, ill-behaved applications may require constant management due to memory leaks or application hangs. 
With an ability to create multiple application pools in IIS 6.0, ill-behaved applications can be isolated to minimize their effects on system performance or availability. Since applications in a pool are separated from other applications by worker process boundaries, an application in one application pool is not affected by problems caused by applications in other pools. Further, the effect of a memory leaking application can be minimized with application pool specific settings that trigger an automatic recycling of the worker process once a defined memory threshold has been reached. Typically, multiple applications are grouped in an application pool based on similar security levels or criticality. 
Technical Considerations

The technical requirements for a new consolidated environment  progressively becomes clearer as an organization moves through the MSF phases—Envision, Plan, Design, Stabilize, and Deploy—which, as discussed earlier, include a complete assessment, development, and thorough analysis of the results from load simulations. Setting up a laboratory for all testing, including load simulations, represents a typical and effective consolidation strategy. 

IIS 6.0 offers several enhancements in the areas of load balancer integration, capacity management, and application CPU control that aid consolidation efforts. For example, IIS 6.0 features intelligent load balancer integration that can be configured to reset the TCP/IP connection when an application process shuts down so that layer three and four load balancers stop routing requests to the server. This ultimately increases capacity and reliability during testing or normal operations.

Other important technical considerations include:

· I/O bandwidth, specifically disk I/O and network bandwidth—the consolidation effort will fail in quality of service if the infrastructure cannot accommodate an increased load;
· Application migration (installing OS and IIS 6.0 on a new server and then moving, or reinstalling, existing Web sites or applications to that server) or system upgrade (installing OS and IIS 6.0 on an existing server running IIS 4.0 or II 5.0);
· Application compatibility with existing software as well as with the new consolidated OS and Application Programming Interfaces (APIs) version requirements;
· Application location; internally or externally facing, DMZ, and geographic dependencies;
· Server maintenance, scheduled downtimes, system patching schedules, and Service Level Agreements (SLAs);
· Application requirements for fault tolerance, security, session state maintenance, and business criticality;
· Type of content—static or dynamic;
· Application port requirements;
· Application authentication and authorization requirements.
Application Design

Prior to consolidating applications, project teams need to determine which candidates can coexist without modification within an application pool, which require minor redesign, and which applications are truly candidates for consolidation. 

One of the first steps is direct interaction with the Application Manager/Owner (AM) to gather application specific information. Throughout the application consolidation process, continuous communication with the AM should be maintained. Business critical applications—even though they may need significant code changes—may still need to be consolidated as quickly as possible. 

Capturing relevant application information necessitates the utilization of consolidation templates that include the following information: 
1. Functionality

a. Event/Data Flow - An architectural diagram of the application, and if possible a data/event flow diagram giving an application overview. 
2. List of Components—List the application’s various components including location, purpose, whether it runs in or out of process, and if and how it stores state. Common components that should be addressed include:

a. Static content;
b. ASP-pages;
c. COM-components and their configurations, including whether they are in process or out of process;
d. CGI-applications and non-CGI executables;
e. ISAPI filters and extensions;
f. DLLs; 
g. Data access: DSNs, ODBC connections, etc.
3. Administration—Document or leverage existing documentation on application installation, including registry updates and operating system configuration information. The installation document may also include any scripts used for installation. Specifically, the project team should follow a checklist for documenting each application:

a. How is the application administered? 

b. What tools are used? 

c. Can the application be administered remotely? If tools are specifically developed for the application, they should follow the same certification process as the application. 

d. What are the security considerations for administering the application? 

e. What security accounts and permissions are needed? Who can or will administer the application?
f. In which security context does the application need to run?

g. What security accounts and permissions are needed?
h. What are the application’s session state requirements?
4. Dependencies—Consider dependencies when determining an application’s consolidation potential. These not only include geographical dependencies as mentioned earlier, but include interdependency with back-end applications such as Microsoft Biztalk® Server and  Microsoft Commerce Server, 
a. Specific information to gather includes:

i. How are the variables for application configuration stored?

ii. Are registry, text files, and databases hard coded into the binaries?

iii. Should hard coded variables be allowed?
iv. Are there outside data feeds associated with the application?

v. Are there reporting tools and/or applications associated with the application?
b. The following table provides a list of other dependencies to consider:
	Dependency
	Note

	Database connections
	Where are the connection strings stored? Are there any dependencies to specific DB software vendor, software version? Are the drivers used by the applications localized (Could they cause problems with ODBC connection strings)? 

	Software requirements
	What additional software is required (that isn’t included with the OS) to run the application, i.e. Lotus Notes.

	Network Configuration
	What ports do the applications use, if any besides the port needed to browse the application? For example, does part of Lotus Notes want to listen to port 80? This can be a problem on an IIS 6.0 Server.

	Server certificates
	Does the application use any SSL connections or need client or server certificates installed?  Are Certificate Trust Lists employed?

	System Services
	Are there any systems or services that the application needs to use?

	Registry
	Does the application use the registry to store application configuration data?

	Hard coded variables
	Are there variables hard coded into any binaries or “hidden” in the ASP page code?


5. Development—Document the development environment and associated processes. Consider adjusting the current deployment life cycle to better suit the general rules and guidelines for deployment on a consolidated platform. This includes but is not limited to an understanding of:

a. Patch development and deployment mechanisms such as packaging;
b. Version releases;
c. Security code reviews.
Application design reviews should also consider the practical application of ASP.NET session state capabilities. ASP.NET session state lets organizations share client session data across all of the Web servers in a Web farm or across different worker processes or worker process instances on a single Web server. Clients can access different servers in the Web farm across multiple requests and still have full access to session data.

Administrators can easily configure the method used by ASP.NET to maintain session state. ASP.NET supports the following methods for maintaining session state:

· In-process. The process for maintaining session state runs in the same worker process as the ASP.NET application and approximates how Active Server Pages (ASP) applications maintain session state. If the worker process for the ASP.NET application recycles, all session state information is lost.

· Out-of-process. The process for maintaining session state runs in a different worker process, either on the same Web server or another server, than the worker process for the ASP.NET application. If the worker process for the ASP.NET application recycles, session state information is retained.

Additional information on session state configurations and application modifications is available in the IIS 6.0 Deployment Kit: Chapter 2 – Deploying ASP.NET Applications in IIS 6.0.
Scalability

Significant enhancements to IIS 6.0 enable up to a ten-fold increase in server consolidation potential. These features, such as a fault-tolerant process architecture, health monitoring, and kernel-mode caching, increase system scalability and allow IIS 6.0 to host more sites and virtual directories, run more simultaneous worker processes, start up and shut down faster, and  process requests faster than earlier versions of IIS.

Conversely, IIS 5.0 was designed to have a single main process, which hosts the Web service Inetinfo.exe. As the main Web server process, Inetinfo.exe is charged with farming out requests to one or more out-of-process applications (dllhost.exe), or serving them in-process. 
In comparison, IIS 6.0 has been redesigned into three new components allowing IIS to segment Web server code from application handling code. These three new components are a kernel-mode HTTP listener—called Http.sys; a user-mode configuration and process manager—called Web Service Administration and Monitoring component; and the application handler (Web core), which loads into separate worker processes. The worker processes or host processes in turn service requests for application pools in Http.sys. 

In typical Web application implementations, overall server utilization remains relatively low. Accordingly, any successful Web application consolidation project must measure current loads to determine replacement hardware requirements. Once consolidated, the performance monitor can be used to measure the consolidated load on an organization’s Windows systems to ensure sufficient hardware has been deployed for the environment. The matrix provided below details counter threshold examples for an IIS 6.0 implementation.
As a baseline, the following counters should be measured and compared to the recommended thresholds to establish a maximum tolerance for resource utilization. The comparisons can help determine resource requirements while ensuring that a level of system scalability is maintained.
	Resource
	Object\Counter
	Threshold
	Notes

	Physical Disk
	Avg. Disk Queue Length
	< 4
	Per platter on server class disks

	Physical Disk
	Disk Read/sec, Disk Write/sec
	< 100
	Combined per platter on server class disks

	Physical Disk
	Split IO/sec
	< 100
	Per platter on server class disks

	Memory
	Free System Page Table Entries
	60,000
	

	Memory
	Available MBytes
	10% of physical memory
	

	Memory
	Pool Paged Bytes
	200 MB
	Limit on 1GB system (205520896)

	Memory
	Pool Nonpaged Bytes
	200 MB
	Limit on 1GB system (216031232)

	Process
	Thread Count
	Increasing
	May be from increased context switch rate

	Process
	Handle Count
	Increasing
	Possible leak

	Process
	Virtual Bytes 
	< 70% of address space
	Per Worker Process (w3wp.exe)

	Processor
	% Processor Time
	< 70% 
	

	Processor
	% Interrupt Time
	< 5% 
	

	Processor
	Interrupts/sec
	< 1500 per processor
	

	Processor
	% DPC Time 
	< 10%
	

	System
	Context Switches/Sec
	< 25 / request
	

	System
	Processor Queue Length
	< 10 / Processor
	

	System
	System Calls/sec
	< 50 / request
	

	System
	Processes
	Increasing
	

	System
	Threads
	Increasing
	


Gathering realistic data can be a little more complex. However, a number of options exist for determining load averages. For example, Performance Monitor, run over a period of time, can capture statistics to a file. This static data can then assist in identifying average usage. Additionally, utilizing IIS logging and a log analyzer can identify site traffic over a longer period of time. With this data and a load simulation tool such as Microsoft Web Application Stress Tool, appropriate loads can be simulated to more accurately gather performance data. If an organization plans to migrate sites running on other operating systems, it should consult the performance measurement documentation for that given operating system. 

Any consolidation project might have a number of applications that cannot be migrated because of compatibility and quality issues. Application memory usage should be an immediate concern to all consolidation project teams. Various methods can be employed to identify memory leaking applications. This paper addresses common techniques in the best practices section below. However, as noted above, application pool isolation can mitigate the effects of poorly written applications by setting virtual memory limits. Advanced CPU resource management techniques are available through Windows System Resource Manager (WSRM); however, Microsoft highly recommends using the resource management features provided within application pools for memory management needs.
Web applications that are critical to business operations or have Service Level Agreements (SLAs) should typically be isolated within their own application pools. Additionally, Web applications that require complete accountability or traceability should be isolated within an application pool and configured to run under a unique security identity.

Again, application pools should be created based on required security levels and criticality. However, Web applications that do not require isolation can also be combined into a single application pool. With the IIS 6.0 worker process isolation mode, administrators can configure an application pool to be supported by multiple worker processes. An application pool that uses more than one worker process is called a Web garden. Web gardens are different from Web farms in that Web gardens use multiple worker processes for an application pool, while Web farms use multiple servers for a Web site.

Creating a Web garden for an application pool enhances performance in the following ways:

· Robust processing of requests: When a worker process in an application pool is tied up, other worker processes can accept and process requests for the application pool; 

· Reduced contention for resources: When a Web garden reaches a steady state, each new TCP/IP connection is assigned, according to a round-robin scheme, to a worker process in the Web garden.
Best Practices for Web Server Consolidation
The following sections detail some of the more common functions of any Web application consolidation project and offer several configuration examples deemed applicable to most enterprises. Each section addresses specific scenario assumptions as related to a Windows Server 2003 IIS 6.0 environment. A brief synopsis of the following sections:
· Application Compatibility—provides an overview of compatibility issues that administrators should be aware of as they undertake Web application consolidation. The section also discusses some of the most common software incompatibilities as well as general guidelines for running applications in the worker process isolation mode;
· Migrating Applications—focuses on transferring Web site content and configuration settings from IIS 4.0 and 5.0 into a Windows Server 2003 IIS 6.0 environment. The section also provides general guidelines for migrating applications and discusses some of the tools available to aid application migration, session state, and reporting;
· Using Application Pools—provides guidelines for initially configuring application pools, highlighting the best practices used to make servers more efficient and reliable as well as ensure application availability;
· Using Windows System Resource Manager (WSRM)—discusses WSRM’s use of a dynamic process priority management algorithm to manage and control system resource usage. The section also provides best practices around exposing memory leaking or memory intensive applications;

· Security—details the use of IIS 6.0, including its default behaviour and settings, to establish proper security safeguards on Web servers;

· System Monitoring—discusses the various methods for monitoring consolidated Web applications on IIS 6.0, including Windows Management Instrumentation (WMI) and Microsoft Operations Manager (MOM). This section also provides general guidelines as to which primary areas administrators should focus their IIS 6.0 system monitoring efforts;

· Disaster Recovery & Change Management—combines the discussions on disaster recovery and change management, which are both vital to the administration of any IIS implementation and consolidation discussions. Specifically, the section details the two primary back-up requirements for IIS 6.0 implementations, IIS configuration, and site content, ensuring the reliability of the IIS 6.0 metabase.

Application Compatibility
Overview

Before starting a consolidation project, organizations need to consider the compatibility of their existing applications, or other software installed on the servers with Windows Server 2003. This includes software and tools from manufacturers other than Microsoft as well as Microsoft server products that do not ship with the Windows operating system. Administrators should ensure that they have the latest versions of all pre-existing software or service packs compatible with Windows Server 2003.

The most common software incompatibilities are caused when applications depend on software from other manufacturers who do not support Windows Server 2003. Or, organizations might have applications that were designed to run on Windows NT Server 4.0 or Windows 2000 Server operating systems. These often reference APIs that have been changed or removed in 
Windows Server 2003.

Whether an organization plans to deploy existing applications that were developed for earlier versions of IIS on a server running IIS 6.0 in worker process isolation mode, or it is deploying new applications, it is important to test the applications for compatibility with worker process isolation mode features. This can be completed through functional testing, which consists of installing and configuring applications on a test server, and then sending HTTP requests to the application from a client on another computer. The results must be diagnosed for possible incompatibilities. 

General Guidelines for Application Compatibility
Most Web applications that run on earlier versions of IIS will run on IIS 6.0 in worker process isolation mode. However, in some cases, applications cannot run in worker process isolation mode. In other cases, administrators might be required to disable certain features to run an application in worker process isolation mode. Applications that have the following characteristics are incompatible with worker process isolation mode, or must have certain features disabled to run in worker process isolation mode:

· Require Read Raw Data Filters—Applications that require Read Raw Data Filters are not compatible with worker process isolation mode. The Read Raw Data Filters feature is only supported in IIS 5.0 isolation mode; 

· Require Digest authentication—LocalSystem must be used as the application pool identity for standard Digest authentication. This restriction does not apply when using Advanced Digest authentication;
· Run only as a single instance—When an application only runs as a single instance, administrators cannot configure the application to run in a Web Garden, cannot run the application in more than one application pool, and cannot use overlapped recycling;
· URL length exceeds 16 kilobytes—The default request header limit for HTTP.SYS is 16KB;
· ASP applications that use consecutive dots in an include file—Using two or more consecutive dots in an Include file only works if parent paths are enabled. Alternatively, consider not using Include files;
· Dependency on Inetinfo.exe—The application needs to run in Inetinfo.exe, but the Inetinfo.exe process does not host Web applications in worker process isolation mode. This occurs rarely, if at all;
· Require Dllhost.exe—The application requires Dllhost.exe, but the Dllhost.exe process does not host Web applications in worker process isolation mode. This occurs rarely, if at all.

Furthermore, applications written in a previous version of the.NET Framework can have dependencies on specific versions of the framework. Therefore, administrators need to determine these dependencies for a successful upgrade because Windows Server 2003 has a different version of the Framework than Windows 2000. Version 1.0 of the .NET Framework is available as a separate download on Windows 2000 Server; and version 1.1 is available on the Windows Server System, which includes Windows Server 2003.

Typically, ASP.NET applications running on version 1.0 of the .NET Framework are compatible with version 1.1 of the .NET Framework. However, there might be instances of incompatibilities, the majority of which are security related and can be corrected by configuring the .NET Framework to be less restrictive.

Both versions of the .NET Framework (1.0 and 1.1) can be used on the same IIS 6.0 server;  however, for applications requiring version 1.0 of the .NET Framework, administrators must configure IIS to run in IIS 5.0 isolation mode. This Side-by-side configuration (SxS) allows administrators to run a mixture of applications that require version 1.0 or version 1.1 of the .NET  During lab testing, it is important to determine the version of the .NET Framework required by an organization’s applications.

Migrating Applications
Overview
The discussion of migrating applications in this section focuses on transferring Web site content and configuration settings and does not specifically detail how to make application code changes in dynamic content. If an organization’s Web sites contain only static content, it can most likely complete the migration process in a few simple steps. However, if the organization’s IIS Web sites contain dynamic content, such as Active Server Pages (ASP), ASP.NET, or Common Gateway Interface (CGI) scripts, it might need to modify the code in the dynamic content separately. Any modifications should be tested after the migration process is complete.

Also, if the existing Web sites and applications depend on software other than the Windows operating system and IIS, the complexity of the migration process increases. For example, the process for migrating a Web server that hosts Web sites and applications that were designed to run on Windows 2000 Server and IIS 5.0 is relatively simple. On the other hand, the process for migrating a Web server that hosts Web sites, applications, and other software — such as Microsoft Commerce Server, Microsoft BizTalk Server, monitoring software, custom applications, or other non-Microsoft software — is more difficult because all of the software must be compatible with Windows Server 2003 and IIS 6.0. 

General Guidelines for Migrating Applications

Before migrating existing IIS Web sites, administrators must ensure that the Web sites, applications, and their components are compatible with Windows Server 2003 and IIS 6.0. If organizations have setup programs or provisioning scripts currently in use on the source server and they intend to continue using those after migration, then administrators need to ensure that the setup programs and provisioning scripts are compatible with Windows Server 2003 and IIS 6.0.
In addition, they must determine whether the existing Web sites and applications are compatible with worker process isolation mode in IIS 6.0. In cases where the existing Web sites and applications are not compatible with worker process isolation mode, an organization can still migrate to IIS 6.0 and Windows Server 2003 by configuring IIS to run in IIS 5.0 isolation mode. This allows the Web sites and applications to utilize other Windows Server 2003 and IIS 6.0 improvements. 

Also, if an organization plans to migrate ASP.NET applications, it must ensure that the ASP.NET applications are compatible with the latest version of the .NET Framework. As noted above, if an organization’s ASP.NET applications require version 1.0 of the .NET Framework, it must configure IIS to run in IIS 5.0 isolation mode.

Lastly, administrators must determine whether they can perform the migration with the IIS 6.0 Migration Tool or if they need to perform the migration manually. Administrators need to be aware of the additional migration steps that they must complete manually, regardless of the migration method they choose. This allows them to have the appropriate tools and resources available when they are ready to perform the migration. 

The IIS 6.0 Migration Tool is a command-line utility designed to migrate Web site content and configurations from Internet Information Services (IIS) 4.0 and IIS 5.0 to IIS 6.0. The IIS Migration Tool saves time and reduces the chance of errors by automating many of the repetitive processes involved with moving sites manually. 
The tool is not intended as an end-to-end migration solution as it only automates some of the time-consuming, repetitive IIS-related migration tasks and is limited to migrating Web site content and configuration. It will not migrate Web application-related components, such as database tables; stored procedures; or software and applications. Using the IIS Migration Tool is primarily used when an organization has performed a clean installation of Windows Server 2003, and it needs to move an existing Web site or applications to the new computer. 

Configuration Examples

1. Migrating IIS 4.0 and IIS 5.0 sites using the IIS 6.0 Migration Tool
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The following example uses the IIS 6.0 Migration Tool to pull content and configuration settings from IIS 4.0 and IIS 5.0 into a Windows Server 2003 IIS 6.0 environment. The migration steps have actually been pre-scripted as noted in the diagram below. Additional information on the IIS 6.0 Migration Tool can be found in the IIS 6.0 Deployment Guide located at http://www.microsoft.com. 
The script executes in verbose mode with a snapshot of progress detailed below. Review the documentation that accompanies the IIS 6.0 Migration Tool for a complete understanding of how Web sites and application pools are automatically created during migration.
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Using Application Pools

Overview
An application pool is a configuration that links one or more IIS applications to a set of one or more worker processes. Because applications in an application pool are separated from other applications by worker process boundaries, an application in one application pool is not affected by problems caused by applications in other application pools.

By creating new application pools and assigning Web sites and applications to them, administrators can make their servers more efficient and reliable as well as ensuring that their other applications are always available, even when the worker process serving the new application pool has problems.

General Guidelines for Using Application Pools

Consider the following general guidelines to initially configure application pools:

· Isolate Web applications on a Web site from Web applications on other sites running on the same computer, by creating an individual application pool for each Web site. 
· To improve application security, administrators should specify a unique user account (process identity) for each application pool. If unique user accounts are specified, that account must be added to the IIS_WPG group. When using a built-in account, the Network Service should be used because it offers the best balance between security and functionality. 

· When testing an application on the same server in which it is running the application, the two versions (test and production versions of the application) need to be separated into different application pools. Using a different application pool helps isolate the test version of the application. 
By putting the test version into a separate application pool, an organization can greatly reduce the risk of the test version crashing or corrupting the production version because the applications are separated by process boundaries. However, separation by application pool does not protect any shared resources that both versions jointly use, such as shared COM components or common data sources (for example, flat files, databases, or registry keys). Administrators can improve isolation of the COM components by using side-by-side assemblies, but they must segregate data sources by some other means to truly isolate the applications.

· As a design consideration, administrators can configure an application to run with its own unique set of properties, creating a unique application pool for that application.
Web Application Consolidation Considerations
Although application pools can be utilized to isolate any application, resource requirements should be analyzed when determining the appropriate number of application pools employed. Configuring too many application pools could negatively affect the performance of an organization’s server. When HTTP.sys receives a request for an application pool, it requests the W3SVC start a worker process, which allocates about six megabytes of memory to that process. Additionally, about 36 megabytes of virtual address space is reserved. 

Best Practice: Adequately size the page file to accommodate the number of simultaneously active application pools (worker processes).
There is no numeric limit on the size of application pools per se as long as the applications within a pool meet similar criteria in terms of security, criticality, and availability. However, Microsoft recommends isolating applications with a high degree of criticality within their own separate application pool.

Certain consolidation projects may require that separate pools be configured for each Web application in order for the application owner to meet, or establish, SLA requirements. Although the memory requirements for each pool should remain a primary concern, resource management can be established at the pool level through processor affinity and CPU monitoring.
· Processor Affinity—an application pool property that forces worker processes to run on a specific set of microprocessors or CPUs. Affinity applies to all worker processes that serve a particular application pool and allows organizations to take advantage of more frequent CPU caching (L1 or L2). It is also possible to use processor affinity with Web gardens that run on multiprocessor computers where specific application pools are dedicated to specific clusters of CPUs.

· CPU Monitoring—a feature that monitors worker processes for their CPU usage and, if administrators configure it to do so, automatically shuts down the worker processes that consume large amounts of CPU time. CPU monitoring throttles only the applications that are isolated in an application pool; hence, this feature is only available when a server is running in worker process isolation mode.

Although CPU Monitoring is an invaluable tool for identifying processor intensive applications, it is not able to throttle a particular worker process to a predetermined percentage of CPU resources. To gain granular CPU management control at an application pool level, Microsoft introduced Windows System Resource Manager (WSRM), which is only available in Windows Server 2003 Enterprise and Datacenter editions. WSRM is discussed in greater detail in the next section, including example configurations for allocating CPU usage to particular application pools.

Best Practice: Utilize WSRM to throttle CPU utilization at an application pool level, not an application pool’s CPU monitoring feature.

When determining the appropriate number of application pools for a consolidation project, it is important to understand how application pools that run under their own identities affect system resources. Unique identities are automatically given a certain amount of memory that they will consume. Current tests suggest that more than 60 application pools running under their own unique identity may prohibit additional application pools from successfully launching their worker processes. This occurs because Windows actually restricts the amount of memory allocated to the desktop. Although no actual desktop interaction occurs, each application pool that launches a worker process with a unique identity consumes a portion of the desktop memory allocation.

Best Practice: If unique identities are required for application pools, and an organization intends on having over 60 application pools, it should create a DWORD named UseSharedWPDesktop in HKLM\System\CurrentControlSet\Services\W3SVC\Parameters. The value should be set to 1 so all worker processes share the same windows desktop and base memory regardless of identity. Setting a value of 0 has no impact. By setting a value of 1, all worker processes share the same “desktop” message bus regardless of their identities. 
Best Practice: With the exception of COM objects, there isn’t really any “window” to a worker process. COM Out of Process calls already route through a shared desktop; however, Microsoft recommends that administrators conduct a code security review on any application using or intended to use a shared desktop.

Configuration Examples

1. Using Application Pools to Isolate a Memory Leaking Application

a. In this example, an application pool named HungryAppPool and a Web Site, Hungry Application, which contains a memory leaking application, have been created. Both are created with default settings.

b. Within the Hungry Application Web Site properties, assign the Web Site to the HungryAppPool
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c. When run, the Hungry Application has a major memory leak that will ultimately lead to system failure. Note the increase in consumed memory.
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d. Manually recycle the application pool retiring the current worker process. To manually recycle a pool, right click the appropriate pool and click recycle.
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e. Of course manually recycling the application pool when needed is not practical, so a memory threshold should be established that automates pool recycling when a memory consumption limit has been reached. This is configured within the HungryAppPool properties.
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2. Using the Command Line to Map a Process ID (PID) to an Application Pool

a. It may not always be immediately apparent that a Web application is leaking memory. Although, with a bit of investigation, administrators can isolate the culprit. At the command prompt, type Tasklist /FI “imagename eq w3wp.exe” to get a mapping of Web application PIDs and memory consumption. Since application pools allow for memory recycling on either virtual or used memory, it is advisable to use Task Manager or a similar tool to identify the type of memory being over used.
b. Once the PID is known, use the command line administration features of IIS 6.0 to associate an application pool with the PID. Type IISAPP /p <PID> to identify the application pool.
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3. Setting Processor Affinity
a. To efficiently use CPU caches on multiprocessor servers, organizations can configure application pools to establish affinity between worker processes and the processors. Processor affinity, when set, forces worker processes to run on specific microprocessors or CPUs, and applies to all worker processes serving a particular application pool. An organization can also use processor affinity with Web gardens that run on multiprocessor computers where specific application pools are dedicated to specific clusters of CPUs. 
b. The first step in assigning processor affinity is setting the Boolean value for allowing processor affinity for an application pool to true. In this example, the processor affinity is set for the BizCritPool. At the command prompt, type the following command line:

cscript %SystemDrive%\Inetpub\AdminScripts\adsutil.vbs set W3SVC/AppPools/ApplicationPoolName/SMPAffinitized TRUE
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c. Next, configure which processor is to be utilized by the application pool. The following matrix provides configuration values for various processor mask scenarios. In this particular example, 0xFFFFFFF — the IIS 6.0 default setting — is used to represent all available processors.  However, in practical application, this parameter should be modified to represent the processor(s) of an organization’s choice.  At the command prompt, type the following command line replacing 0xFFFFFFFF with a mask from the table provided below:

cscript %SystemDrive%\Inetpub\AdminScripts\adsutil.vbs set W3SVC/AppPools/ApplicationPoolName/SMPProcessorAffinityMask 0xFFFFFFFF
	Hexadecimal Mask

(Binary Representation)
	Processor1

	
	7
	6
	5
	4
	3
	2
	1
	0

	0x0 (0000)
	
	
	
	
	
	
	
	

	0x2 (0010)
	
	
	
	
	
	
	•
	

	0x5 (0101)
	
	
	
	
	
	•
	
	•

	0xD (1101)
	
	
	
	
	•
	•
	
	•

	0xF (1111)
	
	
	
	
	•
	•
	•
	•

	0x11 (00010001)
	
	
	
	
	•
	
	
	•

	0x1E
	
	
	
	•
	•
	•
	•
	

	0xF0 (11110000)
	•
	•
	•
	•
	
	
	
	

	0xFE
	•
	•
	•
	•
	•
	•
	•
	

	0xFF
	•
	•
	•
	•
	•
	•
	•
	•
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4. Running Application Pools Under a Unique Identity
a. The identity of an application pool is the name of the account under which an application pool's worker process runs. By default, application pools operate under the NetworkService account having the least user rights that are required to run Web applications. Application pools can also be configured to run as LocalService or LocalSystem, accounts with more assigned user rights. However, running an application pool under an account with more user rights assigned presents added security risk.
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b. Application pools can be configured to run under a configurable identity. This identity must be a member of the IIS_WPG (Worker Process Group) to operate. To set a configurable identity, select the Identity Tab within the Properties sheet of the appropriate application pool. Additional configurable identity configuration examples are provided within the Security section.
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5. Configuring Web Gardens
a. When a worker process in an application pool is tied up (for example, when a script engine stops responding), other worker processes will be able to accept and process requests for the application pool. When a Web garden reaches a steady state, each new TCP/IP connection is assigned, according to a round-robin scheme, to a worker process in the Web garden. This helps smooth out workloads and reduce contention for resources that are bound to a worker process.
b. Web gardens are not advantageous for applications that depend on application state. However, if the application is ASP .NET and in constant session state, the application may benefit from a Web garden. Administrators should identify the standard relative performance in a Web garden before they decide whether Web gardens are the best solution for their servers. 
c. To configure an application pool’s Web garden value, select the Performance Tab within the properties sheet for the selected application pool.
NOTE: Only do this if all applications in the pool can be loaded in multiple processes simultaneously.  
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Using Windows System Resource Manager

Overview
Windows System Resource Manager (WSRM) provides an interface to manage and control system resource usage. It does so by using a dynamic process priority management algorithm that determines how to allocate system resources among multiple processes.

With WSRM, administrators can create resource-allocation policies to control and allocate the CPU and memory resources that applications and services use. These resource-allocation policies consist of one or more resource allocations. A resource allocation consists of a process-matching criterion and one or more of the following: the maximum target CPU utilization, a memory limit, or a processor affinity.

A process-matching criterion consists of one or more match criteria that specify the logic used to match processes. All of the processes matched by the match criteria are aggregated into a group. The group is then allocated system resources, as specified in the resource-allocation policy. 

After a resource allocation has been assigned to a group of processes, the WSRM service monitors the resource usage of each managed process in the group. If a process exceeds its resource allocation, the WSRM service attempts to bring the resource usage of the process back to its specified target. WSRM also includes a calendar function that can be used to schedule resource-allocation policies.

General Guidelines for Using Windows System Resource Manager
Consider the following general guidelines when using WSRM:
· Windows System Resource Manager should not be used in conjunction with another resource manager. WSRM cannot manage system resources correctly if another resource manager, including process-oriented and job object-oriented resource managers, is managing resources. 

· Typically, administrators should leave some CPU allocation available for applications that are unmanaged or do not match a resource-allocation policy. Therefore, it is recommended that resource allocation policies should not allocate more than 95 percent of an infrastructure’s CPU resources.

· Do not use WSRM to manage IIS application pool memory usage.  Instead, use IIS memory recycling to control memory usage.  WSRM is best used to control and manage IIS application pool CPU usage.  

Web Application Consolidation Considerations 
In addition to the techniques identified for exposing memory leaking (memory intensive) applications, further research might surface CPU intensive applications. These applications are prime candidates for application pool isolation and WSRM resource management. The same data capture utilized to establish a baseline for consolidation target server requirements can be further analyzed to identify potential culprits of excessive CPU resource utilization.
Once identified, these CPU intensive applications should be isolated within their own application pools. When pursuing this course of action, it is important for administrators to remember the recommended configurations for more than 60 application pools running under unique identities detailed above. It is equally important to be cautious when setting processor affinity, by modifying the IIS’ metabase on an application pool that is to be managed by WSRM. Further, administrators need a thorough understanding of how any application may dynamically modify its priority and memory limits, or set its own processor affinity.
Best Practice: Do not use Windows System Resource Manager to manage applications or processes that modify their process priority, memory limits, or processor affinity dynamically. These applications may disrupt the WSRM management algorithm. Any applications capable of making these dynamic modifications, which must run on the same machine as WSRM, should be added to a user-defined WSRM exclusion list. 

Best Practice: Exercise caution when adding processes to the user-defined exclusion list. A process or application that hosts other applications such as mmc.exe or svchost.exe cannot be effectively managed by WSRM. WSRM will not manage the hosted applications. Any process that runs under such a hosting process or application could then potentially consume all available CPU bandwidth because it is not managed. However if the hosting process is not on the user-defined exclusion list, it and any process it hosts will be managed either as part of a resource-allocation policy or the default group. This prevents the process from consuming all available CPU bandwidth. 

Once the CPU intensive applications have been isolated in an application pool or pools, administrators should create a WSRM rule to control the amount of CPU utilization available for these applications. Within WSRM, there are two configuration steps required to enable management of CPU bandwidth; creating a process-matching criteria and establishing a resource-allocation policy. Further details are provided in the WSRM configuration examples section; however, before continuing, it is important to understand how WSRM allocates CPU bandwidth within its managed environment. 
CPU bandwidth is expressed as a percentage from 0 to 99. This represents the total managed CPU resources of the computer being managed. The total bandwidth for both a one-processor system and an eight-processor system is represented as a percentage from 0 to 99.

· Managed CPU corresponds to the CPU bandwidth that is available to the processes WSRM is managing; 

· Total CPU corresponds to the total CPU bandwidth on the system. The total CPU resources available for WSRM to manage might not match the total CPU resources on the computer. 

The difference between the managed CPU and the total CPU in a system is determined by how CPU is used by unmanaged and managed processes. Unmanaged processes can consume as much of the available CPU resources as they need. WSRM can manage only those CPU resources that are not being consumed by unmanaged processes. This means that the managed available CPU might be less than the total CPU available in the system. As the percentage of total CPU resources consumed by unmanaged processes increases, the ability of WSRM to meet target CPU allocations for managed processes decreases. Thus, limiting the number of unmanaged processes throughout the consolidated system can maximize the benefits of overall system resource management. 
In addition to the isolation and resource management of ill-behaved applications, any successful consolidation project should include the isolation and WSRM management of mission critical applications. Following the steps identified above, mission critical applications residing on the same server should be isolated within their own application pools and added to the actively managed resource allocation policy with appropriate resources. This will ensure that an organization’s mission critical applications are allocated a specific amount of processing power when a server is under heavy load.
On a final note, any process not specifically matched by a resource-allocation policy is grouped within the default group. Processes in the default group are allocated the remaining unused system resources. The default group is effective for basic resource management. You might use the default group instead of a resource-allocation policy in the following situations: 

· No specific applications to manage exist, and an organization wants to use the equal-shares basis of the default group; 

· Administrators want to create resource-allocation policies for one or two common or important applications and let the default group manage other running applications.

Configuration Examples
1. Identifying resource intensive applications and isolate within application pools
As noted previously, examination of captured performance data utilized to determine consolidation hardware requirements may expose processor intensive applications. In the following example, we have identified an application that consumes nearly 100 percent of available processing resources. This application is a prime candidate for WSRM management and will be the focal point of this paper’s configuration examples for a consolidated environment.
After analyzing captured performance data, we verify the application’s excessive use of processing resources through Performance Monitor. In Performance Monitor, we add a counter which measures the following:

· Object: Process

· Counter: % Processor
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Once the application is verified as CPU intensive, isolate the application within its own application pool. If more than one CPU or memory intensive applications are to be consolidated on a single server, it is entirely practical to include multiple “ill-behaved” applications for WSRM management within one application pool. In the following graphic, a memory hungry application is also included within the HungryAppPool.
2. Create WSRM Process Matching Criteria
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Within the WSRM management console, initiate management of the processor and memory hungry applications by defining a process matching criteria on the newly created HungryAppPool. Start by right clicking Process Matching Criteria within WSRM and selecting New Process Matching Criteria. 
[image: image27.wmf]Windows Server 2003

Enterprise

.NET Application

Windows NT 4.0 Server

ISAPI Application

Windows 2000 Server

Active Server Pages

DLL

Windows Server 2003

Enterprise

DLL

Application Pools

Isolation

Side by Side

After establishing a criteria name, click Add to define a rule. Rules establish an association between WSRM and the process to be managed. There are several ways to select the process to be managed. For example, all registered services on the WSRM managed server are available for point and click configuration. However in this particular example, the process matching criteria for the HungryAppPool was manually configured. This is the preferred method for configuring process matches on application pools.
3. Create WSRM Resource Allocation Policy

After establishing a process matching criteria for the resource management of the HungryAppPool, define a resource allocation policy, setting allocations accordingly. In this example, the “ill-behaved” applications are not considered mission critical and will therefore be allocated a relatively small amount of processing and memory resources. Although not visible in the graphic provided below, a memory threshold of 50 MB has been established. To define a new Resource Allocation Policy, right click on WSRM [image: image28.png]Voo ety st |
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Resource Allocation Policies and select New Resource Allocation Policy.
After providing a prescriptive name for the resource policy, select which processing matching criteria this resource allocation policy will manage. This is completed by clicking the Add tab and selecting from the list of defined process matching criteria.
4. Starting Management of the Resource Allocation Policy
In a managing state, WSRM uses the resource allocation policy set to manage the system. Only one resource-allocation policy at a time can be in the managing state. If a specific user-defined resource-allocation policy has not been configured in the managing state, WSRM uses the default policy. The default policy has no specific allocations and manages all running processes equally.

To set a resource allocation policy to manage the system, right click the policy and choose Set as managing policy.
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In the example provided above, the newly defined HungryApps policy will dictate the resources available to its defined applications. However, it is important to note that in the configuration example provided above, as it stands, the resource hungry applications will not be throttled to their defined CPU thresholds. This occurs because of the way WSRM handles managed CPU. In this example, 90 percent of available CPU time has been allocated to the default process matching criteria and since no other requests for CPU time are received by WSRM, it further allocates the available default CPU time to the current processes. As seen below, the processor hungry application still consumes almost all processing power. In other words, WSRM will not limit the resources to a managed process or application if there is no resource contention.
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5. Create a Process Matching Criteria for a Mission Critical Commerce Application
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Moving towards a more realistic implementation of WSRM, another process matching criteria is defined for the mission critical commerce application, which was already isolated within an application pool. 
Once defined, rename the HungryApps resource allocation policy, which was created in the example above, to a more descriptive BizCritApps, and add the new process matching criteria to the policy. Since 10 percent of the CPU resources are currently allocated to the “ill-behaved” applications and have the remaining 90 percent available for other processes, allocate the BizCritPool 80 percent of the remaining CPU resources. The final allocations are detailed below.
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The following diagram depicts the successful management of CPU resources within the BizCritApps allocation policy. Previously, the diagrams showed the processor hungry application consuming nearly 100 percent of CPU resources while, in this instance, it has been throttled back to roughly 20 percent. Even though a 10 percent CPU allocation was specifically targeted for the processor hungry application, a couple of factors increase its allowable utilization threshold. 
Initially, the mission critical commerce application, which is represented by the green line, never reaches its allocated threshold. This factor, combined with the unutilized resources defined within the default process matching criteria, allow for an additional allocation of processing power to the resource hungry applications.[image: image33.png]Recycin | refornance | st 1oty |
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Security

Overview
By establishing proper security safeguards on Web servers, organizations can mitigate various security threats from malicious users. Furthermore, they may also mitigate threats from well-intentioned users who accidentally gain access to restricted information or inadvertently alter important files. IIS 6.0 provides the elements for a secure IIS solution, including a new approach to server configuration that emphasizes installing only the services required to run an organization’s Web server. 

To improve security, many aspects of IIS 6.0, including its default behaviour and settings, function differently than in previous versions. Some of the most notable changes were made to take a proactive stance against malicious users or attackers. A significant change is that IIS is no longer installed by default on the Windows Server 2003 operating systems. By default, many of the services and features of IIS are not installed, configured, or enabled, when administrators install IIS. Other security changes in IIS affect components of Active Server Pages (ASPs), authentication, and access control methods. As a result of these changes, some existing applications and sites may require administrators to enable services, change settings, or make other adjustments before they run as expected. However if default settings are changed, those changes should be made carefully to manage the most secure solution possible. 

General Guidelines for Web Security
When administrators install IIS 6.0, it is in a locked down state that only processes request handling for static Web pages. Further, only the World Wide Web Publishing Service (WWW service) is installed by default. None of the features that sit on top of IIS are turned on by default, including ASP and ASP.NET, Common Gateway Interface (CGI) scripting, FrontPage 2002 Server Extensions, and Web Distributed Authoring and Versioning (WebDAV). This locked-down state minimizes the attack surface available to intruders who sometimes target computers by attacking services that are running, but unused. If organizations do not use a service, such attacks become possible because they may forget to maintain the service with current hotfixes, service packs, and patches, making the service vulnerable to attackers.

As a general practice, IIS should be installed as a new Web server configuration. Once installed, administrators should add and enable the services required for their specific implementation. Since all Internet services, with the exception of the WWW service, are not installed by default, administrators must manually install them before they can be enabled. 
When initially installing IIS 6.0 on Windows Server 2003, select the application server role from either the Configure Your Server Wizard or the Add/Remove Windows Components interface. The application server role includes IIS 6.0 and Web service extensions including COM+, ASP.NET, and FrontPage® 2002 Server Extensions. These extensions provide support for dynamic content and enable remote access to server resources. Before installing IIS 6.0 on a server, thoroughly review the technologies offered in this role. To help ensure system security after a default installation, ASP.NET and FrontPage 2002 Server Extensions are installed but not enabled; the Configure Your Server wizard gives the option of enabling these services during installation.
Accordingly, in a default installation, the request handlers that process dynamic content are disabled, which means that features like ASP, ASP.NET, SSI, WebDAV publishing, and FrontPage Server Extensions will not work correctly. Administrators can configure the request handlers (ISAPI extensions or Common Gateway Interface [CGI] programs), known as Web service extensions, by using either the Web Service Extensions node in IIS Manager or the command-line script Iisext.vbs, which is located in systemroot\System32.

Best Practice: When consolidating Web applications, it is advisable to enable W3C extended logging. Monitor the logs to identify status code 404.2 for request denials indicating a locked ISAPI or CGI extension. Further research on status code 404.3 may indicate static content request denials for unknown extensions, or extensions not in the MIMEMAP.

Web Application Consolidation Considerations 
When consolidating Web applications, two primary operational concerns should be analyzed when determining the proper level of security for the IIS 6.0 environment. Initially, organizations should determine the level of user rights needed by the consolidated application and whether the application should be configured to run under a unique identity for application accountability or traceability. A secondary concern with consolidated applications lies within the definition of Web Service Extensions required by a particular application. 

Initially, the default application pool and all newly created application pools run under the Network Service identity. The built-in Network Service user account has fewer access rights on the system than the LocalSystem user account, but the Network Service user account is still able to interact throughout the network with the credentials of the computer account. For IIS 6.0, it is recommended that the worker process identity defined for application pools runs as the Network Service user account, which is the default setting.

Best Practice: When consolidating Web applications, administrators should test application functionality by running the application within the default application pool under Network Service credentials. Before elevating the credentials an application pool uses, gain a solid understanding of all pre-configured identity settings; Network Service, Local Service, and Local System.
When configuring application pools to run with unique identities  as detailed below in the configuration examples administrators should additionally test application functionality with that unique identity. Further, it is highly recommended that a consolidated application combine running under a unique identity with restricting access to application content to that unique identity. Each unique identity should be a member of the IIS_WPG group. The IIS_WPG group is a user group that provides the minimum set of user rights and permissions required to run an application. It provides a convenient way to use a specific user account, which would be a member of IIS_WPG for the worker process identity account, without having to manually assign the user rights and permissions to that account.  
Best Practice: By default, the IIS_WPG group does not have the right to start CGI processes. If you create a new account and add it to the IIS_WPG group to run a worker process identity, this new account must still be assigned two user rights to start CGI processes, if the application requires using CGI. These user rights are Adjust memory quotas for a process and Replace a process level token.

As noted above, various consolidated applications may require the configuration of additional Web Service Extensions to accommodate ISAPI or CGI requirements. Using the “List of Components” created for the consolidation target, create a new application definition within the Web Service Extensions for each application to be consolidated. Configure the application definition to include each ISAPI or CGI that the particular application is dependent upon. This configuration should be completed for each application targeted for consolidation. Taking this approach in a consolidated environment provides a simplified yet secure methodology for quickly disabling a single application without affecting other applications that might be dependent on the same underlying components.
Configuration Examples

In some instances it may be prudent to establish a separate identity for each application pool. The identity of an application pool is the name of the account under which the worker process of the application pool runs. By configuring application pools to run under separate identities, administrators enhance application accountability and traceability as well as establish content security boundaries through access control lists. In the following example, a new user account for a business critical application pool is created, it is made a member of the IIS_WPG group, and an application pool is configured to use the identity. Finally, access control on the site’s content is configured. When establishing separate identities for application pools it is important to remember the restrictions identified above on the number of separate user identities that can share a single desktop workspace.
1. Create a New User Account and Make the User a Member of the IIS WPG Group
Using the Active Directory Users and Computers interface or Local Users and Groups for stand-alone servers, add a new User Account for the business critical application pool identity.
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After selecting the BizCritIdentity user properties, provide the user with IIS_WPG group membership. As noted above, IIS_WPG group membership is required to provide the basic user rights for running application pool worker processes under unique identities.
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2. Assigning User Rights for Starting CGI Processes
There are a number of different methods available for assigning the necessary user rights for starting CGI processes. In the provided example  a stand-alone server  the local computer policy is used to add the newly created BizCritIdentity to the two required user rights. Conversely, depending on an environment’s configuration, Group Policy could be used to apply the user rights assignments to Web Servers that might be isolated within a particular organization unit. 

The local security policies are opened for editing through Administrative Tools > Local Security Policy. Alternatively, administrators can start the local security policy editor from the command line by typing secpol.msc /s
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Initially select the properties sheet for the Adjust memory quotas for a process user rights assignment.

[image: image37.png]Select this object type:

[Users or Builtin secunty pincpals Obiect Types.

Erom ths location
[SERVERT Localons.

Enter the abiect names to select (esamples}:
SERVERT\BeCildertiy Check Names

Advanced oK Cancel





Then add the BizCritIdentity user account.
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Confirm the addition of the user account to the Adjust memory quotas for a process user right. Follow the same steps for adding the BizCritIdentity user account to the Replace a process level token user rights assignment.
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3. Configure Application Pool to Run Under the Newly Created Unique Identity

Once the appropriate user account is created and the required user rights have been assigned, the identity under which the application pool worker process runs is changed. By selecting Properties sheet and the Identity tab for the targeted application pool, the BizCritIdentity from the configurable identity dialog box is selected.
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4. Establish Security on Content via Access Control Lists
To provide an additional level of security to an application pool running under a unique identity, administrators should establish folder level security on site content. Select the targeted folder’s property sheet and security tab. Once copied, administrators can remove the Users group and add the unique identity with the default folder permissions.
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Click the advanced button to remove inheritable permissions.
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Uncheck the inheritable permissions option, and select copy to apply the parent folder’s permission structure to the targeted folder.
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Once copied, administrators can remove the Users group and add the unique identity with the default folder permissions.
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System Monitoring
Overview
Several methods are currently available for monitoring consolidated Web applications on IIS 6.0. For example, Windows Management Instrumentation (WMI) is a monitoring environment available within all versions of Windows Server 2003. A more comprehensive tool for system monitoring, and one that builds upon the management foundations of Windows Server 2003, is the Microsoft Operations Manager (MOM). Microsoft recommends utilizing MOM for all IIS 6.0 system monitoring needs. However, it is important to have a basic understanding of how WMI operates.
Accordingly, WMI is Microsoft’s implementation of Web-Based Enterprise Management (WBEM), an industry initiative to establish standards for accessing and sharing management information over an enterprise network. WMI includes an object repository, which is the database of object definitions, and an object manager, which handles the collection and manipulation of objects in the repository and gathers information from WMI providers. WMI providers act as intermediaries between WMI and components of the operating system, applications, and other systems. IIS 6.0 includes the IIS WMI provider, which delivers a set of interfaces that allow the use of scripts and programs to administer Web sites. The IIS WMI provider defines classes for querying and configuring IIS. It can be used to manipulate managed objects, such as IIS metabase keys, or to retrieve information about managed objects.

Conversely, MOM delivers enterprise-class operations management by providing comprehensive event management, proactive monitoring and alerting, reporting, and trend analysis. The Application Management Pack, an extensive product support knowledge base included in Microsoft Operations Manager, is the key to helping reduce the day-to-day support costs associated with running applications and services in a Microsoft Windows–based IT infrastructure. As an important part of any successful Windows Server deployment, MOM Management Packs provide the operational knowledge necessary to keep mission-critical applications and systems running smoothly.

The Microsoft IIS Management Pack for MOM module monitors the performance, availability, and security of Microsoft IIS versions 5.0 or later. In addition to IIS, this Management Pack module provides a complete solution by monitoring the Web server, FTP, SMTP, and NNTP interface. By detecting, alerting on, and automatically responding to critical events, this Management Pack module helps indicate, correct, and prevent possible Internet Information Server service outages.

General Guidelines for System Monitoring
There are primarily three areas in which administrators should focus their IIS 6.0 system monitoring efforts. As a baseline for system monitoring, Microsoft recommends monitoring application pools, controlling the core IIS 6.0 delivery services, and the HTTPERR logs. For monitoring the core IIS services, Microsoft Operations Manager (MOM) can be utilized to dynamically monitor event logs reporting on service state events.
For Application Pools, you should monitor for the following conditions to determine application pool health:
· Rapid Fail Protection (Triggered)
· When an application pool detects that too many worker processes assigned to it have become unhealthy in a given period of time, rapid-fail protection is initiated. The communication channel with the World Wide Web Publishing Service (WWW service) is dropped. The WWW service detects the loss of communication and initiates the appropriate actions, typically sending an error or warning to the event log and then restarting the worker process. When in Rapid Fail Protection, HTTP.sys will return 503 Service Unavailable responses to all requests routed to the affected application pool and log an error to the HTTPERR log for those requests.
· Frequent Recycles – Memory Usage
· IIS 6.0 uses a memory consumption limit scheme to shut down a process and start a replacement. This controls the memory recycling thresholds when the amount of virtual memory or private memory used by a worker process becomes too high in relation to total system memory. Memory-based recycling is suited for reducing heap fragmentation and recovering memory from applications with memory leaks.

· Ping Failures

· IIS monitors the health of worker processes by periodically pinging them to determine their responsiveness. If worker processes fail to respond to a ping, the worker process is terminated and a replacement worker process is created.
· HTTPERR QueueFull Entries for Application Pools

· A service unavailable error occurs (HTTP error 503) when the application pool request queue is full. The AppPoolQueueLength property controls how many total requests are permitted for the application pool. These include any requests already in user mode, requests that are being processed, and requests that are still queued in the kernel-mode HTTP.sys listener. The default value for this property is 4,000 total requests (user and kernel-mode requests). If long-running requests occur in applications, the default of 4,000 requests may not be adequate.

· Individual Application Pool CPU & Memory Resource Utilization

· Within the configuration examples of other sections of this white paper, it details methods for trapping system performance information on the CPU and memory utilization of application pools. In a production environment, it is imperative to initially measure what constitutes a healthy worker process prior to establishing memory recycling thresholds. This also holds true for establishing CPU utilization thresholds within Windows System Resource Manager.

When monitoring Web sites directly, an important albeit often overlooked condition is the failure of a site starting due to the unavailability of URL or IP addresses from within HTTPSYS. This condition can occur when site configurations attempt to utilize the same IP address without the configuration of Host Header values. A site’s URL fails to register correctly and the site will fail to start. To identify site start URL prefix registration failures, configure MOM to filter Event ID 1007.
Finally, administrators should analyze the HTTPERR logs to determine if current connection time-out settings are dropping valid connections. To determine whether you should redefine connection time-out settings, disable the connection time-out setting and use System Monitor to log the current connections, maximum connections, and total connection attempts counters in the World Wide Web Publishing Service (WWW service) and FTP service objects. Continue analyzing the logs until there is a good sense of the normal range; typically, this can take several days to a week or more and should be repeated at regular intervals. 

Web Application Consolidation Considerations 
When a worker process fails to meet certain health criteria or fails to respond to pings, the W3SVC Administration and Monitoring Component shuts down that worker process. This can complicate debugging, since the failed worker process shuts down before a debugger can attach to it.
Administrators can reconfigure the W3SVC to prevent the failed process from serving any more requests, while ensuring that the process continues to run. This is known as orphaning the failed process. An orphaned worker process is removed from the application pool, but left in its failed state for later debugging. In this case, the W3SVC starts another worker process so that the application can continue to serve requests.

Best Practice: Use worker process orphaning for debugging and to determine why a worker process has failed to meet health criteria or respond to pings. To configure W3SVC to orphan worker processes upon failure, run the following command from the \Inetpub\Adminscripts directory: 
For all application pools:

cscript adsutil.vbs set w3svc/apppools/orphanworkerprocess 1
For individual application pools:

cscript adsutil.vbs set w3svc/apppools/<nameofapppool>/orphanworkerprocess 1
Best Practice: Use orphaning only as a temporary measure. Enable it long enough to get information required to debug the failure, then disable.  

Best Practice: Remember to kill the orphaned worker process as the last action for the Orphan Action (if using a script).  The W3SVC will not kill this process, and if it is completely hung, it will continue to consume resources (such as memory) on the server.  
Configuration Examples
In the following example, the steps required to log all Web site activity to a SQL Server database are detailed. In this example, the IIS’ ODBC logging feature is not actually used. Instead, this example demonstrates the use of flat W3C log files for improved performance and a free log parsing utility to push data to a SQL database. Once logged, an administrator can analyze source data through a variety of tools including native SQL or trending and analysis tools.  Dynamic event log monitoring is beyond the scope of this white paper and should be reviewed in conjunction with Microsoft Operations Monitor. 
1. Create SQL database for dedicated SQL logging
In the sample environment, we will create a new SQL database named HTTP Logs to capture all IIS 6.0 log data. From within SQL Enterprise Manager, right click Databases and select New Database. 
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2. Create new SQL table within HTTP Logs database

Using SQL Query Analyzer, create a custom table for logging all Web site activity to a SQL database through flat file parsing with the IIS 6.0 Resource Kit LogParser utility. 
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Execute the query and verify table creation.
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3. Using Log Parser to Push Flat Log Files to SQL Server
Once a SQL table has been created, install the IIS 6.0 Resource Kit. Within the kit, Microsoft has provided the LogParser 2.1 utility for efficient command line operations on flat log files. Microsoft does not recommend utilizing direct ODBC logging for high volume Web sites as negative site performance may be experienced. Additional information on obtaining LogParser 2.1 is included in this document’s Available Resources section. 
In this example, administrators first construct a SQL Query script that parses the flat W3C log files and transfers them to the appropriate table within SQL Server. A sample script is detailed below and should be located in the LogParser directory. Administrators provide an actual path to the Web site’s log directory and a wildcard for all log files contained within that directory, as detailed below. Conversely, administrators can wildcard all WSC directories on a server for a consolidated SQL import. 
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Navigate to the LogParser directory, provide the appropriate syntax, and execute.

4. Verify ODBC logging configurations
From within SQL Enterprise Manager, administrators can quickly return all rows within the inetlog table to verify proper operations. The Web site should be browsed prior to performing this step.


Disaster Recovery & Change Management
Overview
In the following section, the discussions on disaster recovery and change management are combined to simplify the usability of this paper. Although both of these topics are not necessarily specific to a Web application consolidation project, they are vital to the administration of any IIS implementation and important to consolidation discussions.

For an organization to ensure the successful recovery of IIS in the event of a system failure, IIS configurations and site content must be part of a scheduled backup regiment. Although many third party backup tools exist, including those provided by Microsoft within all versions of Windows Server 2003, this paper focuses on the use of the scripting technology provided with IIS 6.0 for performing backup operations.

Further, a component of all Web application consolidation administrative functions includes ensuring system security and functionality through the application of service packs and software patches. To that end, this paper discusses the use of Corporate Windows Update (Software Update Service), which is a free set of tools provided by Microsoft to ensure that enterprise systems are up to date. Included in these discussions will be testing methodologies to ensure that any patches rolled out have been tested for compatibility and applicability.
General Guidelines for Disaster Recovery and Change Management
As mentioned previously, there are two primary backup requirements for IIS 6.0 implementations, IIS configuration information and site content. One, a new introduction to IIS in version 6.0, is the XML metabase file, which now contains most server specific configuration data for IIS. 

The IIS 6.0 metabase is a plain-text XML file where most of the IIS configuration values are stored. The metabase can be edited manually, using IIS Manager, or programmatically. The metabase is also extensible in a highly efficient manner. As your IIS deployment grows, so does the metabase. By using an inheritance model, explicit declarations of duplicate values are avoided, reducing overhead when IIS reads configuration values from the metabase. The metabase is a hierarchical store of configuration information and schema that are used to configure IIS. 

Creating backups of the metabase is a vital part of maintaining metabase reliability. The ability to create backup files and restore the metabase using backup files has been enhanced in IIS 6.0 because administrators can now restore the backup on other machines if portable backup has been chosen. History file copies of the metabase are created automatically by IIS, and an IIS administrator using IIS Manager can create them on demand. All backups, regardless of how they were created, are stored together and displayed together in IIS Manager. Backing up the metabase should be supplemented with proper metabase security practices.

Using the configuration backup/restore feature, administrators create complete backup copies of the IIS metabase. The backup files are either portable or non-portable copies of the metabase configuration file and the matching metabase schema file. Metabase backup files provide a way to restore metabase configuration and schema data in the event that the metabase becomes corrupted. Portable backup files can be restored either to the computer on which the backup was made or to other installations of Windows Server 2003. On the other hand, non-portable backup files can only be restored to the same system from which they were made.

Best Practice: Perform nightly backups of the IIS metabase configuration file and specifically, the Windows registry.  IIS and HTTPSYS both have select properties stored in the registry in addition to the configuration stored within the metabase. It is important to backup both the registry and metabase at the same time.  

IIS automatically maintains a record of metabase changes in history files that are saved to disk. Using the metabase history feature, administrators can revert the metabase through any number of changes to restore a particular configuration, or to see what has changed between revisions. By marking each new metabase file with a unique version number and saving a copy of the file in the history folder, the metabase history feature automatically keeps track of metabase changes that are saved to disk. 

Best Practice: Backup a copy of the metabase history folder to ensure the ability to recover from history if a system failure occurs.

Since metabase backup files contain only configuration data and not site content, administrators should manually backup up content. To back up content as well, use the Windows Server 2003 Backup feature or conversely, include the xcopy command in a simple script for backing up site content. Xcopy offers useful parameters for copying permissions, auditing settings, and copying hidden files.

Best Practice: Back up content weekly with Windows Backup or xcopy. For xcopy, use the following command-line syntax: xcopy Source [Destination] [/o] [/x] [/e] [/h] [/y] [c]

Configuration Examples
1. Sample Backup Batch File

BACKUP.BAT

SET SERVER=MyServer

SET NAME=%DATE%-%SERVER%

iisback /backup /b %NAME% /e %PASSWORD%

Xcopy %windir%\system32\inetsrv\metaback\%NAME%.* \\mybackupserver\share$\%SERVER%  

Xcopy /o /x /e /h /y /c c:\WEB \\mybackupserver\share$\%SERVER%

Summary

By detailing several of the most common Web application consolidation scenarios throughout this white paper, including best practices and step-by-step configuration examples, Microsoft® has provided IT service managers with the insight and prescriptive guidance they need to gain support for and reap the full range of benefits provided through such consolidation.
Through server consolidation, organizations are reducing the number of physical components that provide a variety of services. This in turn reduces costs and improves quality. Significant benefits are obtained from standardization, better use of computing resources, reduced service management costs, reductions in equipment space, improved security, more reliable services, better control of IT resources, and improved business integration through information sharing. 

The last section of this white paper lists additional resources designed to aid IT organizations in their efforts to provide business agility and improve technical performance through Web application consolidation. 
Additional Resources
Microsoft QuickStart - Planning Server Consolidation

· The Microsoft® QuickStart Program will help get an organization’s project moving. The Microsoft QuickStart for Planning Server Consolidation service is designed to provide  expert technical services to help in the early stages of a project.
· Server consolidation can help reduce operational costs, increase server utilization, reduce real estate and facilities costs, improve availability, exploit new hardware platforms, and build an agile infrastructure able to respond more quickly to the rapidly changing requirements of today’s business world. The Microsoft Windows Server platform provides the scalability, reliability, and operational flexibility to meet these demands on widely available industry standard hardware. 
Microsoft Solutions for System Architecture (MSA)

· Thinking Forward about Consolidation? Check out the Microsoft Solutions for System Architecture (MSA) – Internet Data Center (IDC). The Microsoft Systems Architecture: Internet Data Center (IDC) was developed to ensure that today's investment in infrastructure will serve the business needs of tomorrow. In addition to system management capabilities and development tools, the solution embraces the prescriptive infrastructure implementations of hardware being developed by Microsoft with leading technology partners. These repeatable solutions integrate operating systems, servers, storage, and networking, and they make it easy for Microsoft customers and partners to take advantage of the Microsoft .NET vision through infrastructures that support ubiquitous access, high storage requirements, and the delivery of XML Web services.
Windows System Resource Manager

· Microsoft Windows System Resource Manager (WSRM) provides resource management and enables the allocation of resources, including processor and memory resources, among multiple applications based on business priorities. With WSRM, administrators can implement tight operational processes to predictably meet service level requirements, maximize the return on IT investments, and manage a changing mix of workloads.
· Windows System Resource Manager (WSRM) is available for use with Windows Server 2003, Enterprise Edition, and Windows Server 2003, Datacenter Edition. WSRM enables  CPU management and memory utilization on a per process basis. Administrators set targets for the amount of hardware resources that running applications or users are allowed to consume. This means they can allocate resources among multiple applications on a server according to business priorities. 
· For additional information, please visit http://www.microsoft.com/windowsserver2003/downloads/wsrmfastfacts.mspx
Web Application Stress Tool

· The Microsoft Web stress tool is designed to realistically simulate multiple browsers requesting pages from a Web site. This tool can be used to gather performance and stability information about an organization’s Web application. This tool simulates a large number of requests with a relatively small number of client machines. The goal is to create an environment that is as close to production as possible so that administrators can find and eliminate problems in the Web application prior to deployment.  
· The Web Application Stress Tool (WAST) is available for download at: http://www.microsoft.com/technet/itsolutions/intranet/downloads/webstres.asp
Microsoft Web and Application Services

· Internet Information Services 6.0 (IIS 6.0) and Windows Server 2003 provide a dependable, productive, connected, and integrated Web server solution. This application environment enhances developer productivity with a complete set of integrated application services and industry-leading tool support. 
· For additional information, please visit : http://www.microsoft.com/windowsserver2003/technologies/webapp/default.mspx
Microsoft IIS 6.0 Deployment and Resource Guides
· Internet Information Services (IIS) 6.0 is a complete Web server available in all versions of Microsoft Windows Server System, which includes Windows Server 2003 that provides a highly reliable, manageable, scalable, and secure Web application infrastructure for organizations of all sizes.  
· For additional information, please visit:

http://microsoft.com/downloads/details.aspx?FamilyId=F31A5FD5-03DB-46D2-9F34-596EDD039EB9&displaylang=en
Microsoft Log Parser 2.1 Tool

· The Microsoft Log Parser Tool lets you run SQL-like queries on log files of almost any format, and then display the results in a file format of choice, in a SQL database, or on a screen. Log Parser is available as a command-line tool and as a set of scriptable Component Object Model (COM) objects. Log Parser can be used to quickly search for data and patterns in log files, create a variety of reports, export data to a SQL database, and convert data between different file formats.
· For additional information, please visit:

http://www.microsoft.com/windows2000/downloads/tools/logparser21/default.asp
Microsoft Operations Manager (MOM)

· Microsoft Operations Manager greatly expands the manageability of Windows by offering comprehensive event consolidation, performance monitoring, alerting and reporting services for enterprises using the Windows Server System. By providing IT administrators with a live view of critical events and linking these to Microsoft knowledge base articles and other related information, Microsoft Operations Manager enables consistent levels of service. This helps support teams identify problems and trends occurring on servers and applications across the network.
· For additional information, please visit:
http://www.microsoft.com/technet/treeview/default.asp?url=/technet/prodtechnol/mom/default.asp
Microsoft Solutions Framework (MSF)
· To make it easy for customers to learn and apply the Microsoft Solutions Framework (MSF), Microsoft has created materials and services delivered by Microsoft and Microsoft Certified Partners.  Follow the link below for whitepapers, guides, and a discussion forum to make it easier to learn and use MSF.

· For additional information, please visit:

http://www.microsoft.com/technet/treeview/default.asp?url=/technet/itsolutions/tandp/innsol/msfrl/msfpm31.asp


 
Microsoft Operations Framework (MOF)
· MOF provides technical guidance that enables organizations to achieve mission-critical system reliability, availability, supportability, and manageability of IT solutions built with Microsoft products and technologies. MOFs guidance addresses the people, process, technology, and management issues pertaining to operating complex, distributed, heterogeneous IT environments. 
· For additional information, please visit: http://www.microsoft.com/mof/.

Other Microsoft Web Sites
· Server Consolidation: http://www.microsoft.com/servers/consolidation 
· Windows Server Family http://www.microsoft.com/windowsserver2003 
· Internet Information Services http://www.microsoft.com/WindowsServer2003/iis    
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