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Why Be Concerned about Mobile Messaging Scalability?
Scalability for the Business Decision Maker

Selecting a scalable mobile messaging solution is important from several perspectives. A highly scalable solution has lesser costs for server hardware and software, requires fewer administrators, and allows for expanding the service to additional users without additional investment. Some solutions for mobile messaging that require mobile middleware servers utilize the same middleware servers to access mobile Line of Business solutions; those middleware server can become a bottleneck for mobile messaging when Line of Business solutions are utilized. The Windows Mobile 2003/Exchange Server 2003 mobile messaging solution does not require mobile middleware servers, thus eliminating that potential bottleneck.

Scalability for the IT Professional

Scalability must be part of the software design process because it is not a discrete feature that can be added later. If the IT Professional deploys a mobile messaging solution that does not scale, there is no software “fix,” or device or server tuning that will add scalability to this solution. As with other application capabilities, the decisions made during the software design and early coding phases largely dictate the scalability of the application. (See Designing Distributed Applications with Visual Studio .NET: Scalability Overview on MSDN.) A more scalable solution is also a less-complex solution. Less complexity means the solution is easier to test, deploy, and manage—and has a smaller attack surface by removing points of vulnerability and streamlining security management. Finally, in case of disaster, the recovery process is faster and easier with fewer servers to restore from backup.

Device Impact on Scalability

The device can have a great impact on the scalability of the overall solution. For example, devices with Windows Mobile 2003 software will allow the user to adjust multiple synchronization settings. These factors can all affect server load:

1. which PIM types (e-mail, calendar, contacts) are synchronized

2. if e-mail is one of the selected PIM types, which specific e-mail folders are synchronized

3. the default number of kilobytes of each e-mail to be synchronized

4. whether or not attachments are synchronized

5. the default maximum size of e-mail attachments to be synchronized
6. the synchronization schedule for user-definable peak and non-peak hours, as well as while roaming on a mobile operator’s network to which the user does not subscribe

7. synchronization based on arrival of new e-mail messages

8. the number of days of e-mail to be synchronized

9. the number of days of calendar to be synchronized

Each of the per-message settings can be overridden on a message-by-message basis. For example, the user can choose to not download attachments but can select individual messages for which the attachments are downloaded.
Also, scalability features are part of the design process for the device itself. Devices with Windows Mobile 2003 software use Smart Reply and Smart Forward to reduce the amount of data sent between the device and the Exchange 2003 Server. For example, on devices with Windows Mobile 2003 software, when the user forwards a message which contains an attachment and/or has a long message body (as is the case for an e-mail “thread” with many replies back and forth) only the new message information (To, date/time sent, new text in the message) is actually synchronized by the device. When this new bit of information is received by the Exchange 2003 Server, the server automatically finds the existing message with the attachment and/or the long e-mail “thread” and appends the newly synchronized bit of information to the top of the message—then sends this complete e-mail message to the recipients specified.
Definition of Mobile Messaging

The term “mobile messaging” describing connecting to a corporate e-mail system can be applied to several different scenarios:

1. Using a laptop from home, a hotel room, a coffee shop, a customer’s office

2. Using a Web browser from an airport kiosk

3. Using a Windows Mobile-based Smartphone, Pocket PC Phone Edition, or Pocket PC to synchronize wirelessly

4. Using a microbrowser on a standard cell phone

Exchange Server 2003 has built-in mobile messaging features which enable all of these scenarios without needing any additional servers or software. For example:

1. Using Microsoft® Office Outlook® 2003 to synchronize directly over the Internet via RPC over HTTP, a Windows Server 2003 service

2. Using Outlook Web Access for Exchange 2003 for online only access

3. Using Exchange ActiveSync and Pocket Outlook, which are built in to Windows Mobile 2003 software for Smartphones, Pocket PC Phone Editions, and Pocket PCs

4. Using Outlook Mobile Access from a standard cell phone microbrowser for online only access

Mobile Messaging Deployment at Microsoft

There are over 50,000 user mailboxes in the Microsoft IT infrastructure in Redmond, WA, homed on Exchange Server 2003. This number represents a significant percentage of the approximately 85,000 user mailboxes in the global Microsoft IT environment (Table 1). These mailboxes are serviced via two Exchange 2003 front-end servers running Windows Server 2003 Network Load Balancing, supporting all four mobile messaging scenarios mentioned above: Exchange ActiveSync, Outlook Web Access, Outlook 2003 via RPC over HTTP, and Outlook Mobile Access. These front-end servers are dual 2.8 GHz hyper-threaded Xeon processor machines with 2GB of RAM. Globally, there is mail flow of 6,000,000 messages per day. The average size of an e-mail message is 44 KB. All of the mobile messaging scenarios are supported through a single publicly available URL over HTTPS (Secure Sockets Layer authentication and encryption), for example https://company.com.
Table 1

	
	User Mailboxes
	Daily Mail Flow
	Avg. Message Size

	Microsoft Global Environment
	85,000
	6,000,000
	44 KB


Microsoft IT chose to scale out to two physical front-end servers rather than scaling up one physical front-end server. The primary reason for doing so is to provide fault tolerance, mitigating the effects of hardware failure or planned downtime.
The Exchange Server 2003 front-end servers are logically placed just in front of the Exchange 2003 back-end, or mailbox, servers (Image 1). The physical location of the front-end servers also can have an impact on the overall mobile messaging scalability. For example, if there are a number of hops between the front-end servers and the back-end servers where the mailboxes reside, the end user experience can suffer. In such a scenario, the network transport becomes a resource bottleneck even though the network component resources of the front-end server are not exhausted.
Image 1
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This image is from the MSIT white paper “Messaging Operations at Microsoft”.

These mobile services could be segmented simply by publishing discrete URLs for each of the mobile services. For example, Exchange ActiveSync could be published as https://company.com while Outlook Web Access could be published as https://mail.company.com/exchange, each of which could map to discrete IP Addresses and servers.

Scalability Data at Microsoft
On a daily basis, the Exchange Server 2003 front-end servers run at about 15% CPU utilization. Each front-end server services approximately 3,000 to 5,000 unique users over all four mobile messaging scenarios. It may appear that the investment in the selected processors is wasteful; one could ask "Why not run one processor per server at 30% utilization?" In actuality the investment is not wasteful, and the reason relates to Service Level Agreements (SLAs)—end user expectations of response. The Microsoft Redmond Exchange 2003 front-end servers are built to provide a very high SLA for the “peak load” scenario, or the highest expected number of simultaneous users. 
During one day of very high usage in 2004, there was a peak of approximately 18,000 simultaneous connections per front-end server. In general, there is a 4:1 ratio between the number of connections and unique users. Thus there were approximately 4,500 simultaneous unique users of Exchange ActiveSync, Outlook 2003 RPC over HTTP, Outlook Web Access, or Outlook Mobile Access per front-end server. Each Exchange 2003 front-end server was operating well under 50% server capacity. Using that baseline, the maximum per-server capacity would be 10,000 simultaneous users with 40,000 connections. At this point, the processors in each server would have reached the limit of acceptable service (response to the end user).

Since the high scalability of this solution requires only two Exchange 2003 front-end servers and no middleware servers, providing all four mobile messaging scenarios for these 50,000 Redmond-based user mailboxes requires only four Microsoft IT employees.

Testing Mobile Messaging Scalability

A tool to simulate Windows Mobile 2003 software synchronization activity—as well as other client access scenarios such as Outlook Web Access—is available for download from the Exchange Server Web site. This tool allows modelling of expected end-user load on any given set of server hardware, and shows the relative impacts of scaling up and/or scaling out (see appendix for definitions). Some server manufacturers also post server sizing tools specific to their hardware on their Web sites, or make them available through standard sales channels. Readers who are interested should contact their vendor of choice regarding specific server hardware sizing tools.
Conclusions

By designing Exchange Server 2003 mobile messaging and Windows Mobile 2003 software for scalability, Microsoft has created a mobile messaging solution that meets the requirements of Business Decision Makers as well as IT Professionals. This solution does not require additional server hardware or software, nor does the solution require additional device hardware or software. Thus there is no incremental cost to expand the service to newly-hired employees or to existing employees that obtain Windows Mobile-based devices. 
Along the same lines of reasoning, Business Decision Makers and IT Professionals can minimize cost concerns for initial deployments. Since there is no mobile middleware server required for this solution, mobile messaging scalability is not impacted by adding other mobile solutions such as Line of Business applications.

Microsoft IT’s deployment and operation experience has confirmed that this mobile messaging solution is highly scalable even when running all four mobile messaging scenarios for thousands of simultaneous users.
Appendix:

Definition of Scalability

Scalability is the capability to increase resources to yield a (ideally) linear increase in service capacity. The key characteristic of a scalable application is that additional load only requires additional resources rather than extensive modification of the application itself. See Designing Distributed Applications with Visual Studio .NET: Scalability Overview on MSDN.
Scaling Up

Scaling up is the commonly used term for achieving scalability using better, faster, and more expensive hardware. Scaling up includes adding more memory, adding more or faster processors, or simply migrating the application to a more powerful, single machine. Typically, this method allows for an increase in capacity without requiring changes to source code. Administratively, things remain the same since there is still only one machine to manage. Upgrading a hardware component in a machine simply moves the processing capacity limit from one part of the machine to another. For example, a machine that is at 100 percent CPU utilization could increase capacity by adding another CPU. However, the limitation may shift from the CPU to the system memory. Once you have upgraded each hardware component to its maximum capacity, you will eventually reach the real limit of the machine's processing capacity. At that point, the next step in scaling up is to move to another machine.

Scaling up also presents other potential problems. Using a single machine to support an application creates a single point of failure, which greatly diminishes the fault tolerance of the system. While methods, such as multiple power supplies, may implement redundancy in a single-machine system, these options can be expensive. See Designing Distributed Applications with Visual Studio .NET: Scalability Overview on MSDN.
Scaling Out

An alternative to scaling up is scaling out. Scaling out leverages the economics of using commodity PC hardware to distribute the processing load across more than one server. Although scaling out is achieved using many machines, the collection essentially functions as a single machine. By dedicating several machines to a common task, application fault tolerance is increased. Of course, from the administrator's perspective, scaling out also presents a greater management challenge due to the increased number of machines.

Hop
A network segment that an information packet crosses from its source to its destination. As a rule of thumb, an increasing number of network segments that an information packet traverses between source and destination results in an increasing total transmission time.
Exchange Server 2003 Deployment at Microsoft

See http://www.microsoft.com/technet/itsolutions/msit/consolidation/ex2003siteconwp.mspx
Exchange Server 2003 Architecture and Design at Microsoft Corporation

See http://www.microsoft.com/technet/itsolutions/msit/deploy/ex03atwp.mspx 
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