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Upgrading to Windows Server 2003 on Server Clusters Containing MSMQ Resources

Overview

This article provides a step-by-step plan to help you configure and handle MSMQ cluster resources when upgrading to a Microsoft® Windows Server™ 2003 operating system from:

· Windows 2000 Advanced Server or Windows 2000 Datacenter Server

· Windows NT® Server 4.0

Detailed instructions on upgrading the operating system or performing a rolling cluster upgrade are not in the scope of this document, but helpful links to other sources are included. 

Upgrading a Server Cluster Running on Windows 2000 Server

You can upgrade a server cluster running on Windows 2000 Server using either of the following methods:

· Upgrading with a rolling upgrade

· Upgrading with a fail-forward approach

Upgrading with a Rolling Upgrade

Windows Server 2003 supports a rolling upgrade of clusters from Windows 2000 Advanced Server and Windows 2000 Datacenter Server to Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition, with the aim of allowing you to maintain cluster availability while upgrading. For more general information on the benefits and mechanics of performing such a rolling cluster upgrade, see the TechNet article, Server Cluster Rolling Upgrade Procedures and Best Practices. MSMQ is not fully supported in a rolling upgrade. If you are upgrading a Windows 2000 cluster containing MSMQ resources, on each node to be upgraded do the following:

1. Take the MSMQ cluster resources offline. 

2. For each MSMQ resource, take the Network Name resource that the MSMQ resource is dependent upon offline. For instructions, see To take a resource offline.

3. Remove all the resources, such as the Time Service resource, that are not supported by Windows Server 2003. For instructions, see To take the Time Service resource offline and delete it.

4. Upgrade the node to Windows Server 2003. For information on doing a rolling upgrade, see Perform a rolling upgrade from Windows 2000.

5. After the upgrade is complete, navigate to the %systemroot%\system32 folder and run the following: syssocmgr /I:mqsysoc.inf. This runs an Upgrade Wizard to upgrade MSMQ resources.

6. Bring the Network Name resources back online. Ensure that the DTC resource is online, and then bring the MSMQ resources online. For instructions, see To bring a resource online.

Upgrading with a Fail-forward Approach

If you do not want to take MSMQ resources offline during a rolling upgrade, you can upgrade using a fail-forward approach, where resources are failed over to an alternative node while the resources’ original node is upgraded. 
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Important

Note that with this approach, after resources are failed over to an upgraded node, they cannot be failed back to their original Windows 2000 node.

Upgrading the first node in the Windows 2000 server cluster

To upgrade the first node in the Windows 2000 server cluster, do the following:
7. On the node (Node 1) to be upgraded, identify the MSMQ resources for which this node is the preferred owner.
8. Record the owner settings for each of these MSMQ resources on Node 1. Record both the preferred owner node settings and the possible owner node settings. For information on how to view which nodes can own a resource, see To view or modify a resource owner.
9. Fail the cluster group that contains the MSMQ resources on Node 1 to the other possible owner node (Node 2). To do this, configure the MSMQ resource so that the group to which the resource belongs fails over when the resource fails, and then force a resource failure. Specify that the group should fail over with the resource on the Advanced tab of the resource Properties dialog box. For information on how to force a resource failure, see To initiate a resource failure.
10. Configure the possible and preferred owners of the failed over MSMQ resources to exclude Node 1. For information on how to modify resource owners, see To view or modify a resource owner.
11. After you have completed the preceding steps, upgrade the operating system on Node 1. The cluster software is upgraded automatically during the operating system upgrade. Note that you cannot make configuration changes to the cluster, such as configuring cluster disks as dynamic disks. For more information, see Running Setup for an Upgrade in Windows Server 2003 Help.

12. When the upgrade is complete, the Manage Your Server Wizard will start automatically. You can close the wizard to complete the cluster procedures. You can later open the Manage Your Server Wizard by clicking Start, pointing to Administrative Tools, and then clicking Manage Your Server.

13. After the operating system is upgraded on Node 1, reconfigure the possible and preferred owners of the failed over MSMQ resources to include Node 1. 
14. Fail over the cluster groups containing the failed over MSMQ resources to Node 1.
15. Reconfigure the possible and preferred owners of the MSMQ resources to be only Node 1. This is to prevent the resources from failing back to a Windows 2000 node.
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Note

After all the cluster nodes are upgraded, you can reconfigure the MSMQ resource group to its original owner settings.

Upgrading intermediate nodes in the Windows 2000 server cluster
For the intermediate (not the first and not the last) nodes, there are two possible variations for upgrading their MSMQ resources, because these cluster groups can be failed over to either a Windows 2000 node or to a Windows Server 2003 node. As a general rule, do the following:
· Repeat the upgrade steps as outlined previously in Upgrading the first node in the Windows 2000 server cluster, considering the following additional requirements:
1. When choosing possible and preferred owner node settings, ensure that after the MSMQ resources have been failed forward to a Windows Server 2003 node, they are not failed back to a Windows 2000 node. 
2. After the operating system is upgraded on an intermediate node, reconfigure the possible and preferred owners of the MSMQ resources on the node to be taken only from the set of upgraded nodes.
Upgrading the last node in the Windows 2000 server cluster
To upgrade the last node in the Windows 2000 server cluster, do the following:
16. Select the last node in the cluster and identify the MSMQ resources for which this node is the preferred owner.
17. Record the owner settings for each of these MSMQ resources on the last node. Record both the preferred owner settings and the possible owner settings.
18. Fail the cluster group that contains the MSMQ resources on the last node to another possible owner node that has been upgraded. For information on how to force a resource failure, see To initiate a resource failure.
19. Configure the possible and preferred owners of the failed over MSMQ resources to exclude the last node. For information on how to specify which nodes can own a resource, see To view or modify a resource owner.
20. After you have completed the preceding step, upgrade the operating system on the last node. The cluster software is upgraded automatically during the operating system upgrade. Note that you cannot make configuration changes to the cluster, such as configuring cluster disks as dynamic disks. For more information, see Running Setup for an Upgrade in Windows Server 2003 Help.

21. After the operating system is upgraded, reconfigure the possible and preferred owners of the failed over MSMQ resources to include the last node. For instructions, see To view or modify a resource owner.
22. Fail over the cluster groups containing the failed over MSMQ resources to the last node. For instructions, see To initiate a resource failure.
Upgrading a Server Cluster Running on Windows NT 4.0

A rolling upgrade from Windows NT Server 4.0 directly to Windows Server 2003, Enterprise Edition is not supported. You have two options:

· The preferred option is to perform an upgrade directly from Windows NT 4.0 to Windows Server 2003, Enterprise Edition. The following sections provide detailed information on this option. For general upgrade information, see the section Upgrading a Cluster from Windows NT 4.0 to Windows Server 2003, Enterprise Edition in Windows Server 2003 documentation. 

· Another option is to perform an upgrade to Windows 2000 Advanced Server first, and then to Windows Server 2003, Enterprise Edition. Although this option is technically possible, this method involves a large amount of overhead to run MSMQ migration and MSMQ replication. For more information on migrating MSMQ from Windows NT 4.0 to Windows 2000, see the MSMQ migration white paper. For information on upgrading clusters from Windows 2000 to Windows Server 2003, see Upgrading a Cluster from Windows 2000 to Windows Server 2003, Enterprise Edition in Windows Server 2003 documentation. With this method, if you have an IIS resource on your Windows NT 4.0 cluster, you must delete the unsupported IIS resource type after you complete both upgrades. To do this, type Cluster restype “IIS Virtual Root” /delete /type at the command line.

Upgrading Directly from Windows NT 4.0 to Windows Server 2003

Upgrading directly from Windows NT 4.0 to Windows Server 2003 requires the following steps:

· Preparing for the upgrade

· Upgrading the operating system

· Configuring cluster settings after upgrading from Windows NT 4.0 to Windows Server 2003, Enterprise Edition

· Upgrading the second node

· Adding additional nodes

Before commencing the upgrade

Before beginning the upgrade, check the following:

· Windows NT 4.0 Service Pack 5 should be installed on all computers running Windows NT 4.0 that you intend to upgrade to Windows Server 2003, Enterprise Edition.

· Notify users that you will be shutting down applications that they may be using on the cluster.

· Stop any applications that are made available through the cluster.

Perform the following steps on the existing cluster nodes:

23. When upgrading from Windows NT 4.0 to Windows Server 2003, the Cluster service user account needs the Act as Part of the Operating System privilege. Before beginning the upgrade, check whether the Cluster service has this right, and add it if necessary. For instructions, see To add the Act as Part of the Operating System right for the Cluster service.

24. Set the Cluster service on all nodes to start manually. For instructions, see To set the Cluster service to start manually.

25. Take the Distributed Transaction Coordination (DTC) resource offline.

26. Take all MSMQ resources offline. For instructions, see To take a resource offline.

27. Configure the DTC resource so that the only owner allowed is the node it is currently on. For instructions, see To view or modify a resource owner.

28. Shut down and turn off nodes that do not contain and own the DTC resource, or bring it to a shutdown state appropriate to your method of termination. 
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Caution

Before proceeding with the next step, ensure all nodes except the node that owns the DTC resource are turned off, and that only one node is running. Otherwise cluster storage might be corrupted.

29. Stop the Cluster service on the remaining node. For instructions, see To stop the Cluster service on a node.

Upgrading the operating system

After you have completed the preceding procedures, upgrade the operating system on the node that is running. The cluster software is upgraded automatically during the operating system upgrade. Note that you cannot make configuration changes to the cluster, such as configuring cluster disks as dynamic disks. For more information, see Running Setup for an Upgrade in Windows Server 2003 Help.

When the upgrade is complete, the Manage Your Server Wizard will start automatically. You can close the wizard to complete the cluster procedures. You can later open the Manage Your Server Wizard by clicking Start, pointing to Administrative Tools, and then clicking Manage Your Server.

Configuring cluster settings after upgrading from Windows NT 4.0 to Windows Server 2003, Enterprise Edition

After the upgrade is complete, you need to do the following:

30. Start the Cluster service on the upgraded node. For instructions, see To start the Cluster service on a node.

31. Reconfigure the Cluster service to start automatically. For instructions, see To set the Cluster service to start automatically.

32. Delete the Time Service resource. In Windows NT 4.0, the Time Service resource is installed with Windows Clustering as a default function of the cluster. This resource is not necessary in a Windows Server 2003 domain because Time Service runs automatically against the domain when you log on, and Windows Clustering uses this information to synchronize the nodes in a constant manner. For instructions, see To take the Time Service resource offline and delete it.

33. Set Kerberos authentication if required. If the virtual MSMQ server managed by the MSMQ cluster resource will access Active Directory®, you must enable Kerberos authentication for the Network Name resource upon which the MSMQ resource depends. To enable Kerberos authentication you will need to take the Network Name resource upon which the Message Queuing resource depends offline, and then bring it online again. Any other resources that depend on this Network Name resource will automatically be taken offline during this procedure. When Kerberos authentication is enabled, the next time the Network Name resource is brought online, a computer object for the Network Name resource will be created or updated in Active Directory. For instructions, see To enable Kerberos authentication on the Network Name resource.

34. After this is done, open Cluster Administrator on the upgraded node. Ignore any MSMQ resource and resource type errors that appear when Cluster Administrator opens. Check that all the cluster disks are online in Cluster Administrator. When all disks are online, this indicates that the Cluster service is working, which means that only one node can access the cluster storage at any given time. 
[image: image4.wmf]
Caution

Note that if you continue to the next step and the cluster disks are not online, cluster storage could be corrupted.

35. Bring the DTC cluster resource back online. For instructions, see To bring a resource online. 

Upgrading the second node

To upgrade the second node, do the following:

36. Turn on the second node and upgrade the operating system.

37. After the upgrade is complete, start the Cluster service on the second upgraded node. For instructions, see To start the Cluster service on a node. The node automatically rejoins the existing cluster.

38. Reconfigure the Cluster service on the second node to start automatically. For instructions, see To set the Cluster service to start automatically.

Upgrading the Message Queuing resources on each upgraded node

On each node that can potentially own an MSMQ resource, from the command line, navigate to the %systemroot%\system32 folder, and type the following:

Sysocmgr /I:mqsysoc.inf
This will run the MSMQ Upgrade Wizard, which will upgrade the MSMQ resources and complete the upgrade of the MSMQ Service and Message Queuing cluster resource. 

After the MSMQ Upgrade Wizard is completed on each applicable node, check that the Network Name Resource is online, and then bring the Message Queuing resources back online. For instructions, see To bring a resource online.

Configure the nodes that are allowed to own the DTC resource for your installation.

Adding additional nodes

If you want to add additional nodes to the cluster, add them after the first two nodes are upgraded.

If your cluster uses SCSI, you can have two nodes in the cluster, but no more. If you want to have more than two nodes in the cluster, you must use Fibre Channel, not SCSI, for the cluster storage. Before adding additional nodes, ensure that your entire cluster solution is compatible with products in the Windows Server 2003 family by checking the Windows Catalog. For more information, see Support Resources. Your cluster solution must be in the Cluster category of the catalog. 

Upgrade Procedures

This section outlines the procedures referenced in the previous sections of this document. For more detailed information on these procedures, see the Help and Support Center on computers running Windows Server 2003. To open the Help and Support Center, click Start, and point to Help and Support.
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To start the Cluster service on a node

39. Click Start, point to Control Panel, point to Administrative Tools, and then click Cluster Administrator.

40. In the console tree, click the node.

41. On the File menu, click Start Cluster Service.
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To stop the Cluster service on a node

42. Click Start, point to Control Panel, point to Administrative Tools, and then click Cluster Administrator.

43. In the console tree, click the node.

44. On the File menu, click Stop Cluster Service.
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To set the Cluster service to start manually

45. Click Start, point to Programs, right-click My Computer, and then click Manage.

46. Click to expand Services and Applications, and then click Services.

47. Right-click the Cluster service, and then click Properties.

48. On the General tab, in Startup Type, click Manual.
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To set the Cluster service to start automatically

49. Click Start, point to Programs, right-click My Computer, and then click Manage.

50. Click to expand Services and Applications, and then click Services.

51. Right-click the Cluster service, and then click Properties.

52. On the General tab, in Startup Type, click Automatic.
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To bring a resource online

53. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator. 

54. In the console tree, click the Resources folder.

55. In the details pane, click the resource you want to bring online.

56. On the File menu, click Bring Online. 
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Note

When you bring the DTC resource online using this procedure, this also brings the physical disk resource that the DTC resource is dependent on online.
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To take a resource offline

57. Click Start, point to Control Panel, point to Administrative Tools, and then click Cluster Administrator.

58. In the console tree, click the Resources folder.

59. In the details pane, select the resource.

60. On the File menu, click Take Offline.
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To view or modify a resource owner

61. Click Start, point to Control Panel, point to Administrative Tools, and then click Cluster Administrator.

62. In the console tree, click the Resources folder.

63. In the details pane, click the appropriate resource.

64. On the File menu, click Properties.

65. To modify the owners on the General tab, next to Possible owners, click Modify.

66. Specify the resource’s current node as an Available node, and if necessary, remove the other nodes from the Available nodes list.
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To initiate a resource failure

67. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator.

68. In the console tree, click the Groups folder, and then click the group that contains the resource you want to fail over.

69. In the details pane, click the appropriate resource.

70. On the File menu, click Initiate Failure.
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To take the Time Service resource offline and delete it

71. Click Start, and then click Command Prompt.

72. At the command prompt, type:

cluster res “Time Service” /DELETE 
cluster restype “Time Service” /DELETE/TYPE
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To add the Act as part of the operating system right for the Cluster service on each node

73. Click Start, point to Programs, point to Administrative Tools, and then click User Manager for Domains.

74. Click Select Domain on the User menu, and enter the computer name for the cluster node.

75. On the Policies menu, click User Rights.

76. Select Show Advanced Rights.

77. On Right:, select Act as part of the operating system.

If the user account used by the Cluster service does not appear in the list of the accounts that have the Act as part of the operating system right, add it as follows:

· Click Add. 

· When the current domain users appear, verify that the domain for the required user account appears in List names from.

· Click Show Users, select the required user account, and then click Add.
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To enable Kerberos authentication on the Network Name resource

78. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator.

79. In the console tree, click the Resources folder.

80. In the details pane, right-click the Network Name resource upon which the MSMQ resource is dependent, and then click Take Offline. 

81. After the Network Name resource is offline, right-click the Network Name resource again, and then click Properties.

82. On the Parameters tab, select Enable Kerberos Authentication, and then click OK.

83. In the details pane, right-click the Network Name resource, and then click Bring Online.

Summary

When upgrading from a cluster running on Windows 2000 to Windows Server 2003, you can choose to do a rolling upgrade or a fail-forward approach. The advantage of a rolling upgrade is to keep cluster applications available during the upgrade, but because MSMQ does not fully support such a scenario, MSMQ resources must be taken offline during a rolling upgrade. The other alternative is to upgrade with a fail-forward approach, where MSMQ resources are failed over from node to node as you upgrade. The most important point with this type of upgrade is that after resources are failed over to an upgraded node, they cannot be failed back to their original Windows 2000 node.

There is no support for a rolling upgrade for Windows NT 4.0 clusters to Windows Server 2003. You can upgrade from Windows NT 4.0 to Windows 2000, and then to Windows Server 2003, but this carries considerable overhead for MSMQ replication and migration. The preferred method is to upgrade directly from Windows NT 4.0 to Windows Server 2003, and detailed instructions are provided for taking MSMQ resources offline, upgrading, and configuring cluster resources after the upgrade is complete. 

