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Third-Party Multipath and MPIO Test and Submission Process
December 3, 2004  - Version 1.0 
Multipath drivers for Microsoft® Windows® are implemented using the Microsoft MPIO driver architecture or by using a proprietary third-party multipath driver architecture. This paper describes the test and submission process.

This information applies for the following operating systems:

Microsoft Windows Server™ 2003

Microsoft Windows 2000

The current version of this paper is maintained on the Web at: 
http://www.microsoft.com/whdc/
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MPIO driver testing

MPIO driver testing overview

1. This section is applicable to multipath solutions that use Microsoft’s MPIO driver architecture.

2. This section will detail the driver requirements for RAID Systems that use the Microsoft MPIO driver architecture, procedures for testing in a noncluster environment, procedures for testing a cluster environment, and submission steps. 

3. MPIO testing must be completed after the applicable base RAID System tests.

4. All test procedures must be passed and completed. This testing must be completed with the unsigned (DSM) device-specific module installed.

Microsoft MPIO driver requirements

All hardware submissions that use drivers that implement the Microsoft MPIO driver architecture must meet the following requirements:

1. The driver must comply with the current applicable Microsoft MPIO Driver Development Kit (DDK) requirements.

2. The driver must comply with the current applicable Microsoft WHQL "Designed for Windows" logo requirements.

a. Additionally, all drivers that use the Microsoft MPIO driver architecture must fully meet the WL-4 device and driver software requirements, specifically, new technology requirements referring to system integrity. 

b. Any driver found in the field to be failing these system integrity requirements, as evidenced by Microsoft PSS Critical Situation Escalation support cases that are resolved to be hardware or associated driver issues, may be subsequently audited and failed or failed on submission.

c. The device and driver must adequately handle complete loss of paths such that when a path is returned, access to the storage resource returns.

3. The company submitting the hardware must have a signed Microsoft MPIO Program Agreement on file with Microsoft.

a. Contact mpiopm@microsoft.com for information on obtaining the agreement or checking its validity.

4. When filling out the online information characterizing the hardware, certain submission entry attributes must be entered to accurately reflect that the hardware uses Microsoft MPIO driver architecture that differs from third-party multipath drivers. 

a. Please refer to the Winqual users help guide for more information.

5. Only the device-specific module (DSM) driver (.sys and .inf) may be uploaded for signature when submitting a Microsoft MPIO driver solution. 

a. Submissions that include other files or Microsoft-authored files for re-signature cannot be signed and will be failed.

6. To be eligible to submit under the RAID System program, the manufacturer of the Microsoft MPIO solution must also be the manufacturer of the physical RAID system.

7. iSCSI Bridge submission with MPIO drivers must be submitted under the unclassified program. 

8. MPIO solutions produced by companies that do not manufacture physical RAID systems and are not submitting a physical RAID system for base qualification logo must be submitted under the unclassified program. Each submission under the unclassified submission program requires test lead signoff.

9. Manufacturers of MPIO solutions that also manufacture the physical RAID systems and claim to work with one or more RAID subsystems not manufactured by the submitter may be submitted under the RAID System MPIO program. These additional supported devices may not be listed in the product name. The additional devices must be listed in the MPIOSupportedDeviceList and will require an additional MPIO qualification test run. The product name of the hardware device must be included in the product name field. The MPIO software name and version may also be included in the product name field.

10. The driver information file (INF) must properly identify all supported device types with a supported devices entry in the INF by populating MPIOSupportedDeviceList with the enumeration strings of each of the RAID systems supported or each of the RAID system families supported. The company making the submission must prove that the devices pass the MPIO tests by running and passing tests against each supported device or each supported device family.

a. A complete base RAID system MPIO test must be completed against each device included in the MPIOSupportedDeviceList. In the case of multiple devices that are part of the same RAID system family, at least one of the family members must pass the complete MPIO test process.
A scaled test procedure is available to test multiple families; see the corresponding section of the test procedure for more information.

b. Please refer to the RAID System family qualification program for detailed information on “family” submissions: http://www.microsoft.com/whdc/whql/ann/ann816.mspx

c. Generic driver solutions are not supported or allowed for solutions based on the Microsoft MPIO driver architecture or third- party multipath driver solutions. Drivers must load against explicit hardware IDs to be enforced through proper INF construction and use of UpdateDriverForPlugAndPlayDevices. Non-Plug and Play compliant solutions cannot be logo’d.

11. The INF must include appropriate keys for installation, as well as de-installation:

If the following line is in the INF under the [*_addreg] section, then the subsequent line must be in the INF under the [*_delreg] section: 

HKLM, SYSTEM\CurrentControlSet\Control\MPDEV, MPIOSupportedDeviceList, %REG_MULTI_SZ_APPEND%, *... 

HKLM, SYSTEM\CurrentControlSet\Control\MPDEV, MPIOSupportedDeviceList, %REG_MULTI_SZ_DELETE%, *... 

12. Multipath submissions for iSCSI RAID systems must be based on the Microsoft MPIO driver architecture. Third-party multipath solutions cannot be submitted, logo’d, or signed in these device categories. iSCSI RAID System MPIO driver submissions may not include other drivers for signature. Only the DSM driver may be submitted for signature.

13. iSCSI Microsoft MPIO solutions must implement required WMI interfaces documented in the Microsoft iSCSI DDK.

14. iSCSI Microsoft MPIO solutions/DSMs must communicate through the Microsoft iSCSI Service (required even when using iSCSI Host Bus Adapters).

15. Host Bus Adapters (HBAs) hardware cannot be submitted, logo’d, or signed using the Microsoft MPIO driver architecture. The Microsoft MPIO driver cannot be an HBA product or driver-oriented solution. The Microsoft MPIO Program Agreement has more information about the proper use of the MPIO architecture.

16. Driver installation and removal must use Windows-based methods, as defined in the Windows DDKs. Driver requirements include:

a. The driver installation program must use the UpdateDriverForPnpDevice API to call SetupAPI to install the product. 

b. The installation of the driver must be INF-based. 

c. The device must function normally when in Safe mode. 

17. Test results for RAID System device submissions can no longer be submitted for Windows 2000. To receive supported status and driver signature for Windows 2000, test results must be completed and submitted on Windows Server™  2003. Cluster (now referred to as Storage Block) Device submissions can be submitted and tested on Windows 2000, as well as Windows Server 2003, until November 1, 2004. Please see this announcement for further information: http://www.microsoft.com/whdc/whql/ann/ann832.mspx.

Windows Server 2003 RAID System MPIO driver testing

Hardware requirements

· One physical Fibre Channel, or SCSI RAID system. This is the test device. 

Note  The test RAID system may not consist of a PCI-based controller and one JBOD that are sold or cobbled together as a unit, called a RAID system. The RAID system may have dual internal controllers or a single controller. 
· Additional RAID systems will be required if additional supported devices are included in the MPIOSupportedDeviceList and these devices are not part of the same RAID system family.

· The test system and test device must meet the hardware requirements for RAID systems specific to the OS under test. Please see the applicable RAID systems test procedure for this information. The following are additional requirements.

· This test is only applicable to RAID system submissions and hardware. It is not applicable for HBA(s) or iSCSI RAID systems.

· Two identical logo’d HBA(s) (SCSI or Fibre Channel adapters) with WHQL-signed drivers are required for this test. If the RAID system under test is Fibre Channel and/or if the multipath solution supports Fibre Channel, one or more Fibre Channel switches that are supported for use by the manufacturer of the multipath solution and the RAID system is required.

One test system with the following: 

· Minimum of four microprocessors.
Note  A system that contains two microprocessors which support Hyper-Threading can be used if Hyper-Threading is enabled. The computer must appear to the operating system to have four CPUs.

· Minimum 6 GB of RAM.
Important  Windows must report that a minimum of 5,500 MB of RAM is free and available.

· All hardware (except the test device, monitor, keyboard, mouse, and floppy disk drive) must be included in the Microsoft Windows Hardware Compatibility List (HCL) or the Microsoft Windows Catalogs.

Software requirements

The following software is required to run the RAID System MPIO tests:

· Windows Server 2003, Enterprise Edition.

· Any third-party multipath drivers that are used to operate the test device. These drivers must be unsigned for this test run.

· The current release of the Windows HCT kit.

Tester knowledge requirements

To run the RAID System multipath tests, the testers must know how to do the following tasks:

· Read and interpret NT-based test logs and event logs.

· Install a PCI-based host bus adapter (HBA).

· Configure RAID arrays.

· Create and format logical drives.

To configure a test system 

This procedure does not apply to iSCSI RAID System submissions. 

It is assumed that this test system configuration starts after RAID system testing has been completed and this system has not been changed. If this testing is beginning on a system that has not been changed since RAID system testing has been completed, start at step 6.

1. After saving any RAID system testing results via the HCT wrap process, remove and re-install the HCTs, then turn off the test system.

2. Insert two identical HBAs and physically connect them to one or more switches (a single switch must be zoned to keep each HBA in a different zone).

3. Set the switch ports to fabric mode (if necessary).

4. Connect the switch to the target RAID system using one or more connections. 

5. Install the applicable Windows Operating System onto an NTFS 18 GB partition using an add-in ATA, SCSI, or Fibre Channel boot controller on the test system. Note  If the RAID system under test supports boot and HBAs are supported by the RAID system's manufacturer that support boot, create a 40 GB logical unit on the RAID system and install the applicable Windows Operating System onto an NTFS 18 GB partition.  

6. Install any drivers or software necessary to connect to and manage the peripheral devices. Note  All drivers not associated with the test device must be signed and the devices must be on the HCL or Windows Catalogs.

7. If beginning this test procedure on this step using a test system that has not been changed since RAID system testing, wrap any previous HCT RAID system test results.

8. Remove any existing volumes on the RAID system.

9. Use the hardware RAID configuration utility for the test RAID system to create two logical units on your RAID system. RAID levels selected for each logical unit must be redundant if supported on the RAID system, otherwise you may create two nonredundant units. Each logical unit must be a minimum of 40 GB.

10. Both HBA(s) must be able to access the same logical units (including the unit used for boot) on the RAID system, so make sure the masking is set appropriately.

11. If you are using a single switch, logically divide it using zoning so that each HBA is in a separate zone. 

12. Use either the Windows Disk Management utility to set up two partitions on each RAID array: one 4 GB partition, formatted with the NTFS file system, and a second 4 GB partition, formatted with the NTFS file system

Scaled testing procedure for running the Windows Server 2003 RAID system with MPIO driver tests

If multiple families, as defined in the RAID system family agreement, are supported with the MPIO driver under test, completing a base qualification run against each supported RAID system may be either unfeasible or time constrictive. In this case, these additional subsystems or devices should be connected. Two additional logical units should be configured on each additional RAID system supported with the multipath or MPIO driver. Additional ports or additional switches may be required; additional HBA(s) are not required.

You may run tests included in the Running the Windows Server 2003 RAID system with MPIO driver manual tests with the additional logical units configured. Any requirements within this section regarding disabling or enabling switch ports are HBA port-specific. 

Note  This does not grant base qualification or logo to these additional subsystems. This procedure does not apply to iSCSI RAID System submissions. 

Running the Windows Server 2003 RAID system with MPIO driver tests

The following sections are divided into the following topics:

· Installing HCT 11.2 for Windows Server 2003.

· Running the HCT 11.2 tests for Windows Server 2003.

To install the HCT 11.2 for Windows Server 2003 RAID system MPIO driver testing

1. Start the installation executable for the latest HCT.

2. During installation, you are prompted to select a test kit.

3. Remove any existing check boxes.

4.  In the Custom Setup dialog box, expand Test Categories, expand Storage Controllers and Devices, then click the arrow next to RAID Systems. 

5. Click This feature, and all subfeatures; install on local hard drive.
6. In the Custom Setup dialog box, expand Documentation, and click the arrow next to Documentation.

7. Click Next.
8. In the Ready to Install the Program window, click Install. A progress window appears as the HCT is installing. The Test Selection Wizard is displayed with all items selected.

9. After you start Test Manager the first time, it scans the system to detect hardware such as controllers.

10. When Test Manager is finished scanning, in the Test Selection Wizard Categories pane, click Next.  In the Installed Test Categories list, select the test device.

11. Click Next. When the installation is complete, click Finish.

Running the Windows Server 2003 RAID system with MPIO driver manual tests

To run the ACPI Stress test

1. Start Test Manager. If Test Manager is started, start with step 2.

2. In the Test Manager window, in the available tests for selected test category pane, select ACPI Stress.

3. Click Start Tests.

4. While ACPI Stress is running perform one of the following:

a. For Fibre Channel, disable the switch port which is connected to one of the identical HBAs. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the HBA to the switch can be disconnected from the switch; or the HBA may be disabled electronically through device manager.  
b. For SCSI, disable one of the HBAs using Device Manager.

5. After the test is complete, enable the previously disabled HBA by reversing the previously used disable method. 

6. Repeat the test, this time disabling the other HBA using the methods described above for each bus. After the test is complete, enable the previously disabled HBA. 

To run the Driver Verifier test

1. Start Test Manager. If Test Manager is started, start with step 2.

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select Driver Verifier.

3. Click Start Tests.

4. While Driver Verifier is running, perform one of the following:

a. For Fibre Channel, disable the switch port which is connected to one of the identical HBAs. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the HBA to the switch can be disconnected from the switch; or the HBA may be disabled electronically through device manager.  
b. For SCSI, disable one of the HBAs using Device Manager.

5. After the test is complete, enable the previously disabled HBA by reversing the previously used disable method.

6. The Driver Verifier tests may not appear in the test list if the test kit does not detect unsigned drivers. The DSM or multipath driver must be unsigned for this test run. If necessary, delete the existing signature (.cat) file for the DSM if it had been previously logo'd.

To run the Device Path Exerciser test

1. Start Test Manager. If Test Manager is started, start with step 2.

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select Device Path Exerciser.

3. Click Start Tests.

4. While Device Path Exerciser is running, perform one of the following: 

a. For Fibre Channel, disable the switch port which is connected to one of the identical HBAs. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the HBA to the switch can be disconnected from the switch; or the HBA may be disabled electronically through device manager.  
b. For SCSI, disable one of the HBAs using Device Manager.

5. After the test is complete, enable the previously disabled HBA by reversing the previously used disable method. 

6. The Device Path Exerciser tests may not appear in the test list if the test kit does not detect unsigned drivers. The DSM or multipath driver must be unsigned for this test run. If necessary, delete the existing signature (.cat) file for the DSM if it had been previously logo'd.

To run the Safe-mode boot test
1. Turn off the test system.

2. Turn on the test system.

3. When you see the message Please select an operating system to start, press F8.

4. Highlight Safe mode, press enter. 
5. After Windows completes booting, perform one of the following:

a. For Fibre Channel, disable the switch port which is connected to one of the identical HBAs. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the HBA to the switch can be disconnected from the switch; or the HBA may be disabled electronically through device manager.
b. For SCSI, disable one of the HBAs using Device Manager.

c. Verify that the all disks connected to the storage device under test remain visible in disk administrator.

6.  After the test is complete, enable the previously disabled HBA by reversing the previously used disable method
To run the Public Import test 

1. If necessary, start Test Manager. 

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select Public Import, and then click Add Selection. 

3. Click Start Tests. 

4. Follow the instructions on the screen.

5. When the test is complete, view the test log files. 

6. Run all of the other required tests for this configuration. 

To run the Crashdump Support test 

Note  Please see the HCT release notes for information about testing issues related to this test.

1. If necessary, start Test Manager. 

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select Crashdump Support, and then click Add Selection. 

3. Click Start Tests. 

4. Follow the instructions on the screen. During testing, the system restarts several times. If autologon is not enabled or you are prompted, in the Log on to Windows dialog box, type the user name, password, and domain, and then click OK. 

5. When the test is complete, view the test log files. 

6. Run all of the other required tests for this configuration.

To run the ChkINF tests 

1. If necessary, start Test Manager. 

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select ChkINF and then click Add Selection. 

3. Click Start Tests. 

4. Follow the instructions on the screen. 

5. When the test is complete, view the test log files. 

Note  The ChkINF test may not properly detect your device if the driver is unsigned or the test did not detect your device class. Physically verify that the test has run against all your drivers by verifying the log file for this test after it is run. The test may need to be run from the unclassified category to successfully test your drivers.

When the above ACPI Stress, Driver Verifier, Device Path Exerciser, Safe-mode boot, Crashdump, Public Import, and ChkINF tests are complete, please wrap your test results and submit these logs in addition to your RAID system test logs.

Windows Server 2003 cluster storage block testing for MPIO drivers

Hardware requirements

The following hardware is required to run the RAID Cluster Device (now referred to as Storage Block) HCT kit:

The test system and test device must meet the hardware requirements for Cluster Device test procedures (now referred to as Storage Block). 

Note  The test kit name and test procedures for the cluster device kit will be renamed Cluster Storage Block Device at HCT 12.1 

· Two Intel Pentium, or equivalent, test systems, each with the following: 
For Base qualification: 

· Two CPUs 

· Minimum 256 MB of RAM 

· Please see the applicable Cluster Device test procedures for this information. The following are additional requirements.

· Four identical HBA(s) (two per node) are required for this test.

· One physical Fibre Channel, or SCSI RAID system. This is the test device. 

Note  iSCSI hardware cannot be submitted under the Cluster Storage Block program.

Note  The test RAID system may not consist of a PCI-based controller and one JBOD that are sold or cobbled together as a unit, called a RAID system. 

This test procedure may be completed after completing cluster solution testing.

· A two-node cluster server (Node1 and Node2). 

· Two network switches (Switch1 and Switch2), each connected to one HBA in each cluster node. Network switches are not required for SCSI multipath solutions, but in that case the storage device must be capable of supporting four different SCSI connectors, two for each controller. 

· The RAID system must be connected to both network switches. 

· Within the RAID system, redundant subsystem-based RAID controllers should be configured in an active/passive configuration, if possible.

· All hardware (except the test device, monitor, keyboard, mouse, and floppy disk drive) must be included on the HCL or the Microsoft Windows Catalogs.

Software requirements

The following software is required to run the cluster device (now referred to as Storage Block) testing for MPIO drivers HCT kit:

· Windows Server 2003, Enterprise Edition.

· DSM drivers that are used to operate the test device. The DSM drivers must be signed for this test run.

· The current release of the Windows HCT kit.

Tester knowledge requirements

To run the cluster device testing for MPIO drivers testing, testers must know how to accomplish the following tasks:

· Read Windows NT-based test logs and event logs.

· Configure systems to different RAID sets.

· Create and format logical drives.

· Install Windows Server 2003, Enterprise Edition.

· Execute tasks in the Windows Disk Management utility.

· Install all hardware components of a cluster test system.

· Configure a cluster test system.

Test system configuration

Note  HCT logs are not produced by this test procedure. However, it is required that you complete this test procedure to check MPIO support on cluster storage block or cluster solutions submissions. WHQL requires that you complete this testing, because this testing may be performed if your device is audited, and if the test fails, the device will fail the audit. 

1. It is assumed that this test system configuration starts after Cluster Device test procedures (now referred to as Cluster Storage Block Device procedures) have been completed and this system has not been changed. If this testing is beginning on a system that has not been changed since Cluster Device testing has been completed, start at step 6.

2. After saving any Cluster Device testing results via the HCT wrap process, remove and re-install the HCTs, then turn off the test system.

3. Insert two identical HBAs on each system and physically connect them to the network switches.

4. Install two HBAs in a second computer system but do not connect to the switches or storage until after the OS and multipathing drivers have been installed.

5. Install the applicable Windows Operating System onto an NTFS 18 GB partition using an ATA controller or add-in bootable controller on both test systems.

6. Install any drivers or software necessary to connect to and manage the peripheral devices. Note  All drivers not associated with the test device must be signed and the devices must be on the HCL or Windows Catalogs.

7. Connect all HBAs to the RAID system by connecting the network switches to the RAID system. Make sure that the logical units are visible to the test system through both paths.

8. If beginning this test procedure on this step using a test system that has not been changed since RAID system testing, wrap any previous HCT RAID system test results.

9. Remove any existing volumes on the RAID system. 

10. Use the configuration utility for the RAID system to create three 10 GB RAID arrays and configure them as follows: 

a) If RAID 5, RAID 1, and RAID 0 are supported on the RAID system, then make disk 1 a RAID 5 array, make disk 2 a RAID 1 array, and make disk 3 a RAID 0 array. 

b) If only RAID 1 and RAID 0 are supported on the RAID system, then make disk 1 and disk 2 RAID 1 arrays, and make disk 3 a RAID 0 array. 

c) If only RAID 0 is supported on the RAID system, then make disk 1, disk 2, and disk 3 RAID 0 arrays. 

11. From computer 1, use the New Partition Wizard within Disk Management to create three 6 GB partitions. Create the first partition on disk 1, and name the partition E. Create the second partition on disk 2, and name the partition F. Create the third partition on disk 3 and name the partition G. Make all three NTFS partitions, and enable file and folder compression. 

12. Restart computer 2. 

13. On computer 2, open Disk Management and verify that disks 1, 2, and 3 are formatted properly. 

14. On computer 2, name the partition on drive 1 E, name the partition on drive 2 F, and name the partition on drive 3 G.

15. Connect these HBA to the RAID system and make sure that all logical units created in step 8 are visible to these additional HBAs.

16. Follow the applicable directions per operating system in the Cluster Device test procedures (now referred to as Storage Block procedures) to set up Microsoft Clustering on both systems.

Running the Cluster Storage Block testing with MPIO driver support manual tests for Windows 2003

After the Cluster Device test procedures (now referred to as Storage Block procedures) have been completed, perform all multipath testing. If the test device will be used in four-node or eight-node cluster configurations, then testing should be done on the maximum number of supported nodes.

A company submitting a cluster solution must also complete this section of the test procedure to verify that the cluster solution supports multipathing prior to indicating multipath support for the cluster submissions during the submission process. 

Important  The following test procedures should be conducted while the clients are sending data to the shared storage. This approach to testing enables the server I/O (through the clients) to be directed to every device while the tests are run. Any third-party disk stress tool such as IO Stress or HCT tool such as Disk Stress may be used (to use Disk Stress the RAID Systems test kit must be installed).

To test the host bus adapters

1. Start Cluster Administrator.

2. Set the cluster to allow failback: 

Open Cluster Administrator. 

In the Console tree, select the Groups folder. 

In the Details pane, select the appropriate group. 

From the File menu, select Properties. 

On the Failback tab, select Allow Failback, and click Immediately.
3. Remove the cable from HBA-1 on node1. HBA-1 should failover to HBA-2, meaning that all disks hosted by HBA-1 should failover to HBA-2. Node1 should not failover to node2. On RAID systems with active/passive controllers, all disks may now be on HBA 2 and HBA 4.

4. Replace the cable to HBA-1 on node1. The multipath driver should handle two HBAs active on node1 at the same time, meaning that all disks that were originally hosted by HBA-1 should return to HBA-1 (automatically or manually). 

5. Remove the cable from HBA-1 on node1. HBA-1 should failover to HBA-2, meaning that all disks hosted by HBA-1 should failover to HBA-2. Node1 should not failover to node2. On RAID systems with active/passive controllers, all disks may now be on HBA 2 and HBA 4

6. Remove the cable from HBA-2 on node1. Node1 should failover to node2. 

7. Replace the cable to HBA-1 on node1. Node2 should failback to node1. The cluster failover policies must be set to failback. The group must be configured to failback immediately. Using Cluster Administrator, node1 must be configured in the top of the list in the preferred node section. You must also stop and start the cluster service on node1. A manual move of the cluster is also acceptable.

8. Replace the cable to HBA-2 on node1. The multipath driver should handle two HBAs active on node1 at the same time. This should not trigger the failover of nodes. 

9. Repeat steps 1 through 6 with HBA-3 and HBA-4 on node2. 

10. Repeat steps 1 through 7, this time disabling the HBAs by using Device Manager instead of removing the cables. 

11. On RAID systems with active/active subsystem controllers (RAID systems with redundant controllers that are both active), remove the cables from HBA-1 on node1 and HBA-4 from node2. The multipath driver should failover to HBA-2 on node1 and HBA-3 on node2. 

12. On RAID systems with active/active subsystem controllers (RAID systems with redundant controllers that are both active), replace the cable to HBA-1 on node1. The multipath driver should handle two HBAs active on node1 at the same time. 

13. On RAID systems with active/active subsystem controllers (RAID systems with redundant controllers that are both active), replace the cable to HBA-4 on node2. The multipath driver should handle two HBAs active on node2 at the same time. 

To test the network switches

1. Remove the cable from switch1 to the storage system. The cluster should still function (data is flowing to storage). 

2. Replace the cable to switch1 and remove the cable from switch2 to the storage system. The cluster should still function (data is flowing to storage). 

3. Turn the power off for switch1. The cluster should still function properly. 

4. Turn the power on for switch1 and turn off the power on switch2. The cluster should still function properly. 

To test the storage system

· The addition and removal of drives (physical volumes) should not require a reboot.

Third-party multipath driver testing

Overview

This section will detail the third-party multipath driver requirements for RAID systems, procedures for testing in a cluster environment, procedures for testing a noncluster environment, and submission steps. This section is not applicable to multipath solutions that use Microsoft MPIO driver architecture.

As a prerequisite to begin this multipath testing, the applicable base RAID System tests and test procedures must be passed and completed. This testing must be completed with the multipath driver installed.

The third-party multipath driver must be unsigned.

Requirements

Drivers (such as multipath drivers) that are used for RAID systems must meet all the requirements defined in the applicable DDK, including the following:

All hardware submissions that use drivers that implement the third-party multipath driver architecture must meet the following requirements. Any exceptions to this policy will require an approved WHQL contingency:

1. The driver must comply with the current applicable Microsoft DDK requirements.

2. The driver must comply with the current applicable Microsoft WHQL "Designed for Windows" logo program requirements.

Additionally, all drivers must fully meet the WL-4 device and driver software requirements, specifically new technology requirements referring to system integrity. 

Any driver found in the field to be failing these system integrity requirements, as evidenced by Microsoft PSS Critical Situation Escalation support cases that are resolved to be hardware or associated driver issues, may be subsequently audited and failed or failed on submission.

The device and driver must adequately handle complete loss of paths such that when a path is returned, access to the storage resource returns.

If you are submitting or writing third-party multipath drivers, stay involved with Microsoft. Good communication helps us better understand your issues and prepare for and work with you on potential compatibility issues.

3. When filling out the online information characterizing the hardware, certain submission entry attributes must be entered to accurately reflect that the hardware uses third-party multipath driver architecture that differs from drivers using the  Microsoft MPIO driver architecture. 

Please refer to the Winqual users help guide for more information.

Third-party multipath submissions that are not based on MS MPIO must include text describing the function of each included driver file in the submission package Readme.

4. To be eligible to submit under the RAID System program, the manufacturer of the third-party multipath driver solution must also be the manufacturer of the physical RAID system. 

5. Multipath submissions for iSCSI RAID systems must be based on the Microsoft MPIO driver architecture. Third-party multipath solutions cannot be submitted, logo’d, or signed in iSCSI device categories. 

6. HBAs hardware cannot be submitted, logo’d, or signed using the Microsoft MPIO driver architecture or third-party multipath driver architecture. The Microsoft MPIO or third-party multipath driver cannot be an HBA product or driver oriented solution.

7. Third-party multipath solutions produced by companies that do not manufacture physical RAID systems and are not submitting a physical RAID system for base qualification logo must be submitted under the unclassified program. Each submission under the unclassified submission program requires test lead signoff.

8. Manufacturers of third-party multipath driver solutions that also manufacture the physical RAID systems and claim to work with one or more RAID subsystems not manufactured by the submitter may make submissions under the RAID system multipath program. These additional supported devices may not be listed in the product name. The additional devices must be listed as supported in the INF and submission Readme package and will require an additional multipath qualification test run. The product name of the hardware device must be included in the product name field. The multipath software name and version may also be included in the product name field.

9. The INF must properly identify all supported device types by populating the INF with the enumeration strings of each of the RAID systems supported or each of the RAID system families supported. The company making the submission must prove that the devices pass the multipath tests by running and passing tests against each supported device or each supported device family.

A complete base RAID System test must be completed against each device included in the INF, or each device which does not include a complete base RAID system test run must be part of the same RAID system family.
A scaled test procedure is available to test multiple families; see the corresponding section of the test procedure for more information. 

Please refer to the RAID system family qualification program for detailed information on “family” submissions: http://www.microsoft.com/whdc/hwtest/search/details.aspx?id=816 

Generic driver install is not supported or allowed for solutions based on the Microsoft MPIO driver architecture or third-party multipath driver solutions.

10. The INF must include appropriate keys for installation as well as uninstall. See applicable DDK for samples.

11. Driver installation and removal must use Windows-based methods, as defined in the Windows DDKs. Driver requirements include:

The driver installation program must fully use the UpdateDriverForPnpDevice API to call SetupAPI to install the product. This means for example that the INF cannot install the driver or filter driver instead of using the Microsoft Operating System API. UpdateDriverForPlugAndPlayDevices to install the driver or filter driver.

The installation of the driver must be INF-based and not exclusively setup.exe-based.

The driver must not manually populate upper filter registry keys with the setup program.

The driver cannot insert entries into the Critical Devices Database via the system registry file.

The device must function normally when in Safe mode. This requires appropriate entries in the Critical Devices Database for third-party multipath drivers.

The driver must support all ACPI functions, including hibernation. Refer to the Kernel Mode Driver Architecture\Design Guide\Power Management\Power Management Responsibilities for Drivers section of the applicable DDK for more information. 

12. Test results for RAID System device submissions can no longer be submitted for Windows 2000. To receive supported status and driver signature for Windows 2000, test results must be completed and submitted on Windows Server 2003. Please see the following announcement for further information: http://www.microsoft.com/whdc/whql/ann/ann832.mspx 

Windows Server 2003 RAID system third-party multipath driver testing

Hardware requirements

· One physical Fibre Channel, or SCSI RAID System. This is the test device. 

Note  The test RAID system may not consist of a PCI-based controller and one JBOD that are sold or cobbled together as a unit, called a RAID system. 

· Additional RAID systems will be required if additional supported devices are included in the INF and these devices are not part of the same RAID system family.

· The test system and test device must meet the hardware requirements for RAID systems specific to the OS under test. Please see the applicable RAID Systems test procedure for this information. The following are additional requirements.

· This test is only applicable to RAID system submissions and hardware; it is not applicable for HBA(s) or iSCSI RAID systems.

· Two identical logo’d HBA(s) (SCSI or Fibre Channel adapters) with WHQL-signed drivers are required for this test. If the RAID system under test is Fibre Channel and/or if the multipath solution supports Fibre Channel, one or more Fibre Channel switches that are supported for use by the manufacturer of multipath solution and the RAID system are required.

One test system with the following: 

· Minimum of four microprocessors.

Note  A system that contains two microprocessors that support Hyper-Threading can be used if Hyper-Threading is enabled. The computer must appear to the operating system to have four CPUs.

· Minimum 6 GB of RAM.

Important  Windows must report that a minimum of 5,500 MB of RAM is free and available.

· All hardware (except the test device, monitor, keyboard, mouse, and floppy disk drive) must be included on the Microsoft Windows HCL or the Microsoft Windows Catalogs.


Software requirements

The following software is required to run the RAID System MPIO tests:

· Windows Server 2003, Enterprise Edition.

· DSM drivers that are used to operate the test device. The DSM drivers must be unsigned for this test run.

· The current release of the Windows HCT kit.

Tester knowledge requirements

To run the RAID System multipath tests, the testers must know how to do the following tasks:

· Read and interpret NT-based test logs and event logs.

· Install a PCI based host bus adapter (HBA).

· Configure RAID arrays.

· Create and format logical drives.

Test system configuration

1. This procedure does not apply to iSCSI RAID System submissions. 

2. It is assumed that this test system configuration starts after RAID system testing has been completed and this system has not been changed. If this testing is beginning on a system that has not been changed since RAID system testing has been completed, start at step 6.

3. After saving any RAID system testing results via the HCT wrap process, remove and re-install the HCTs, then turn off the test system.

4. Insert two identical HBAs and physically connect them to one or more switches (a single switch must be zoned to keep each HBA in a different zone).

5. Set the switch ports to fabric mode (if necessary).

6. Connect the switch to the target RAID system using one or more connections. 

7. Install the applicable Windows Operating System onto an NTFS 18 GB partition using an add-in ATA, SCSI, or Fibre Channel boot controller on the test system. Note  If the RAID system under test supports boot and HBAs are supported by the RAID system's manufacturer that support boot, create a 40 GB logical unit on the RAID system and install the applicable Windows Operating System onto an NTFS 18 GB partition.  

8. Install any drivers or software necessary to connect to and manage the peripheral devices. Note  All drivers not associated with the test device must be signed and the devices must be on the HCL or Windows Catalogs.

9. If beginning this test procedure on this step using a test system that has not been changed since RAID system testing, wrap any previous HCT RAID system test results.

10. Remove any existing volumes on the RAID system.

11. Use the hardware RAID configuration utility for the test RAID system to create two logical units on your RAID system. It is required that the RAID levels selected for each logical unit be redundant, if supported on the RAID system, otherwise you may create two nonredundant units. Each logical unit must be a minimum of 40 GB.

12. Both HBA(s) must be able to access the same logical units (including the unit used for boot) on the RAID system, so make sure the masking is set appropriately.

13. If you are using a single switch, logically divide it using zoning so that each HBA is in a separate zone. 

14. Use the Windows Disk Management utility to set up two partitions on each RAID array: one 4 GB partition, formatted with the NTFS file system, and a second 4 GB partition, formatted with the NTFS file system.

Scaled testing procedure for running the Windows Server 2003 RAID system with third-party multipath driver tests

If multiple families as defined in the RAID system family agreement are supported with the MPIO driver under test, completing a base qualification run against each supported RAID system may be either unfeasible or time constrictive. In this case, these additional subsystems or devices should be connected. Two additional logical units should be configured on each additional RAID system supported with the multipath or MPIO driver. Additional ports or additional switches may be required; additional HBA(s) are not required.

You may run tests included in the Running the Windows Server 2003 RAID system with MPIO driver manual tests with the additional logical units configured. Any requirements within this section regarding disabling or enabling switch ports are HBA port-specific. 

Note  This does not grant base qualification or logo to these additional subsystems. This procedure does not apply to iSCSI RAID System submissions. 

Running the Windows Server 2003 RAID system with third-party multipath driver tests

The following sections are divided into the following topics:

· Installing HCT 11.2 for Windows Server 2003.

· Running the HCT 11.2 tests for Windows Server 2003.

To install the HCT 11.2 for Windows Server 2003 RAID system third-party multipath driver tests

1. Start the installation executable for the latest HCT.

2. During installation, you are prompted to select a test kit.

3. Remove any existing check boxes.

4. In the Custom Setup dialog box, expand Test Categories, expand Storage Controllers and Devices, and then click the arrow next to RAID Systems. 

5. Click This feature, and all subfeatures; install on local hard drive.
6. In the Custom Setup dialog box, expand Documentation, and click the arrow next to Documentation.

7. Click Next.
8. In the Ready to Install the Program window, click Install. A progress window appears as the HCT is installing. The Test Selection Wizard is displayed with all items selected.

9. After you start Test Manager the first time, it scans the system to detect hardware such as controllers.

10. When Test Manager is finished scanning, in the Test Selection Wizard Categories pane, click Next. In the Installed Test Categories list, select the test device.

11. Click Next. When the installation is complete, click Finish.

Running the Windows Server 2003 RAID system with third-party multipath driver manual tests

To run the ACPI Stress test

1. Start Test Manager. If Test Manager is started, start with step 2.

2. In the Test Manager window, in the available tests for selected test category pane, select ACPI Stress.

3. Click Start Tests.

4. While ACPI Stress is running perform one of the following:

a. For Fibre Channel, disable the switch port which is connected to one of the identical HBAs. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the HBA to the switch can be disconnected from the switch; or the HBA may be disabled electronically through device manager.
b. For SCSI, disable one of the HBAs using Device Manager.

5. After the test is complete, enable the previously disabled HBA by reversing the previously used disable method. 

6. Repeat the test, this time disabling the other HBA using the methods described above for each bus. After the test is complete, enable the previously disabled HBA. 

To run the Driver Verifier test

1. Start Test Manager. If Test Manager is started, start with step 2.

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select Driver Verifier.

3. Click Start Tests.

4. While Driver Verifier is running, perform one of the following:

a. For Fibre Channel, disable the switch port which is connected to one of the identical HBAs. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the HBA to the switch can be disconnected from the switch; or the HBA may be disabled electronically through device manager. 
b. For SCSI, disable one of the HBAs using Device Manager.

5. After the test is complete, enable the previously disabled HBA by reversing the previously used disable method.

6. The Driver Verifier tests may not appear in the test list if the test kit does not detect unsigned drivers. The DSM or multipath driver must be unsigned for this test run. If necessary, delete the existing signature (.cat) file for the DSM if it had been previously logo'd.

To run the Device Path Exerciser test

1. Start Test Manager. If Test Manager is started, start with step 2.

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select Device Path Exerciser.

3. Click Start Tests.

4. While Device Path Exerciser is running, perform one of the following: 

a. For Fibre Channel, disable the switch port which is connected to one of the identical HBAs. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the HBA to the switch can be disconnected from the switch; or the HBA may be disabled electronically through device manager. 
b. For SCSI, disable one of the HBAs using Device Manager.

5. After the test is complete, enable the previously disabled HBA by reversing the previously used disable method. 

6. The Device Path Exerciser tests may not appear in the test list if the test kit does not detect unsigned drivers. The DSM or multipath driver must be unsigned for this test run. If necessary, delete the existing signature (.cat) file for the DSM if it had been previously logo'd.

To run the Safe-mode boot test

1. Turn off the test system.

2. Turn on the test system.

3. When you see the message Please select an operating system to start, press F8.

4. Highlight Safe mode, press enter. 

5. After Windows completes booting, perform one of the following:

a. For Fibre Channel, disable the switch port which is connected to one of the identical HBAs. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the HBA to the switch can be disconnected from the switch; or the HBA may be disabled electronically through device manager.  
b. For SCSI, disable one of the HBAs using Device Manager.

c. Verify that the all disks connected to the storage device under test remain visible in disk administrator.

6.  After the test is complete, enable the previously disabled HBA by reversing the previously used disable method

To run the Public Import test 

1. If necessary, start Test Manager. 

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select Public Import, and then click Add Selection. 

3. Click Start Tests. 

4. Follow the instructions on the screen.

5. When the test is complete, view the test log files. 

6. Run all of the other required tests for this configuration. 

To run the Crashdump Support test 

Note  Please see the HCT release notes for information about testing issues related to this test.

1. If necessary, start Test Manager. 

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select Crashdump Support, and then click Add Selection. 

3. Click Start Tests. 

4. Follow the instructions on the screen. During testing, the system restarts several times. If autologon is not enabled or you are prompted, in the Log on to Windows dialog box, type the user name, password, and domain, and then click OK. 

5. When the test is complete, view the test log files. 

6. Run all of the other required tests for this configuration.

To run the ChkINF tests 

1. If necessary, start Test Manager. 

2. In the Test Manager window, in the Available Tests for Selected Test Category pane, select ChkINF and then click Add Selection. 

3. Click Start Tests. 

4. Follow the instructions on the screen. 

5. When the test is complete, view the test log files. 

Note  The ChkINF test may not properly detect your device if the driver is unsigned or the test did not detect your device class. Physically verify that the test has run against all your drivers by verifying the log file for this test after it is run. The test may need to be run from the unclassified category to successfully test your drivers.
When the above ACPI Stress, Driver Verifier, Device Path Exerciser, Safe-mode boot, Crashdump, Public Import, and ChkINF tests are complete, please wrap your test results and submit these logs in addition to your RAID system test logs.

Windows Server 2003 cluster storage block testing for third-party multipath drivers

Hardware requirements

The following hardware is required to run the RAID Cluster Device (now referred to as Storage Block) HCT kit:

· The test system and test device must meet the hardware requirements for Cluster Device test procedures (now referred to as Storage Block). 

Note  The test kit name and test procedures for the cluster device kit will be renamed Cluster Storage Block Device at HCT 12.1 

· Two Intel Pentium, or equivalent, test systems, each with the following: 
For Base qualification: 

· Two CPUs 

· Minimum 256 MB of RAM 

· Please see the applicable Cluster Device test procedures for this information. The following are additional requirements.

· Four identical HBA(s) (two per node) are required for this test.

· One physical Fibre Channel, or SCSI RAID System. This is the test device. 

Note  iSCSI hardware cannot be submitted under the Cluster Storage Block program.

Note  The test RAID system may not consist of a PCI-based controller and one JBOD that are sold or cobbled together as a unit, called a RAID system. 
This test procedure may be completed after completing cluster solution testing.

· A two-node cluster server (Node1 and Node2). 

· Two network switches (Switch1 and Switch2), each connected to one HBA in each cluster node. Network switches are not required for SCSI multipath solutions, but in that case the storage device must be capable of supporting four different SCSI connectors, two for each controller. 

· The RAID system must be connected to both network switches. 

· Within the RAID system, redundant subsystem-based RAID controllers should be configured in an active/passive configuration, if possible.

· All hardware (except the test device, monitor, keyboard, mouse, and floppy disk drive) must be included on the Microsoft Windows HCL or Microsoft Windows Catalogs.


Software requirements

The following software is required to run the cluster device (now referred to as Storage Block) testing for MPIO drivers HCT kit:

· Windows Server 2003, Enterprise Edition.

· DSM drivers that are used to operate the test device. The DSM drivers must be signed for this test run.

· The current release of the Windows HCT kit.


Tester knowledge requirements

To run the cluster device testing for MPIO driver testing, testers must know how to accomplish the following tasks:

· Read Windows NT-based test logs and event logs.

· Configure systems to different RAID sets.

· Create and format logical drives.

· Install Windows Server 2003, Enterprise Edition.

· Execute tasks in the Windows Disk Management utility.

· Install all hardware components of a cluster test system.

· Configure a cluster test system.


Test system configuration

Note  HCT logs are not produced by this test procedure. However, it is required that you complete this test procedure to check MPIO support on cluster storage block or cluster solutions submissions. WHQL requires that you complete this testing, because this testing may be performed if your device is audited, and if the test fails, the device will fail the audit. 

1. It is assumed that this test system configuration starts after Cluster Device test procedures (now referred to as Cluster Storage Block Device procedures) have been completed and this system has not been changed. If this testing is beginning on a system that has not been changed since Cluster Device testing has been completed, start at step 6.

2. After saving any Cluster Device testing results via the HCT wrap process, remove and re-install the HCTs, then turn off the test system.

3. Insert two identical HBAs on each system and physically connect them to the network switches. 

4. Install two HBAs in a second computer system, but do not connect to the switches or storage until after the OS and multipathing drivers have been installed.

5. Install the applicable Windows Operating System onto an NTFS 18 GB partition using an ATA controller or add-in bootable controller on both test systems.

6. Install any drivers or software necessary to connect to and manage the peripheral devices. Note  All drivers not associated with the test device must be signed and the devices must be on the HCL or Windows Catalogs.

7. Connect all HBAs to the RAID system by connecting the network switches to the RAID system. Make sure that the logical units are visible to the test system through both paths.

8. If beginning this test procedure on this step using a test system that has not been changed since RAID system testing, wrap any previous HCT RAID system test results.

9. Remove any existing volumes on the RAID system. 

10. Use the configuration utility for the RAID system to create three 10 GB RAID arrays and configure them as follows: 

If RAID 5, RAID 1, and RAID 0 are supported on the RAID system, then make disk 1 a RAID 5 array, make disk 2 a RAID 1 array, and make disk 3 a RAID 0 array. 

If only RAID 1 and RAID 0 are supported on the RAID system, then make disk 1 and disk 2 RAID 1 arrays, and make disk 3 a RAID 0 array. 

If only RAID 0 is supported on the RAID system, then make disk 1, disk 2, and disk 3 RAID 0 arrays. 

11. From computer 1, use the New Partition Wizard within Disk Management to create three 6 GB partitions. Create the first partition on disk 1, and name the partition E. Create the second partition on disk 2, and name the partition F. Create the third partition on disk 3 and name the partition G. Make all three NTFS partitions, and enable file and folder compression.

12. Restart computer 2. 

13. On computer 2, open Disk Management and verify that disks 1, 2, and 3 are formatted properly. 

14. On computer 2, name the partition on drive 1 E, name the partition on drive 2 F, and name the partition on drive 3 G.

15. Connect these HBA to the RAID system and make sure that all logical units created in step 8 are visible to these additional HBAs.

16. Follow the applicable directions per operating system in the Cluster Device test procedures (now referred to as Storage Block procedures) to setup Microsoft Clustering on both systems.

Running the Cluster Storage Block testing for third-party multipath drivers

After the Cluster Device test procedures (now referred to as Storage Block procedures) have been completed, perform all multipath testing. If the test device will be used in four-node or eight-node cluster configurations, then testing should be done on the maximum number of supported nodes.

A company submitting a cluster solution must also complete this section of the test procedure to verify that the cluster solution supports multipathing prior to indicating multipath support for the cluster submissions during the submission process. 

Important  The following test procedures should be conducted while the clients are sending data to the shared storage. This approach to testing enables the server I/O (through the clients) to be directed to every device while the tests are run. Any third-party disk stress tool such as IO Stress or HCT tool such as Disk Stress may be used (to use Disk Stress the RAID Systems test kit must be installed).  

To test the host bus adapters

1. Start Cluster Administrator.

2. Set the cluster to allow failback:

Open Cluster Administrator. 

In the Console tree, select the Groups folder. 

In the Details pane, select the appropriate group. 

From the File menu, select Properties. 

On the Failback tab, select Allow Failback and click Immediately.
3. Remove the cable from HBA-1 on node1. HBA-1 should failover to HBA-2, meaning that all disks hosted by HBA-1 should failover to HBA-2. Node1 should not failover to node2. On RAID systems with active/passive controllers, all disks may now be on HBA 2 and HBA 4.

4. Replace the cable to HBA-1 on Node1. The multipath driver should handle two HBAs active on node1 at the same time, meaning that all disks that were originally hosted by HBA-1 should return to HBA-1 (automatically or manually). 

5. Remove the cable from HBA-1 on node1. HBA-1 should failover to HBA-2, meaning that all disks hosted by HBA-1 should failover to HBA-2. Node1 should not failover to node2. On RAID Systems with active/passive controllers all disks may now be on HBA 2 and HBA 4.

6. Remove the cable from HBA-2 on node1. Node1 should failover to node2. 

7. Replace the cable to HBA-1 on node1. Node2 should failback to node1. The cluster failover policies must be set to failback. The group must be configured to failback immediately. Using cluster administrator node1 must be configured in the top of the list in the preferred node section. You must also stop and start the cluster service on node1. A manual move of the cluster is also acceptable.

8. Replace the cable to HBA-2 on node1. The multipath driver should handle two HBAs active on node1 at the same time. This should not trigger the failover of nodes. 

9. Repeat steps 1 through 6 with HBA-3 and HBA-4 on node2. 

10. Repeat steps 1 through 7, this time disabling the HBAs by using the Windows Device Manager instead of removing the cables. 

11. On RAID systems with active/active subsystem controllers (RAID systems with redundant controllers that are both active), remove the cables from HBA-1 on node1 and HBA-4 from node2. The multipath driver should failover to HBA-2 on node1 and HBA-3 on node2. 

12. On RAID systems with active/active subsystem controllers (RAID systems with redundant controllers that are both active), replace the cable to HBA-1 on node1. The multipath driver should handle two HBAs active on node1 at the same time. 

13. On RAID systems with active/active subsystem controllers (RAID systems with redundant controllers that are both active), replace the cable to HBA-4 on node2. The multipath driver should handle two HBAs active on node2 at the same time. 

To test the network switches

1. Remove the cable from switch1 to the storage system. The cluster should still function (data is flowing to storage). 

2. Replace the cable to switch1 and remove the cable from switch2 to the storage system. The cluster should still function (data is flowing to storage). 

3. Turn the power off for switch1. The cluster should still function properly. 

4. Turn the power on for switch1 and turn off the power on switch2. The cluster should still function properly. 

To test the storage system

The addition and removal of drives (physical volumes) should not require a reboot.

Qualification Program for Microsoft MPIO driver architecture iSCSI Disk (RAID Array) systems

Updated: November 2, 2004

iSCSI Disk (RAID Array) Microsoft MPIO driver test guidelines

All iSCSI Disk (RAID Array) Multipath solutions must meet the following guidelines:

1.
Multipath solutions for iSCSI must be based on the Microsoft Multipath I/O DDK (Microsoft MPIO DDK) and must use the MPIO binaries provided by Microsoft in order to qualify for the "Designed for Windows" logo. 

2.
Solutions must implement required WMI interfaces documented in the Microsoft iSCSI DDK.

3.
Microsoft MPIO Solutions/Device-Specific Modules (DSMs) must communicate through the Microsoft iSCSI Service (required even when using iSCSI Host Bus Adapters).

4.
The driver must comply with the current applicable Microsoft "Designed for Windows" logo requirements.

In addition, all drivers which use the Microsoft MPIO driver architecture must fully meet the WL-4 device and driver software requirements, specifically new technology requirements that refer to system integrity.

Any driver found in the field to be failing these system integrity requirements, as evidenced by Microsoft PSS Critical Situation Escalation cases that are resolved as hardware or associated driver issues, may subsequently be audited and failed or failed on submission.

The device and driver must adequately handle complete loss of paths such that when the path is reestablished, access to the storage resource is restored.

5.
The company submitting the hardware must have a signed Microsoft MPIO Program Agreement on file with Microsoft

Important  Contact mpiopm@microsoft.com for information on obtaining the agreement or checking its validity. The Microsoft MPIO DDK can be licensed from Microsoft at no cost.

6.
When filling online information characterizing the hardware, certain submission entry attributes must be entered to accurately reflect that the hardware uses the Microsoft MPIO driver architecture.

Important  Please refer to the Winqual users help guide for more information.

7.
To be eligible to submit under the RAID System program, the manufacturer of the Microsoft MPIO solution must also be the manufacturer of the physical RAID system. iSCSI Bridges and Unclassified MPIO solutions that claim to work with one or more RAID subsystems not manufactured by the submitter must be submitted under the unclassified program.

8.
Only the DSM driver (.sys and .inf) may be uploaded for signature when submitting a Microsoft MPIO driver solution.

Important  Submissions that include other files or Microsoft-authored files for re-signature cannot be signed and will be failed.

9.
The driver information file (INF) must properly identify all supported device types with a supported devices entry in the INF by populating MPIOSupportedDeviceList with the enumeration strings of each of the RAID systems supported or each of the RAID system families supported. The company making the submission must prove that the devices pass the MPIO tests by running and passing tests against each supported device or each supported device family.

A complete base RAID system MPIO test must be completed against each device included in the MPIOSupportedDeviceList. In the case of multiple devices that are part of the same RAID system family, at least one of the family members must pass the complete MPIO test process.

Please refer to the RAID system family qualification program for detailed information on "family" submissions: http://www.microsoft.com/whdc/whql/ann/ann816.mspx.

Generic driver solutions are not supported or allowed for solutions based on the Microsoft MPIO driver architecture or third-party multipath driver solutions. Drivers must load against explicit hardware IDs, to be enforced through proper INF construction and use of UpdateDriverForPlugAndPlayDevices. Non-PnP compliant solutions cannot be logo'd.

10.
The INF must include appropriate keys for installation as well as de-installation:

If the following line is in the INF under the [*_addreg] section, the subsequent line must be in the INF under the [*_delreg] section:

HKLM, SYSTEM\CurrentControlSet\Control\MPDEV, MPIOSupportedDeviceList, %REG_MULTI_SZ_APPEND%, *...

HKLM, SYSTEM\CurrentControlSet\Control\MPDEV, MPIOSupportedDeviceList, %REG_MULTI_SZ_DELETE%, *... 

11.
Multipath submissions for iSCSI RAID systems must be based on the Microsoft MPIO driver architecture. Third-party driver proprietary multipath solutions cannot be submitted, logo'd, or signed in these device categories. iSCSI RAID System MPIO driver submissions may not include other drivers for signature. Only the DSM driver may be submitted for signature.

12.
Host Bus Adapters (HBAs) hardware cannot be submitted, logo'd, or signed using the Microsoft MPIO driver architecture. The Microsoft MPIO driver cannot be an HBA product or driver-oriented solution. The Microsoft MPIO Program Agreement has more information about the proper use of the MPIO architecture.

13.
Driver installation and removal must use Windows-based methods, as defined in the Windows DDKs. Driver requirements include:

The driver installation program must use the UpdateDriverForPnpDevice API to call SetupAPI to install the product.

The installation of the driver must be INF-based.

The device must function normally when in Safe mode.

14.
Test results for RAID System device submissions can no longer be submitted for Windows 2000. To receive supported status and driver signature for Windows 2000, test results must be completed and submitted on Windows Server 2003. Cluster (now referred to as Storage Block) Device submissions can be submitted and tested on Windows 2000, as well as Windows Server 2003, until November 1, 2004. Please see the following announcement for further information: http://www.microsoft.com/whdc/whql/ann/ann832.mspx.

To select the correct test kits

Two test kits may be required to complete testing on iSCSI Disk (RAID Arrays) for base qualification and MPIO related testing:

1.
Out-of-Band iSCSI HCT Target Test Kit or HCT 12.0. This test kit is used to run iSCSI Disk (RAID Array) base qualification tests.

Important  The out-of-band iSCSI HCT Target Test Kit can only be used currently for testing Windows Server 2003. HCT 12.0 can only be used currently for testing the Windows XP SP2 operating system. HCT 12.1 will be released with Windows Server 2003 SP1 and will replace HCT 12.0 and the out-of-band iSCSI HCT Target Test Kit at Windows Server 2003 RTM +90 days. If your solution should be supported on Windows Server 2003, use Windows Server 2003 Enterprise Edition for testing.

2.
HCT 11.2 or the current applicable release of the Windows HCT kit. This test kit is used to run iSCSI Disk (RAID Array) MPIO-related tests.

Important  HCT 11.2 can only be used to test Windows Server 2003. HCT 12.0 can only be used to test the Windows XP SP2 operating system. HCT 12.1 will be released with Windows Server 2003 SP1 and will replace HCT 11.2 and 12.0 at Windows Server 2003 RTM +90 days. If your solution should be supported on Windows Server 2003, use Windows Server 2003 Enterprise Edition for testing.

Where to obtain test kits

· Download the iSCSI HCT Target Test Kit from: http://www.microsoft.com/downloads/details.aspx?FamilyID=63c68e7a-a435-4ca0-876a-9212b906cd83&DisplayLang=en.

· Download the current HCT from: http://www.microsoft.com/whdc/whql/device/enterprisestorage.mspx.

Hardware requirements for the iSCSI Disk (RAID Array) tests

The device or solution must pass all required tests for iSCSI Disk (RAID Arrays). For the hardware requirements, refer to the test documentation for the appropriate test kit.

Software requirements for the iSCSI Disk (RAID Array) tests

The device or solution must pass all required tests for iSCSI Disk (RAID Arrays). For the software requirements, refer to the test documentation for the appropriate test kit.

Tester knowledge requirements for the iSCSI Disk (RAID Array) tests

The device or solution must pass all required tests for iSCSI Disk (RAID Arrays). To complete these tests, refer to the test documentation for the appropriate test kit.

Running the iSCSI Disk (RAID Array) tests

The device or solution must pass all required tests for iSCSI Disk (RAID Arrays). To complete these tests, refer to the test documentation for the appropriate test kit. Do not install your Microsoft MPIO DSM on the Windows server. Use a single session/path against your iSCSI hardware RAID array/external storage device.

Hardware requirements for the iSCSI Disk (RAID Array) MPIO tests

The device or solution must pass all required tests for iSCSI Disk (RAID Arrays). For the hardware requirements, refer to the test documentation for the appropriate test kit.

The following additional hardware may be required if not present in the configuration under test

· Two 1-GB Ethernet NICs or one 1-GB Ethernet NIC and one ISCSI HBA are required in the host machine. 
· One 1-GB Ethernet Switch

Software requirements for the iSCSI Disk (RAID Array) MPIO tests

The device or solution must pass all required tests for iSCSI Disk (RAID Arrays). For the software requirements, refer to the test documentation for the appropriate test kit.

Additionally, the unsigned MPIO DSM driver must be installed and configured on the host machine.

Tester knowledge requirements for the iSCSI RAID MPIO (Disk Array) tests

The device or solution must pass all required tests for iSCSI Disk (RAID Arrays). To complete these tests, refer to the test documentation for the appropriate test kit. The standard RAID Systems HCT test kit must be selected for this testing.

To assemble the test system for iSCSI disk storage system testing 

1. Connect the switch to power and set it up as a private network.

2. Connect the test system to the switch using a 1-GB Ethernet NIC. 

3. If the iSCSI disk storage system supports Microsoft MPIO either connect a second 1-GB Ethernet NIC or an iSCSI HBA to the switch.  

4. Connect the disk storage system to the switch. 

To install the HCT for iSCSI RAID MPIO testing

1.
Start the installation executable for the appropriate HCT 11.2, 12.0, or 12.1.

2.
During installation, you are prompted to select a test kit.

3.
Remove any existing check boxes.

4.
In the Custom Setup dialog box, expand Test Categories, expand Storage Controllers and Devices, and then click the arrow next to RAID Systems. 

5.
Click This feature, and all subfeatures; install on local hard drive.

6.
In the Custom Setup dialog box, expand Documentation, and click the arrow next to Documentation.

7.
Click Next.

8.
In the Ready to Install the Program window, click Install. A progress window appears as the HCT is installing. The Test Selection Wizard is displayed with all items selected.

9.
After you start Test Manager the first time, it scans the system to detect hardware such as controllers.

10.
When Test Manager is finished scanning, in the Test Selection Wizard Categories pane, select the test device.

11.
Click Next. When the installation is complete, click Finish.

Running the iSCSI RAID (Disk Array) MPIO tests

To qualify iSCSI Disk (RAID Array) for MPIO support, the following tests must be run from the appropriate HCT kit. The Microsoft MPIO solution, including DSM, must be installed and configured.

Important  This testing must be completed after iSCSI Disk (RAID Array) testing has been completed.

ChkINF
Device Path Exerciser
Driver Verifier
Public Import

For this test scenario, the Driver Verifier test requires user intervention to force a device path failure while the test is running.

To run the ChkINF tests

1.
If necessary, start Test Manager.

2.
In the Test Manager window, in the Available Tests for Selected Test Category pane, select ChkINF and then click Add Selection.

3.
Click Start Tests.

4.
Follow the instructions on the screen.

5.
When the test is complete, view the test log files. 

Note  The ChkINF test may not properly detect your device if the driver is unsigned or the test did not detect your device class. Physically verify that the test has run against your driver by verifying the log file for this test after it has run.

To run the Device Path Exerciser test

1.
Start Test Manager. If test manager is started, start with step 2.

2.
In the Test Manager window, in the Available Tests for Selected Test Category pane, select Device Path Exerciser.

3.
Click Start Tests.

4.
While Device Path Exerciser is running, disable the switch port which the NIC is connected to. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the NIC to the switch can be disconnected from the switch; or the NIC may be disabled electronically through device manager.
5. After the test is complete, enable the previously disabled NIC by reversing the previously used disable method.

6. The Device Path Exerciser tests may not appear in the test list if the test kit does not detect unsigned drivers. The DSM or multipath driver must be unsigned for this test run.

To run the Driver Verifier test

1.
Start Test Manager. If test manager is started, start with step 2.

2.
In the Test Manager window, in the Available Tests for Selected Test Category pane, select Driver Verifier.

3.
Click Start Tests.

4.
While Driver Verifier is running, disable the switch port which the NIC is connected to. 
Important: If the switch port cannot be disabled, due to switch design, either the cable from the NIC to the switch can be disconnected from the switch; or the NIC may be disabled electronically through device manager.
5. After the test is complete, enable the previously disabled NIC by reversing the previously used disable method.

6.
The driver verifier tests may not appear in the test list if the test kit does not detect unsigned drivers. The DSM or multipath driver must be unsigned for this test run.

To run the Public Import test

1.
If necessary, start Test Manager.

2.
In the Test Manager window, in the Available Tests for Selected Test Category pane, select Public Import, and then click Add Selection.

3.
Click Start Tests.

4.
Follow the instructions on the screen.

5.
When the test is complete, view the test log files.

6.
Run all of the other required tests for this configuration.

Note  When the above Driver Verifier, Device Path Exerciser, Public Import, and ChkINF tests are complete, please wrap your test results and submit these logs in addition to your iSCSI RAID (Disk Array) test logs.

Submitting the log package

When all tests are completed, you will have two separate log files, one from the iSCSI HCT test kit and one from the HCT. You will need to package them together with a Readme file into one CAB file to be submitted.

You must have a Winqual account to submit packages. For more information, see: http://www.microsoft.com/whdc/GetStart/qualify.mspx.

To submit the log package:

1.
Sign in to http://winqual.microsoft.com and click on Submissions toward the bottom of the page or on Submissions-Create

2.
Submission Type: First-time hardware and driver test submissions (unless you are updating an existing submission)

3.
Hardware Category: -> Storage/RAID Storage

4.
Operating Systems: Check Windows Server 2003 (check Windows 2000 if you also want a signature for Windows 2000 Server)

5.
Select Contacts

6.
Detail Product:

Equipment Type = RAID System

Media Interface = iSCSI

Firmware Version = (enter the appropriate firmware version for your storage array)

Filter Driver Version = (enter N/A)

Testing Matrix

Check the box labeled, "Base-Qualification Tested (Requires base storage test logs)"

Check the box labeled, "Microsoft MPIO supported through device specific module"

Under Multipath Software Name, enter the MPIO Software Name

Under Multipath Software Version, enter the version of the MPIO Software

7.
Follow standard Winqual submission procedures and enter other information as appropriate.

FAQ

Q. Is there a multipath test procedure available for multicluster testing qualifications at the same time or in addition to Microsoft MPIO architecture or third-party multipath drivers testing?

No, Microsoft currently does not have a test for this qualification.

Q. How do I submit multipath or MPIO results to WHQL?

To submit multipath and MPIO results to WHQL, please consult the Winqual users guide.

Q: What are the top reasons for multipath drivers fail review within WHQL?

The driver installation program must fully use the UpdateDriverForPnpDevice API to call SetupAPI to install the product. This means, for example, that the INF cannot install the driver or filter driver instead of using the Microsoft Operating System API UpdateDriverForPlugAndPlayDevices to install the driver or filter driver.

The installation of the driver must be INF-based and not exclusively setup.exe-based.

The driver must not manually populate upper filter registry keys with the setup program.

The driver cannot insert entries into the Critical Devices Database via the system registry file.

The device must function normally when in Safe mode. This requires appropriate entries in the Critical Devices Database for third-party multipath drivers.

The driver must support all ACPI functions, including hibernation. Refer to the Kernel Mode Driver Architecture\Design Guide\Power Management\Power Management Responsibilities for Drivers section of the applicable DDK for more information.
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