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Introduction
This document provides the authoritative source for information about requirements for server systems that run the Microsoft® Windows Server® 2003 Datacenter Edition operating system and that are listed on the Windows Server Catalog published by Microsoft Corporation.
The focus in this document is exclusively on the hardware and test requirements for server systems running Windows Server 2003 Datacenter Edition to be part of the Datacenter High Availability Program. This document does not address licensing, support, services, or other requirements on original equipment manufacturers (OEMs).
Note: Windows Server 2003 Datacenter Edition can be preconfigured by OEMs without the Datacenter High Availability Program or installed by customers without meeting these requirements for the Datacenter High Availability Program. However, starting October 1, 2006, all references to “Windows Server 2003 Datacenter Edition” in this document refer to the requirements for the system configuration to meet the Datacenter High Availability Program requirements.
These requirements do not represent the minimum system requirements for running any version of the Microsoft Windows® family of operating systems. For information about Windows Server operating system products, see: 

http://www.microsoft.com/windowsserver/
The current version of this paper is maintained on the Web at: 
    http://www.microsoft.com/whdc/system/platform/server/datacenter/DCHCT.mspx
Supported Components
The foundation of reliable servers is reliable components. Therefore, each critical server component and device driver must pass the Windows DC Tests if it is included in a server system running Windows Server 2003 Datacenter Edition.
Applications or utilities that use kernel-mode components that do not have a Microsoft Logo Program must also be tested, but will be certified and listed under the Windows Server 2003 Certified for Datacenter Server Applications Program to be included in OEM-provided server systems running Windows Server 2003 Datacenter Edition. For testing and other requirements for independent software vendor (ISV)-supplied components, see: 

http://go.microsoft.com/fwlink/?LinkId=71686
Note that applications and utilities that do not include kernel-mode drivers need only be compatible with Windows Server 2003 to be supported by Microsoft for use on Windows Server 2003 Datacenter Edition. However, user-mode applications and utilities that have been certified for operations on Windows Server 2003 Datacenter Edition are rigorously tested for reliability and are recommended for customers who want to have the highest possible application or service availability, regardless of which version of the operating system they use.
Components Not Supported
Windows Server 2003 Datacenter Edition does not support some device or driver categories. This is typically because the technology is client-system focused, such as audio, speech, and image capture. Such devices and their associated drivers are not supported in a server system running Windows Server 2003 Datacenter Edition and should not be included in any configurations that OEMs provide.
The default operating system policy for Microsoft Windows Server 2003 Datacenter Edition is not to load any kernel-mode printer drivers. Thus, printer drivers that do require kernel-mode execution are not supported for systems running Windows Server 2003 Datacenter Edition. The policy setting helps to prevent use of such drivers.
This document might not cover future technologies or categories of devices or drivers. Microsoft reserves the right to modify this document and its requirements, as necessary, after consultation with participating OEMs, to include the requirements and standards for any new technologies, features, devices, or drivers as these apply to the Windows Server 2003 Datacenter Edition operating system.
Important: Customers are not permitted to use components that are qualified or certified for Windows Server 2003 to assemble an arbitrary Datacenter Edition configuration to be supported in the Datacenter High Availability Program. Microsoft or Microsoft partners cannot properly support this arbitrary configuration through the Datacenter High Availability Program because that configuration will not have been validated through testing.
Conventions Used in This Document
must
Indicates that the statement applies as a requirement for passing the Windows DC Tests as described in this document.
required; requirement
Indicates that the feature must be supported as defined in this document for the hardware to pass the Windows DC Tests as described in this document.
should
Indicates that the statement applies as a recommendation or implementation guideline.
Windows DC Tests; Windows DC Testing

Refers to Windows Hardware Compatibility Tests (HCT) version 12.1 for Datacenter Server or subsequent test protocols and processes as published by Microsoft and announced on the Windows Hardware Quality Labs (WHQL) Web site for Datacenter Server system testing at:

http://www.microsoft.com/whdc/whql/system/SysSrv-DataCntr.mspx
Windows Logo Program Requirement Citations
Refers to specific requirements for a system or device for the Windows Logo Program for hardware that appear in this guide in the following format:
[WLP 2: #.#] 
Logo Program requirement reference, where # represents 


a number defined in Microsoft Windows Logo Program 


System and Device Requirements, Version 2.2.1a, plus FAQs, 


available at: 


http://www.microsoft.com/whdc/winlogo/logofaq_arch.mspx
Acronyms
DCSA: Datacenter-Certified Server Application
DIV: Datacenter infrastructure vendor
EOL: end-of-life
IxV: independent vendor of hardware or software
SP: service pack
System Requirements for Datacenter Edition Systems
The following system requirements apply for server systems running Windows Server 2003 Datacenter Edition for the system to be part of the Datacenter High Availability Program.
1.
System hardware and firmware must meet Windows Logo Program 2.2 requirements.
All hardware and firmware components for which logo programs exist must, at a minimum, qualify for the “Designed for Windows Server 2003” logo, as defined in Microsoft Windows Logo Program System and Device Requirements, Version 2.2.1a, available at: 

http://www.microsoft.com/whdc/winlogo/downloads.mspx
2.
System processor and memory must meet minimum requirements for Windows Server Datacenter Edition.
The following minimum capabilities must be present:
· Minimum CPU speed of 400 megahertz (MHz) or greater.
· Support for expansion to at least two processors.
· Multiprocessor-capable system multiprocessor system that supports Advanced Configuration and Power Interface (ACPI), following these design requirements:
For x86-based or x64-based systems:
For a system in which more than one processor can be installed, the system must employ those processors symmetrically; that is, all processors must be able to access all I/O buses and system memory, and cache coherency must be maintained. The system must also comply with the ACPI 1.0b specification or later versions.
Advanced Programmable Interrupt Controller (APIC) support must comply with ACPI 1.0b by including the Multiple APIC Description Table that is defined in Section 5.2.8 of the ACPI specification.

System must follow implementation guidelines in “PCI IRQ Routing on a Multiprocessor ACPI System,” available at: 

http://www.microsoft.com/whdc/system/CEC/ACPI-MP.mspx
System must follow implementation guidelines in “Multiprocessor Systems and Processor Steppings Support,” available at: 

http://www.microsoft.com/whdc/system/CEC/SMP.mspx
For Intel Itanium-based systems:
Itanium-based multiprocessor-capable system must comply with ACPI 2.0.

The system must employ processors symmetrically; that is, all processors must be able to access all I/O buses and system memory, and cache coherency must be maintained.
An Itanium-based system must include a Multiple SAPIC Description Table that complies with ACPI 2.0.

Note: Windows Server 2003 operating systems use ACPI, and therefore compliance with MultiProcessor Specification, Version 1.4 (MPS 1.4), is not required and will not be used by any version of the 64-bit Windows operating system.
· 256-K L2 cache minimum for each processor for systems with two or more processors.
· System memory of 2 GB of RAM, expandable to at least 4 GB of RAM.
· System memory that includes error correction code (ECC) memory protection.
[WLP2: A6.4.4]
The system memory and cache must be protected with ECC memory protection. All ECC RAM that is visible to the operating system must be cacheable. The ECC hardware must have the ability to detect at least a double-bit error in one word and to correct a single-bit error in one word, where “word” means the width in bits of the memory subsystem. A detected error that cannot be corrected must result in a system fault.

Note: The lower CPU speed and memory requirements are in place so that customers who purchased early Windows 2000 Datacenter Server systems can continue to be supported for Windows Server 2003 Datacenter Edition.
3.
PCI components must meet Windows Logo Program requirements for supporting 64-bit PCI bus architecture.
PCI adapters must be able to address the full physical address space on a 64-bit platform. [WLP2: A.6.4.1]
· All PCI adapters must function properly on a system that supports more than 4 GB of memory.
On x86, x64, and Itanium-based systems that provide support for more than 4 GB of system memory, all 32-bit and 64-bit PCI adapters in the system must be able to function properly. In addition, certain classes of adapters—such as those on the primary data path where the majority of network and storage I/O occurs—must also be able to address the full physical address space of the platform.
For 32-bit PCI adapters that will be used on the primary data path, this means that the adapter must be able to support the PCI dual address cycle (DAC) command.
Note: 10/100 Ethernet adapters and embedded 10/100 Ethernet devices do not need to support DAC; however, such devices must still function properly in these systems even if they do not implement DAC support. Any other 32-bit devices that do not support DAC and are configured on the same 32-bit PCI bus must not interfere with the ability of the devices that support DAC to address all of the memory.

All 32-bit PCI buses, host bridges, and PCI-to-PCI bridges must support DAC.
· System designers must address special considerations when using legacy devices, adapters, and bridges in systems that provide support for more than 4 GB of memory.
For information about how the Windows Server Datacenter Edition operating system behaves when a non-DAC–capable bus is detected on a system that supports more than 4 GB of memory, see ”Physical Address Extension - PAE Memory and Windows,” available at: 

http://www.microsoft.com/whdc/system/platform/server/PAE/PAEdrv.mspx
For storage devices, at a minimum, this includes adapters that are implemented in or designed as primary storage components, such as RAID, Fibre Channel, high-speed SCSI, Multipath I/O (MPIO), and so on. See:
RAID FAQ at http://www.microsoft.com/whdc/winlogo/logofaq_arch.mspx #ECFAC [WLP2: B10.9]
B10.10 Fiber Channel FAQ at http://www.microsoft.com/whdc/winlogo/logofaq_arch.mspx#ENKAC  [WLP2: B10.10]
For network devices, at a minimum, this includes adapters that are implemented in or designed as high-speed network adapters, such as Gb Ethernet and Gb+, asynchronous transfer mode (ATM), Fiber Distributed Data Interface (FDDI), and so on. The exceptions to this requirement are 10/100 Ethernet adapters and embedded 10/100 Ethernet devices.
All network and storage components must qualify in a large-memory environment to be included in a server system that is running Windows Server 2003 Datacenter Edition. For more information, see the Windows Driver Kit (WDK) and the guidelines at: 
http://www.microsoft.com/whdc/system/platform/server/PAE/default.mspx
For Intel Itanium-based systems, all mentions of /PAE and /NOLOWMEM can be ignored. However, the test system for Itanium-based submissions must meet the 2P, 8‑GB requirement.
For x64-based systems, all mentions of /PAE and /NOLOWMEM can be ignored. However, the test system for x64-based system submissions must meet the 2P, 6‑GB requirement.
4.
Datacenter Edition system must meet minimum power supply requirements.
These requirements include the following:
· The system must include power supply protection that uses N+1 (extra unit).
The system overvoltage/undervoltage protection and power supply switch-over circuitry should be able to regulate according to the system load. For each voltage used in the system, the output voltages of the redundant power supplies should be within the range of values that can guarantee the proper operation of the system, no matter which supply is active. Power-supply switch-over should occur swiftly enough to maintain normal server system operation.

· The system must allow for the replacement of the module (or modules) that constitute its source of power by a qualified individual in the field. The system must implement hot-swapping capabilities for power supply replacement and power supply redundancy.

· The system must allow for the replacement of the fan (or fans) by a qualified individual in the field. Hot-swap fans must be implemented to maximize server up time.
5.
Storage subsystem and RAID subsystem must meet system requirements for Windows Server 2003 Datacenter Edition.
These requirements include the following:

· The server must include a SCSI host controller or Fibre Channel adapter that meets Windows Logo Program requirements.
The SCSI host adapter can be a card that plugs into the system’s expansion bus, such as a PCI card, or it can be designed directly into the system board set. The host controller must support PCI bus mastering, with bus mastering enabled by default. 
[WLP2: B10.3]
A server that implements Fibre Channel as the storage connection is not required to also provide SCSI capabilities. Windows Logo Program requirements for Fibre Channel are defined in the FAQ at:
http://www.microsoft.com/whdc/winlogo/logofaq_arch.mspx#ENKAC
Note: Advanced Technology Attachment (ATA) devices can be used only as operating system disks (boot, system, and paging), although RAID controllers are recommended. ATA drives that are connected to an ATA controller must not be used for application data, although the application executable files can be installed on ATA drives. 
[WLP2: A6.4.6]
· The server must support multiple hard drives.
· The server must include a RAID storage subsystem with adequate storage capacity.

An intelligent RAID controller—where the controller itself has the capability to run the array management software locally rather than simply executing disk accesses for host-based array software—provides the benefit of reduced demands on the host processor or processors, thereby freeing those computing resources and allowing their use by other tasks. The intelligent RAID controller can be internal to the server chassis or within an external drive enclosure.

The RAID subsystem must meet Windows Logo Program requirements as defined in the FAQ at:
http://www.microsoft.com/whdc/winlogo/logofaq_arch.mspx#ECFAC 

The server system must support at least one of the following: RAID 1, RAID 5, or RAID 10.
RAID 1 and RAID 1/0 are recommended. RAID 5 is also acceptable. RAID 0 (for enhanced performance but no added reliability) is optional.

Notification of a failed drive must be provided by the disk subsystem, with notification sent to the system administrator.

The RAID subsystem must support automatic replacement of a failed drive by a standby disk and must rebuild lost data without interfering with system operations.

The RAID subsystem must support manual replacement of a failed drive without shutting down or halting the system. The subsystem must also allow lost data to be rebuilt without interfering with system operations beyond some decreased performance of drive array access.

The RAID subsystem must able to handle sufficient amounts of disk storage to fulfill the needs of the targeted usage model for that server. These needs will vary based on the storage-intensive nature of the server’s tasks.

6.
Datacenter Edition system must provide failure-alert indicators.
Alert indicators should be provided that indicate hard failure. In addition to visual alerting mechanisms, a design can also provide software alerts such as paging, fax, or e-mail notifications.
· The following are required sources of alert indicators for hard failures for systems running Windows Server 2003 Datacenter Edition:
Cooling fan malfunction, including system fans and power supply fans

System and processor over-temperature

Power supply over-temperature (if implemented)

Disk drive error

N+1 power module failure (if N+1 power solution is implemented) 
Recommended: These sources of alert indicators for hard failures are recommended for all servers:

- Chassis cover open (intrusion)
- Nonmaskable interrupt (NMI), processor internal error, and time-out of watchdog timer
- Processor power failure

· A hot-swappable drive must have a local indicator that shows which drive or drives are ready for replacement, facilitating the servicing process and improving reliability by reducing possible errors.
This indicator should be on the drive chassis, not on the screen. The device’s “eject” signal can be used to activate a replacement indicator. Designers can choose to use existing light-emitting diodes (LEDs) for dual purposes to fulfill this requirement, but the LED display should clearly show when a drive is ready for removal, as opposed to other information that the display would normally provide.
For systems with multiple drives, an individual replacement indicator should be physically associated with each hot-swappable drive slot.
· The server system must include alert indicators for imminence of failure.
Alert indicators that indicate informative failure are required for servers running Windows Server 2003 Datacenter Edition. The hard failure and informative failure indicators cannot be on simultaneously. In addition to visual alerting mechanisms, the system design can also provide software alerts such as paging, fax, or e-mail notifications.

The following are required sources of alert indicators for imminent failures for systems running Windows Server 2003 Datacenter Edition:
Abnormal temperature of processor or inside chassis

AC power line failure (operated by uninterruptible power source [UPS], if present)
7.
All kernel-mode components must be digitally signed.
In a Datacenter Edition system, all kernel-mode and software drivers with logo programs must be digitally signed for Windows Server 2003. 
[WLP2: A1.3.1]
With Datacenter High Availability Program systems, system vendors must integrate adapters, utilities, or other components from third parties. OEMs can include any adapter or kernel-level utilities that are supported as defined in this document.
If a kernel driver must run any utilities or applications, then the driver must be installed and active (that is, loaded in memory, in the system during testing. Only the kernel driver must be installed and tested. No application or utility testing is required because that is already accomplished by either WHQL or VeriTest.
For Windows Server 2003 Datacenter Edition, the server system provided to the end-customer must contain the signed driver and the corresponding operating system version that is used during testing.
Important: See up-to-date digital signature information on the Web at: 

http://www.microsoft.com/whdc/winlogo/drvsign/drvsign.mspx
OEM Testing Requirements
This section discussions the issues and requirements for OEM testing of Datacenter Server systems for submission to the program.
Server systems can support dozens of I/O adapters and their associated drivers. Large computer system designs are moving to modular building blocks based on n processor blocks (typically, four CPUs), with or without attendant memory and I/O, for both cache coherent Non-Uniform Memory Access (ccNUMA) and symmetric multiprocessing (SMP) architectures.
Because any conflict among I/O adapters requires correction, it is expected that for testing purposes an OEM will create one large configuration of all customer-requested I/O adapters. Logically, if no conflicts exist among the complete set of components, then any subset of those components also has no conflicts. Therefore, subsets of the large configuration will be fully supported
Similarly, non-hardware-specific drivers should not conflict with any others on the system. Again, any conflict among drivers of any kind requires resolution to prevent reliability or functionality issues for customers. Thus, it should be possible to load all drivers of every category onto a single system for testing. As with I/O adapters, subsets of these driver configurations will be fully supported.
Some kernel-mode components bind to a specific hardware resource, such as backup device drivers that use tape drives. For purposes of OEM configuration validation testing in such cases, it might be necessary to provide separate physical devices to which each driver can bind.
As a result of testing submissions that use these large OEM configurations, customers might find only one or a few specific configurations listed on the OEM Web site, none of which is identical to the configuration that the customer might have. However, subsets of these listed configurations are fully supported.
Therefore, the OEM should be able to support all customers with one or a few superset configurations, excluding new submissions that represent system changes. For more information, see "OEM Configuration Change Retest Matrix," later in this document.
Requirements for Initial OEM Submissions. The process for creating initial submissions is as follows:
· Use components that are qualified, supported, or certified under the Windows Logo Program.
· For new model submissions, test with the Windows DC Tests. This includes:

Windows HCT 12.1 for Datacenter Server or subsequent test protocols and processes as provided by WHQL.
Tests for Windows Server 2003 Datacenter Edition server qualification for the Datacenter High Availability Program, with maximum supported CPUs and RAM installed.
· At a minimum, ensure that the initial system configuration that is submitted also includes the following programs or utilities that the OEM plans to support:
Multipath I/O for the storage channel.
Load-balancing and fail-over (teaming) Network Driver Interface Specification (NDIS) for the network channel.
Geographic cluster solution drivers.
· Submit test results and logs for the initial system and meet all other requirements for a WHQL system submission, for subsequent catalog listing of the models by Microsoft. For submission details, see the WHQL information at: 

http://www.microsoft.com/whdc/whql/system/SysSrv-DataCntr.mspx
· Create one or more superset configurations that include all kernel-mode components that the configurations will support.
· After the superset configurations have passed WHQL testing, list derivative subset configurations that are based on those superset configurations on the OEM’s Web site, localized as desired by the OEM.
EOL Replacement versus New Component Issues. The superset configurations might occasionally require modification if a component in a configuration is EOL. As long as the new IxV-provided component that replaces the EOL component is qualified or certified for Windows Server Datacenter Edition replacement is acceptable. However, the addition of a completely new kernel-mode component requires testing of the related superset configuration. System component changes that require initial or update retesting by the OEM are described in "OEM Configuration Change Retest Matrix," later in this document.
OEM Testing Configuration Conditions. OEMs must ensure that no conflict exists between any components used in a superset configuration. The configuration must meet the following conditions:
· The system boots without errors being reported in system event or boot logs.
· Device Manager reports no errors or conflicts, no shadow devices, and so on.
· The operation of all components in aggregate functions as expected. No errors are reported, and no unexpected behavior occurs—that is, no program ends or pauses unexpectedly.
· The system shuts down without errors or unexpected behaviors, and all applications and utilities shut down without displaying alerts or pop-up windows, and no user intervention is required.
Any conflicts or unexpected behaviors should be reported to Microsoft and the involved vendors for resolution.
Note: All Windows DC Testing—including initial tests, updates, and SPs—should occur with the crashdump option set to kernel.
DIV Testing Requirements
DIVs also have requirements and standards that they must meet for customers in relation to server systems that are running Windows Server 2003 Datacenter Edition with the Datacenter High Availability Program. These requirements are as follows:
· Use devices and drivers that are qualified, supported, or certified for Windows Server 2003 Datacenter Edition server systems.
· Pass tests for Windows Server 2003 Datacenter Edition server system qualification with all DIV-provided devices and drivers installed and active—that is, the drivers must be loaded in memory during system testing.
· Submit Windows DC Testing update test results and logs and meet all other requirements for a system submission to WHQL for subsequent catalog listing by Microsoft. For details, see the WHQL information at: 

http://www.microsoft.com/whdc/whql/system/SysSrv-DataCntr.mspx
The DIV can then list the configuration on its Web site, localized as desired.
For information about the DIV program, see: 

http://go.microsoft.com/fwlink/?LinkId=71684
Ongoing Requirements for OEMs and Third Parties
A business-critical system that runs Windows Server 2003 Datacenter Edition with the Datacenter High Availability Program is made up of many components, with many contributing vendors, including:
· IHVs providing adapters that connect the computer system to the network or storage.
· IxVs providing utilities that run in the Windows kernel address space to provide file system, storage, or security capabilities.
· The OEM who tests, validates, and supports the final configuration.
· Enterprise storage vendors who provide persistent data storage with highly available connectivity.
· ISVs whose products might have functionality that can be enabled only by using kernel code.
· Solution providers or system integrators who must ensure that the hardware, operating system, and application availability meet customer needs.
This cooperative effort requires that all parties meet certain standards to provide the high reliability that is necessary for mission-critical systems. In addition, the standards and programs must also address the life cycle of the system and all the changes that will occur over time.
It is important that flexibility be maintained so that the customers can respond to any changes in the business environment or circumstances. Taken as a whole, the complete solution stack must provide the level of reliability and availability that enterprise customers require for the initial deployment and also the flexibility that is required to change the configuration—such as when a hotfix is required—to continue mission-critical operations over time.
Note: The ability of a customer to respond to change does not constitute permission to significantly change the qualified configuration that the OEM provided. For example, it is permissible for customers to apply hotfixes to components already validated in their OEM configuration for fixes that come from the OEM, Microsoft, or IxVs. However, Microsoft and the OEM are not required to support kernel components that do not meet Datacenter High Availability Program qualification or certification standards, or even a combination of qualified or certified components that have not been tested and validated as a system configuration.
The following section provides an overview of vendors’ responsibilities regarding change control. Although typically considered part of Windows DC Tests, change control is vital to the long-term reliability and availability of the customer’s total Windows Server 2003 Datacenter Edition solution. The following policies cover the test requirements for both hardware and software to include hotfixes, SPs, hardware upgrades, and operating system version upgrades.
Ongoing Processes and Responsibilities
This section summarizes processes and responsibilities for Windows Server 2003 Datacenter Edition with the High Availability Program.
OEM Responsibilities for Ongoing Testing
OEMs who deliver Windows Server 2003 Datacenter Edition with Datacenter High Availability Program solutions are responsible for ongoing testing over the lifetime of the system configuration and must:
· Ensure that systems maintain cluster rolling upgrade support with their products for:
Operating system version upgrades, such as Windows 2000 to Windows Server 2003.

Operating system updates, such as Windows Server 2003 Datacenter Edition SP1, to Windows Server 2003 Datacenter Edition SP2.
· Test or retest system changes as required by the Windows DC Tests as detailed in "Major System Hardware Upgrades" and in "OEM Configuration Change Retest Matrix," later in this document.
· Submit those tests results for review, or provide them on request, to Microsoft as specified in the "OEM Configuration Change Retest Matrix," later in this document.
· Publish the resulting configurations for Windows Server 2003 Datacenter Edition until the configuration is announced as being EOL, to include updates that are required for SP releases and update testing.
· Participate in the security roll-up pack (SRP) beta, test for reliable operations of their product with the SRP, and confirm this testing in an e‑mail message to Microsoft.
· Participate in the SP beta, test for reliable operations of their product with the SP, and confirm this testing in an e‑mail message to Microsoft.
· Complete Supported and Windows DC Tests update submission testing within 210 days from release of the next version of Windows Server Datacenter Edition.
The only exception is if the server system was publicly declared EOL 6 months before release of the following version of the operating system.
DIV Responsibilities for Ongoing Testing
DIVs are also responsible for ongoing testing over the lifetime of the systems with which their products are integrated and must:
· Ensure that systems maintain cluster rolling upgrade support with their products for:
Operating system version upgrades, such as Windows 2000 to Windows Server 2003
Operating system updates, such as Windows Server 2003 Datacenter Edition SP1, to Windows Server 2003 Datacenter Edition SP2.
The DIV must maintain the components in system configurations for Windows Server 2003 Datacenter Edition until the systems are announced as being EOL. This includes updates that are required for SP releases and update testing as outlined in this document.
· Participate in the SRP beta, test for reliable operations of their product with the SRP, and confirm this testing in an e‑mail message to Microsoft.
· Participate in all SP betas, test for reliable operations of their product with the SP, and confirm this testing in an e‑mail message to Microsoft.
· Agree to retest the initially submitted product that contains the DIV’s configuration with the update test for Windows Server 2003 Datacenter Edition qualification at each SP. This retest must occur within 60 days after the OEM has passed the SP/update test and has been listed on the OEM’s respective Web site. Thereafter, the DIV will list their derivative configuration on their respective Web site.
· Submit those tests results for review or provide test results upon request to Microsoft as specified in the "Infrastructure Vendor Configuration Change Test Matrix," later in this paper.
· Following the release of the next version of Windows Server Datacenter Edition complete Windows DC Tests update submission testing within 60 days after the OEM completes Windows DC Tests update submission testing. The only exception is if the DIV product was declared EOL.
For information about the DIV program, see:

http://go.microsoft.com/fwlink/?LinkId=71684
ISV Responsibilities for Ongoing Testing
For details about Windows Server 2003 Datacenter Edition application certification testing and requirements for the Datacenter High Availability Program, see Application Support and Certification on Windows Server 2003: Frequently Asked Questions at: 

http://www.microsoft.com/windowsserver2003/partners/isvs/cfwfaq.mspx
Hotfixes or QFEs for Windows Server 2003 Datacenter Edition
Server systems running Windows Server 2003 Datacenter Edition are often strictly managed from the standpoint of installing updates or enhancements and making other changes. These management restrictions occur for reasons such as the customer having a service-level agreement with an OEM or another party. Because of this, it is necessary to specify retest requirements for systems and drivers, to mitigate the risk of change and possible decrease in reliability.
Hotfixes and Support
Windows Server 2003 Datacenter Edition customers occasionally require hotfixes. However, it is expected that these will be infrequent and uncommon occurrences. Hotfixes should be applied only if customers are actually experiencing problems, with some critical exceptions as explained in this section.
Hotfixes should not be applied in a preventive manner, except in cases where it is clear that the customer needs them, based on known issues that the customer is likely—not just possibly—to encounter. Otherwise, if a customer’s system running Windows Server 2003 Datacenter Edition is not exhibiting signs of a failure that is resolved by a hotfix, then OEMs, ISVs, and IxVs should not recommend that the customer install the hotfix.
Definition of Critical Hotfixes
Critical hotfixes can be defined as those hotfixes that affect the following situations:
· Data is at risk of being corrupted.
· Data is at risk of being lost.
· Security is at risk of being compromised on the system.
· System crashes that are repeatable (same failure occurs) and occur regularly.
· System hangs that are regular (same criteria as for crashes) and—if the Dump Switch, Service Processor, or Secure Admin Console is used to create a crash—the dump file indicates a common cause, which would qualify as repeatable.
· System performance is at an unacceptable level, such as data transfers taking hours instead of minutes.
· The customer might have a system usage or configuration that is very similar to customers who have experienced one of these problems.
For hotfixes that Microsoft considers critical or recommends, see: 

http://update.microsoft.com/microsoftupdate
If a hotfix is required for a Windows Server 2003 Datacenter Edition customer, whether it is from an IxV, the OEM, or Microsoft, the hotfix provider must perform specific testing as defined in these documents:
· This Catalog Criteria document
· The Windows Server 2003 Application Certification document
OEMs and DIVs are not required to perform further testing.
After testing requirements are met, Microsoft will support OEMs, IxVs, and their customers if the fix is provided by the OEM, IxV, or Microsoft. For emergency hotfixes, see "Emergency Hotfixes and Testing Requirements," later in this document.
Note: There is no intent to prevent customers from installing unsigned or untested drivers if their business needs dictate. This is an action under the control of the customer, although doing so might reduce system reliability, make it more difficult for Microsoft and OEMs to support the system, and affect any existing service level agreements (SLAs).
Microsoft-Supplied Hotfixes and OEM Test Requirements
Microsoft will test all quick fix engineering (QFE) for systems running Windows Server 2003 Datacenter Edition in accordance with policies before distributing them through Windows Update or other processes. The OEM or DIV is not required to test the hotfix further and is not required to create a new configuration for the hotfixed system.
IHV- and ISV-Supplied Hotfixes and OEM Test Requirements
Windows Server 2003 Datacenter Edition IxVs (including OEMs and DIVs in that capacity) will test all QFEs in accordance with policies outlined on the WHQL Web site, before submitting to Windows Update. ISVs will test all QFEs in accordance with policies outlined in Application Support and Certification on Windows Server 2003: Frequently Asked Questions. For more information, see: 

http://www.microsoft.com/windowsserver2003/partners/isvs/cfwfaq.mspx
The OEM or DIV is not required to test the hotfix further and is not required to create a new configuration for the hotfixed system.
Vendor Batch Testing of Changes
This section applies for OEMs, DIVs, and IxVs for Windows Server 2003 Datacenter Edition.
Assuming that some number of bugs have been reported and fixed on systems that are not running Windows Server 2003 Datacenter Edition and a bug that is affecting a Windows Server 2003 Datacenter Edition customer occurs and is reported, there must be some method for the vendor to provide these fixes to the Windows Server 2003 Datacenter Edition customer. All those bug fixes (not feature or functionality enhancements) can be aggregated and tested for the required period, then submitted, and a signature provided. This aggregated fix can then be delivered to the customer as the resolution to a specific problem. This is possible because all of the fixes have been tested together and not singly as in the hotfixes cases discussed in the previous section.
If no other bugs are open, the DIV, IxV, ISV, or OEM must deliver just that resolution alone in a timely and responsive manner after testing to the appropriate level as described in this document.
Emergency Hotfixes and Testing Requirements
Rarely, a customer will need a fix immediately, even without the delay that was incurred from update testing. In general, it can be better for customer availability to “work around” the problem instead of requiring that an untested kernel component be installed. Because the provided file might be unsigned, the customer will be notified in a pop-up window of that fact when the kernel component is installed.
In all these cases, even if a hotfix is immediately required and testing cannot be accomplished before delivery to the customer, the responsible party should immediately perform the testing to ensure the stability of the system. The driver should be submitted to Windows Update, if appropriate, only after this testing has occurred.
For general guidance, see "Hotfixes or QFEs for Windows Server 2003 Datacenter Edition" earlier in this document.
IxVs and Windows Server Datacenter Driver Distribution
Windows Server 2003 Datacenter Edition driver IxVs should inform OEMs about releasing modified or hotfixed versions of their products that include kernel component changes to Windows Server 2003 Datacenter Edition customers.
Windows Update and Datacenter Server Systems
The Windows Update functionality consists of the following major components:
· Device Manager
· System applet in Control Panel
· Windows Update Web site
· Microsoft Support site for all downloads
With Device Manager, it is not possible to add arbitrary adapters to the system and automatically have Device Manager download a device driver. This prevents accidental addition of an untested component to the server system by someone who has physical access and permissions to modify the system.
The Automatic Updates tab in the System applet in Control Panel allows the administrator to set the policy for connecting to the Windows Update site (whether that is the Microsoft site or a corporate internal site), downloading fixes, and applying them. The best option is to use the Notification Setting of Turn off automatic updating to prevent accidental download of arbitrary fixes.
The Microsoft-provided Windows Update site has a catalog that is specific to Windows Server 2003 Datacenter Edition, which lists both supported and tested operating system and device driver QFEs, but excludes device driver categories that are not supported by Windows Server 2003 Datacenter Edition. The Windows Update site contains all critical security fixes and other high-demand QFEs.
The Microsoft Download site, with all publicly available QFEs, is accessible to Windows Server 2003 Datacenter Edition customers. As described earlier in the hotfix guidelines, customers are strongly encouraged to use the criteria and conditions in deciding which fixes to apply.
These capabilities are enabled by the Microsoft Update.exe program, which customers can use to install Microsoft QFEs, security QFEs, and SRPs.
The Update.exe program blocks installation of SPs for OEM-installed systems that are also part of the Datacenter High Availability Program. As described earlier, OEMs or DIVs are contractually obligated to retest their base configurations at each SP to ensure an integrated package that is tested, reliable, and available to Windows Server 2003 Datacenter Edition customers. Also, SPs are not an emergency need on the part of a customer, whereas QFEs and SRPs might be.
For Volume Licensed installations of Windows Server 2003 Datacenter Edition and for OEM installations that are not part of the Datacenter High Availability Support Program, Update.exe also blocks SP installs. However, these customers can unblock their systems by using the procedure that is outlined in Knowledge Base article 555259. For more information, see: 

http://support.microsoft.com/kb/555259/en-us
Windows Service Packs and Security Roll-up Packs
Service Packs and General Requirements
Windows Server 2003 Datacenter Edition vendors (IxVs, DIVs and OEMs) must retest their products at SP milestones by using the relevant Windows Hardware Compatibility Test IxVs must retest within 90 days of release of the SP by Microsoft. OEMs and DIVs must update and retest their products within 180 days of release of the SP by Microsoft. This serves the customer need to have high confidence that application of an operating system SP will not cause a subsequent failure due to some incompatibility with a driver that is not included in the Windows Server 2003 product.
Windows Server 2003 Datacenter Edition vendors must participate in the SP beta program to ensure that no problems that require SP or vendor product changes are encountered before SP release to manufacturing (RTM).
Beta Testing Requirements for Service Packs. SP betas must be tested to help ensure customer satisfaction with the vendor’s products. Customers, Datacenter Driver IxVs, DIVs, and OEMs can all expect to benefit from this program. Customers should gain greater reliability, availability, and reduced downtime costs. Vendors should gain lower support and service costs.
 Beta testing requirements for SPs include the following:
· The vendor must be included in the SP beta list.
This is by nomination only, which requires the vendor to contact Microsoft through the technical account manager (TAM) or business development manager (BDM) and request inclusion in the SP beta program.
· Test the SP release candidate with the vendor’s respective products on appropriate server systems or configurations of systems running Windows Server 2003 Datacenter Edition.

· Provide bug reports and feedback to Microsoft if problems occur among the SP, third-party products, and the vendor’s products and configurations. This allows changes to be made before the final SP release.

· Indicate agreement, in an e‑mail message to Microsoft, that the SP is of high quality and operates correctly with the vendor’s products and supported configurations, at the time of the final release candidate (RC) for the SP. Vendors should send an e‑mail message to the SP beta alias.

Customer Application of the SP. When the next SP is released, customers are strongly encouraged to apply the SP at the next scheduled downtime if they have a hotfix installed on their system that is running Windows Server 2003 Datacenter Edition. This appears to counter the earlier statements, but the rationale is as follows:
· If a customer calls with a problem later, any vendor—Microsoft included—might not be able to do further work on an older version of the file or fix. This is because fixes are cumulative in the QFE source tree of files. Hence, an older version of a fix or file might no longer exist and therefore cannot be fixed.
· Microsoft and the IxVs, OEMs, and DIVs will have fully validated the available SP.
Important: Upgrading just a file or component from an SP (the next SP or the latest SP) is harmful to system reliability and is not supported. All files within an SP are compiled and tested as a unit and should therefore be applied only as a unit (the complete SP).
Customers are not required to upgrade to a new Windows SP upon its release. However, if resolution of a reported problem requires code changes, those changes might require upgrading to the latest SP as a prerequisite to installing the fix.
Windows Server 2003 Datacenter Edition configurations for earlier SPs are still valid and supported.
OEMs, ISVs, and IxVs who do not provide test results in response to SPs within the prescribed time periods night incur increased support costs and attendant customer dissatisfaction if customers encounter any unforeseen interactions between their product and changes made in the operating system at the SP (such as to increase security). As a last resort, vendors can have the Windows Server 2003 Datacenter Edition qualifier or entry for their catalog entries removed.
Security Roll-up Packs, and General Requirements
Customer Application of SRPs. Windows Server 2003 Datacenter Edition customers are encouraged to apply Microsoft SRPs to maintain the highest possible level of system security. The reasons to apply the SRP after applying one or more other security related fixes are the following:
· The SRP has been fully tested as an integrated package.
· If a customer calls at a later time about a problem with a specific security hotfix, Microsoft might not be able to do further work on an old version of the fix. Because fixes to operating system files that were changed for security reasons are cumulative, the source code for an older version of a fix might no longer exist and therefore cannot be changed in an isolated fashion.
Note: All older QFEs remain posted if it is necessary to apply or reapply to a system that does not have the following SRP installed.
· Because SRPs are tested as a unit, they should be applied only as an integrated package, and application of only part of an SRP is unsupported.
· To be supported, customers are not required to upgrade to new Windows SRPs.
OEMs are not required to perform Windows DC Test update testing because all of the changes are specific to Microsoft-provided code and have been extensively tested. However, it is not possible for Microsoft to test all possible applications and services that third parties provide for interaction with these security fixes. Therefore, customers must notify their OEM or DIV of their intent to install the SRP and coordinate with their utility and application vendors to assess the risk of installation.
Beta Testing Requirements for SRPs. The purpose of participating in SRP beta testing is to increase customer satisfaction with the vendor’s products. SRP beta testing means that the vendor must:
· Be included in the SRP beta list. This is by nomination only, which requires that the vendor (OEM, IxV, or DIV) contact Microsoft through their TAM or BDM and request inclusion in the related beta program.
· Complete appropriate testing of the SRP beta with the vendor’s respective products on configurations of systems running Windows Server 2003 Datacenter Edition. The OEM is not required to submit a Windows DC Testing update submission to WHQL.
· Provide bug reports and feedback to Microsoft if any problems occur between the SRP and the vendor’s products. This allows changes to be made before the SRP final release.
· Indicate agreement, in an e‑mail message from the vendor to the SRP beta alias at Microsoft, whether the SRP is of high quality and operates correctly with the vendor’s products at the time of the final Windows RC for the SRP. 
OEM Testing for Service Packs
OEMs must have a base platform that has been fully tested and meets all other requirements as described in this document and the Windows DC Tests.
The process for SP update testing is as follows:
1.
The system has already passed or meets all Windows DC Testing requirements, including:

Windows Server 2003 Server HCT, or subsequent test protocols and processes
Windows DC Tests, or subsequent test protocols and processes
Windows Logo Program testing, and other requirements as described in this document
2.
The OEM then runs the Windows Server HCT test on its superset configurations (or subsequent test protocols and processes). This helps ensure that any changed IHV and ISV products plus the SP itself function together reliably, so customers can then migrate forward with confidence that all integration and interoperability issues have already been resolved through the OEM testing.
3.
The OEM then indicates on its Web site that the configurations have passed SP update testing and are supported, which can be localized as desired.
4.
Customers who purchase server systems with Windows Server 2003 Datacenter Edition and who have kept current with their support or maintenance subscription are provided with the end-user deliverables as specified in the OEM license agreement regarding SPs.
DIV Testing for Service Packs
DIVs must have a base platform that has been fully tested and meets all other requirements as described in this document and the Windows DC Tests.
The process for SP update testing by DIVs is as follows:
1.
The system must have passed or met all requirements for the following:
Windows Server 2003 Server HCT, or subsequent test protocols and processes
Windows DC Tests
Windows Logo Program and other requirements as defined in this document
2.
After the OEM has passed the testing described in the previous section and has been listed on the catalog, the DIV has 60 days in which to complete SP testing.
The DIV testing helps ensure that customers can migrate forward with confidence that all integration and interoperability issues have been resolved through the DIV testing.
3.
The DIV then lists the configuration with the indicated updated SP on its Web site, which can be localized as desired.
Major Software Upgrade Testing
Version Upgrades of Datacenter Edition Systems
To allow customers to upgrade already installed and operational systems that run Windows Server 2003 Datacenter Edition to the next version of the operating system, OEMs are responsible for the following:
· Supported Program
Vendors can submit test results for the supported program for any Datacenter Edition system that has passed or does pass the Server HCT for Windows Server 2003 (or any subsequent system test that Microsoft provides), beginning at the final RC for Windows Server Code Name “Longhorn” operating system.
This program will continue for a period of time (to be determined) after the final release of Windows Server “Longhorn.”
Server systems that meet the requirements, pass the tests, and are submitted for this program will be listed on the Windows Catalog Web site and identified as supported for Windows Server “Longhorn.”
Beginning with the final RC of Windows Server “Longhorn,” OEMs and IHVs must use the Windows Server “Longhorn” device tests for all system components that have logo programs. The vendor must run the tests and then submit those results to the Winqual submission site on the Web.
Vendors must select a check box on the Winqual submission site, indicating that this is a supported submission.
The OEM must provide the previous Windows Server 2003 System Submission ID and pass the tests that are required for Supported listing.
For more information, see Windows Logo Program Requirements V. 3.0 at: 
http://www.microsoft.com/whdc/winlogo/WLP30.mspx
· Windows Logo Program
Datacenter Editions systems that vendors are able to qualify for the Windows Server Code Name “Longhorn” logo must meet all the requirements for that logo and must pass all relevant tests for WHQL submission and subsequent listing in the Windows Catalog.
For more information, see Windows Logo Program Requirements V. 3.0 at: 
http://www.microsoft.com/whdc/winlogo/WLP30.mspx
Systems that have passed only the Windows Server Supported Server HCT (or subsequent test protocols and processes) will appear in the Windows Server Catalog with the Supported qualifier, but not with the logo.
Customers must have maintained their support subscription to receive the next version of Windows Server Datacenter Edition. To become current, the customer who has not done so can pay the lapsed, intervening support subscription fees. Customers might be required to maintain their maintenance subscription to receive SPs for Windows Server Datacenter Edition. To become current, the customer who has not done so can pay the lapsed, intervening maintenance subscription fees.
OEMs and DIVs have 210 days from the release of the next version of Windows Server Datacenter Edition in which to complete all Windows DC Test update testing for previously purchased systems that run the earlier version of Windows Server Datacenter Edition. This applies to the immediately previous operating system version and not to earlier operating system versions. For example, for any systems that were previously delivered to customers with Windows 2000 Datacenter Server installed, an OEM or DIV must test for Windows Server 2003 Datacenter Edition, but the OEM is not required to test systems that were initially delivered for Microsoft Windows NT® 4.0 Server, Enterprise Edition.
An OEM can require that a customer update the hardware platform to update the operating system. In fact, this will benefit the customer because the update will have numerous fixes that can improve system reliability and availability.
Major System Hardware Upgrades
Generally, major system upgrades consist of major processor, memory, or I/O changes. For example:
· x86-based to x64-based, or Intel Pentium 4 to Pentium Xeon.
· An increase in the maximum number of processors.
· An increase to the maximum amount of RAM that the system supports.
· An increase in the maximum number of supported I/O buses.
· An increase in the clock speed of the processors.
For details, see "OEM Configuration Change Retest Matrix," later in this document.
Windows Server 2003 Datacenter Edition systems must meet Windows DC Testing update requirements as defined by WHQL in relation to the changes that are listed in this section. Requirements are published in the WHQL Policies, available at: 

http://www.microsoft.com/whdc/whql/policies/default.mspx
OEM Configuration Change Retest Matrix
This document refers to changes to a configuration several times. Generally speaking, change requires some level of retest and resubmission. However, IxVs and OEMs will make some changes of a minor nature to hardware components as part of the normal life cycle of the hardware.
Any change to the system for purposes of enabling new functionality or improving performance requires initial testing and submission to Microsoft.
Changes that are not described in earlier sections of this document or that are not made for the purpose of new functionality of improving performance levels do not require initial retesting for Windows DC Testing purposes, but might instead require update testing. Requirements for initial versus upgrade testing are described in the following table.
The following table applies to Windows DC Testing requirements only. WHQL requirements for Server system testing still apply.
OEM Configuration Change Retest Matrix – Windows Server 2003 Datacenter Edition
	Item changed
	Description of change
	Windows DC Test3 requirements
	Logs or test results submission 

	Windows Server 2003 Datacenter Edition operating system
	New versions
	Yes:
· Test of superset configurations by OEM for sys​tems previ​ously Windows DC Testqualified
· Server Supported test appropriate to the operating system version  
	Submit Windows DC Test results to WHQL

	Windows Server 2003 Datacenter Edition operating system
	SRPs, Microsoft or IxV-provided QFEs
	None
	None

	Windows Server 2003 Datacenter Edition operating system
	SPs
	Yes 
	· No requirement for RC test logs
· SP release logs and tests results required only if specifically requested by Microsoft 

	System
	Model change or reseller
	None 
	None 

	System
	New model
	Yes
	Submit Windows DC Test results to WHQL

	System
	Change to BIOS, Extensible Firmware Interface (EFI), system abstraction layer (SAL), or operating system settings or behavior that does not enable new functionality or improved performance 
	None
	None

	System1
	Change to BIOS, EFI, SAL, or operating sys​tem settings or behavior to enable new functionality or improved performance 
	Yes
	Submit Windows DC Test results to WHQL

	Processor1
	Type change 
	Yes
	Submit Windows DC Test results to WHQL

	Processor1- related buses
	Speed change 
	Yes
	Submit Windows DC Test results to WHQL 

	Processor
	Speed change 
	None
	None

	Processor 
	Stepping
	None
	None

	Processor
	Increase number
	Yes
	Submission of Windows DC Test results to WHQL

	Memory
	Maximum size increase
	Yes
	Submit Windows DC Test results to WHQL

	PCI or accelerated graphics port (AGP) bus
	Type change 
	Yes
	Submit Windows DC Test results to WHQL

	PCI or AGP slots
	Number change
	None
	None

	PCI bridge adapter
	QFE or other changes
	None
	None

	OEM hardware abstraction layer (HAL)
	New functionality that does not include support for changes such as PCI bus, SAL, BIOS, inter​connect, CPU buses, and so on, that would cause a test to be required
	Yes 
	Test results required only if specifically requested by Microsoft

	OEM HAL
	QFE change
	None
	None

	Interconnect2
	Physical or logical layer change for QFE purposes
	None 
	None

	Interconnect
	Physical or logical layer change for new functionality or perfor​mance improvement 
	Yes
	Submit Windows DC Test results to WHQL

	Device or driver
	Adapter and associated driver change for QFE purposes
	None
	None

	Device or driver
	Adapter and associated driver major-version change involving new features or functionality
	Yes 
	None

	1) 
Change to BIOS, EFI, SAL, or operating system settings or behavior to enable new functionality or improved performance might typically occur for new models of systems. However, on systems that are designed to have long life spans (five years or more), it is possible that the system will have no model change (as defined in the operating system license) but will in fact have new or different functionality.
2) 
Interconnect means any company proprietary or industry standard (such as InfiniBand) that is a non-bus-based connection between the major components (including without limitation processors, memory, and input/output components) of a computer system.
3)
“Windows DC Test” refers to Windows HCT 12.1 for Datacenter Servers, or subsequent test protocols and processes.


Qualified Configuration Information
Configuration as published by the OEM
	Component
	Configuration details

	Hardware system
	· Chipset and version
· Firmware and version
· BIOS or EFI version
· PCI 33/32, or 33/64, or 66/64, or PCI-X, or PCI-Express 

	Processors
	· Number of CPUs
· CPU type
· CPU MHz 

	Adapters 
	All adapter listings must include information on manufacturer, model, BIOS, firmware, and driver versions.
· Network: 
1.

2.

3.

4.

· Storage: 
1.
2.
3.
4.
· Other adapters
1. Video, if provided.
2. WinSock Direct or proprietary interconnect, if provided by the OEM.
3. Service processor or management adapter, if provided by the OEM.
4. Wide area network (WAN) adapter, if provided by the OEM.

	Software
	All listings must include information on software publisher, product, and version.
· Utilities:
Antivirus
Firewall
Backup
Security
Remote disk mirroring
Quota management
Encryption
Management
Third-party redirector
Remote control
Distributed lock
Cache enhancement
· Applications with Kernel Drivers:
1.

2.

3.

4.



Infrastructure Vendor Configuration Change Test Matrix
Windows Server Datacenter Edition
	Item changed
	Description of change
	Windows DC Tests required1
	Logs or test results submission for EQP
[or provision requirements]

	Windows Server 2003 Datacenter Edition operating system
	New versions
	Yes
	Submit Windows DC Test results to WHQL 

	Windows Server 2003 Datacenter Edition operating system
	SPs
	Yes
	Only if specifically requested by Microsoft

	Storage subsystem
	New model 
	Yes
	Submit Windows DC Test results to WHQL 

	Storage subsystem
	Change to storage subsystem settings or behavior to enable new functionality or improved performance 
	Yes
	Only if specifically requested by Microsoft 

	Device or driver 
	Adapter and associated driver major-version change involving new features or functionality 
	Yes
	Only if specifically requested by Microsoft

	1)
“Windows DC Test” refers to Windows HCT 12.1 for Datacenter Servers, or subsequent test protocols and processes.


DIV-Qualified Configuration Information
	Component
	Configuration details

	Hardware system
	Manufacturer and model of OEM-qualified system configuration 

	Company-provided or approved peripheral components
	Model and version 

	Company-provided or approved adapters
	Model, BIOS, firmware, and driver versions

	Company-provided software
	Product name and version


Windows DC Test Support Commitment
Initial Windows DC Test submissions must be run with servers that meet the requirements that are defined in this document. Configuration update test results can be submitted for up to five years by using the original Windows Server 2003 Datacenter Edition operating system version that was installed during the initial submission.
The Windows DC Tests can be used as configuration update tests for Windows Server 2003 Datacenter Edition. Tests should be run with the current version of the Windows DC Tests.
If the server hardware does not support a requirement in the current version of this document, vendors can request an exception to the requirement.
DIV Program information
http://go.microsoft.com/fwlink/?LinkId=71684
OEM and DIV partner information
http://go.microsoft.com/fwlink/?LinkId=71687
Application Certification Program requirements
http://go.microsoft.com/fwlink/?LinkId=71686
List of application vendors who meet Certification requirements
http://www.veritest.com/lionbridge/en-US/services/outsourced-testing/product-certification-programs/microsoft/Certified-for-Windows/default.htm
The Windows Server 2003 Datacenter Edition SI/SP Program is not discussed in detail in this document, except as it interacts with the Windows DC Tests. Links to information about this program will be available at:

http://go.microsoft.com/fwlink/?LinkId=71689
Resources for Catalog Criteria for Datacenter Servers
This section provides a list of Microsoft resources to help you build hardware that meets the Windows logo requirements and the criteria for the “Datacenter Program” Catalog.
References

Windows Logo Program Web site
http://www.microsoft.com/whdc/winlogo/default.mspx
Feedback on logo requirements
logofb@microsoft.com
Windows Logo Program News
Sign up at http://www.microsoft.com/whdc/newsreq.mspx
WHQL Testing Information
http://www.microsoft.com/whdc/whql/default.mspx
Knowledge Base
http://support.microsoft.com/
Microsoft Technical Security Notification Service
http://www.microsoft.com/technet/security/bulletin/notify.mspx
Definitions
company system
A company’s computer system products that: 
(i) use Windows Server 2003 Datacenter Edition as their operating system, and 
(ii) either act as a single server in a client/server environment or can be partitioned at the hardware level to function as one or more separate servers in a client/server environment. 
Note: Item (ii) above does not apply to computer system products that act as a server cluster in a client/server environment. A company system includes any required hardware, firmware, or drivers that are included in such a company system.
company system configuration
A specific combination of required hardware, firmware, and/or drivers: 
(i) that the company actually ships to its customers as a company system, 
(ii) to which the company includes a reference on the company Web site as a company system, and 
(iii) for which the company provides customer support. 
A company system configuration can be the initial configuration, the superset configuration, or any derivative subset thereof of the superset configuration. The subset can include without limitation, the number of CPUs, amount of RAM, hardware, and drivers.
company Web site
The company’s main Web site on the Internet.
customer
A third party that has purchased or leased a company system with a qualified configuration, and which system uses Windows Server 2003 Datacenter Edition as its operating system.
drivers
Various software applications that are required for a company system configuration to work with Windows Server Datacenter Edition (such as printer drivers, network drivers, and so on). Drivers includes both those software applications that interface directly with devices such as network adapters or storage adapters and those that do not such as antivirus, firewall, backup, encryption, storage management, and other utilities and applications that operate in the operating system kernel space.
initial configuration
The combination of hardware, firmware, and drivers for a company system that includes the maximum number of CPUs that the company system supports, the maximum amount of RAM that the company system supports, and the minimum number of other hardware, firmware, and driver components that are required to pass the initial test, as specified in the WHQL Test Specification dated March 2005, available at:

http://www.microsoft.com/whdc/whql/resources/specs.mspx
initial test
The initial test on a company system configuration as applicable to Windows Server 2003 Datacenter Edition, as specified in the WHQL Test Specification dated March 2005, available at:

http://www.microsoft.com/whdc/whql/resources/specs.mspx
The initial test is described for HCT 12.1.01 tests, available at:

http://www.microsoft.com/whdc/devtools/HCT12.mspx
qualified configuration information
The information that is required to describe a particular qualified configuration, as posted and maintained by a company on the company Web site.
superset configuration
The combination of hardware, firmware, and drivers for a company system that includes: 
(i) the initial configuration for a company system, and 
(ii) the maximum number of additional hardware devices and drivers of any kind that can be incorporated into the initial configuration and successfully tested simultaneously by using the update test; provided, however, that no more than one of any such hardware device or driver must be included in the superset configuration. A superset configuration must be tested with the largest number of CPUs and highest amount of RAM that the computer system can support.
system configurations files
The files that: 
(i) are created upon the successful completion of an initial test or update test, and 
(ii) specify the exact hardware and software configuration of the company system configuration as specified in the WHQL Test Specification dated March 2005, available at:

http://www.microsoft.com/whdc/whql/resources/specs.mspx
test kit
The Windows DC Tests, which are provided in the applicable test kit for Windows Server 2003 Datacenter Edition (that is, initial test or update test) as available from the WHQL Web site.
test logs
The encrypted files that are created by the test kit upon the successful completion of an initial test or an update test.
update test
The applicable test for company systems that ship with Windows Server Datacenter Edition that have been updated to include additional company system configurations after completing the initial test. The update tests are described in the HCT 12.1.01 tests, available at:

http://www.microsoft.com/whdc/devtools/HCT12.mspx
The update test is also used for configuration validation of superset configurations, SP testing of superset configurations, when the configurations change due to addition of a new device and driver, when the system HAL is changed for enhanced functionality or performance, and other reasons that have to do with major system changes.
WHQL
Microsoft Windows Hardware Quality Labs
WHQL Web site
The Web site at: http://www.microsoft.com/whdc/whql/default.mspx 
(or such successor Web site as Microsoft might specify).
Windows Catalog information
For each qualified configuration, the information that is required for online submission for the Windows Catalog List, as maintained on the Winqual Web site at:

https://winqual.microsoft.com/
Windows Catalog List
The Microsoft Windows Catalog List that is published by or for Microsoft and is available at: 

http://www.windowsservercatalog.com/
Windows Server 2003 Datacenter Edition
The Microsoft Windows Server 2003 Datacenter Edition and any successor versions thereof, that can be covered under the Datacenter High Availability Program.
Windows DC Tests; Windows DC Testing

Windows Hardware Compatibility Tests (HCT) version 12.1 for Datacenter Server or subsequent test protocols and processes as published by Microsoft and announced on the Windows Hardware Quality Labs (WHQL) Web site for Datacenter Server system testing at:

http://www.microsoft.com/whdc/whql/system/SysSrv-DataCntr.mspx
October 15, 2006  MICROSOFT CONFIDENTIAL - NOT APPROVED FOR EXTERNAL RELEASE
© 2002-2006 Microsoft Corporation. All rights reserved.


[image: image1.png]