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Introduction 

This document provides the authoritative source for information about requirements for server systems that run the Microsoft® Windows® Datacenter Server 2003 or Windows Enterprise Server 2003 operating system and that qualify for the "Fault Tolerant" designation on the Windows Hardware Compatibility List (HCL) published by Microsoft Corporation. 

A fault-tolerant (FT) server system is any server that implements FT technologies covering all components of the system. This document discusses FT server systems that run the Windows Server 2003 operating system and the related requirements for testing under the Windows Server 2003 Hardware Compatibility Test (HCT) and the Fault-Tolerant Server HCT. An FT system that passes this set of HCT testing qualifies to be listed as "Fault Tolerant" on the Windows Server HCL. 

Support for fault tolerance in Windows provides customers with a compatible FT solution for the Windows Server product family. Fault-tolerant support in Windows and the Fault-Tolerant Server HCT are explicitly targeted to the server market segment concerned with hardware fault tolerance and the lowest possible downtime. Examples of industry segments interested in such capabilities are critical industrial process control, financial organizations of all kinds, public safety such as 911 emergency and telecommunications. 

To qualify as a fault-tolerant system running Windows Server 2003, the FT system must pass the standard Windows Server 2003 HCT to qualify for the "Designed for Windows Server 2003" logo. The FT system must also pass the Fault-Tolerant Server HCT. The testing focus in the Fault-Tolerant Server HCT ensures that the fault-tolerant functionality of an FT system is robust and reliable. Customers who purchase FT systems running Windows Server 2003 will know that they are receiving a highly reliable configuration that has been rigorously tested for both Windows and fault-tolerant capabilities. 

The requirements described in this document are in addition to the minimum system requirements for running any version of the Windows Server 2003 family of operating systems. 

Note: In this document, the terms “FT server” and “FT system” are used specifically to refer to fault-tolerant server systems running Windows Server 2003.
Fault-Tolerant Server Systems

Fault tolerance in server systems is accomplished by creating a fully redundant set of systems so that no hardware failure of any component causes a perceived outage on the part of network-connected client systems. The FT set must consist of at least two systems.

An FT set is analogous to RAID 1 for hard drives. In the simplest terms, an FT set is a mirrored set of computer systems with exactly the same system state at any time across all the systems. There is no "extra" performance gain from the additional memory, processor or I/O resources in an FT set, just as there is no additional storage when two hard drives are mirrored. The user of an FT system sees a single system, just as the user of a RAID 1 array sees a single hard drive image. If one part of the FT set fails, the users or connected clients can continue to operate without interruption, just as when a mirrored drive fails, a user can continue to operate on the remaining functional drive.

At a functional level, an FT system has complete hardware fault tolerance designed into the hardware implementation— that is, the system can survive any failure of any hardware component such as CPU, I/O bus, RAM, and so on. A system that has fault tolerance designed into only one component—for example, a system that has fault-tolerant RAM (mirrored or striped), such that multi-bit memory errors do not cause a system failure—does not qualify as an FT system. 

Fault-tolerant systems running Windows Server 2003 products (referred to as “FT systems” in this document) will be available only through OEM channels for the following reasons:

· FT systems require substantial system hardware, adapter and device driver support that are not available in the general system and adapter market. 

· Vendors must be Hardware Abstraction Layer (HAL) Licensees and must provide an “FT enabled” HAL for use with their systems. 

· Vendors must be willing to do the extra testing required to qualify their FT systems by passing the Fault-Tolerant Server HCT. 

This testing assures the customer that the FT technologies employed by the vendor have been tested and work with Windows Server 2003 products. In all other respects, an FT system will function identically to similarly equipped systems running Windows Server 2003. 
Note: Requirements for clustering are specified in Chapter 24, "Cluster Test Specification," of the Windows Hardware Quality Labs Test Specification, available at http://www.microsoft.com/whdc/whql/resources/specs.mspx. 

Fault-Tolerant Support in Windows

An FT system implementation for Windows must be able to run a minimum of two (2) identical and synchronized instances of the Windows operating system. 

Windows support for fault tolerance implementation is accomplished by Memory Mirroring Support (MMS) functionality in Windows Datacenter Server 2003 and Windows Enterprise Server 2003. Only Windows Datacenter Server 2003 and Windows Enterprise Server 2003 systems that use MMS technology and that have passed the Fault-Tolerant Server HCT will be supported by Microsoft. 

MMS allows a "broken" FT set (perhaps caused by some transient or permanent hardware failure in one of the systems) to be resynchronized very rapidly. This rapid resynchronization reduces the time during which the FT set is not available for client system use, often to just a few seconds. Resynchronization time is intended to be shorter than network timeouts, thus preventing client systems from even detecting the period when the FT set is not available or visible on the network. This allows a broken FT set to be repaired at almost any time, typically as soon as the hardware failure has been identified and the failing component has been replaced. 

MMS functionality in the kernel operates on the memory pages with the values of Valid, Transition, Standby, Modified, Free, and Zeroed in the following fashion. The memory manager tries to copy all pages in system except for pages with a value of "Valid," and leaves as few pages in the “Valid” or “Active” state as possible (by trimming all the running processes’ working sets). The memory manager will also copy pages with the values of Free and Zeroed to prevent any problem with speculative CPU accesses.

There is no user or application interface provided by Microsoft for the MMS functionality because it requires substantial system hardware, adapter, and device driver support that are not available in the general system and adapter market. This support can only be provided by OEMs building FT systems; they are responsible for exposing this functionality to users.

Because there are multiple copies of the system images, Administrator security context is required to utilize the OEM-provided interfaces, and all actions taken by the operating system relating to memory mirroring utilize that calling process’ context. 
To qualify as a Windows Datacenter Server, an FT system must be capable of supporting at least eight processors, although it can ship with fewer than eight. (A typical FT configuration is two sets of four processors, for a total minimum capability of eight processors. Other configurations are possible.) FT systems that do not meet the scalability requirements of the Windows Datacenter Server Program will have Windows Enterprise Server 2003 installed instead. 

For information about Windows Datacenter Server 2003 and Windows Enterprise Server 2003 operating system products, see http://www.microsoft.com/windowsserver2003/default.mspx.

Fault-Tolerant Systems and the Windows Logo Program

Fault-tolerant hardware intended to run Windows must meet the requirements defined in the current “Designed for Windows Server” logo program for hardware. Specific requirements depend on what operating system the server will run when it is released to market.

All FT systems must pass the tests required for the "Designed for Windows Server 2003" hardware logo program. This testing can be performed before or in parallel with testing with other HCTs such as the Fault-Tolerant Server HCT, Windows Datacenter HCT, or Windows Cluster HCT. 

Fault-Tolerant Server HCT. The Fault-Tolerant Server HCT qualifies systems as "Fault Tolerant" on the Windows Server HCL. Systems that qualify for this designation have been thoroughly tested and proven to work correctly with Windows Server 2003 products while functioning as fault-tolerant systems. 

FT systems that do not pass the Fault-Tolerant Server HCT (for example, due to client network timeout issues) will not be listed as "Fault Tolerant" on the Windows Server HCL. 

Fault-Tolerant Server HCT and other Windows Server HCTs. Passing the Fault-Tolerant Server HCT does not confer any other HCT qualification, such as the Cluster HCT or the Datacenter HCT., although many FT systems can meet the requirements and pass the tests for other HCT programs. However, an FT system does not need to meet the requirements or pass the tests of these other programs to be listed as "Fault Tolerant" on the Windows Server HCL. 

Note: Requirements for Datacenter servers are defined in HCL Criteria for Datacenter Servers, which is available at http://www.microsoft.com/whdc/system/platform/server/datacenter/DCHCT.mspx.

Conventions Used in This Document

FT system

In this document, refers specifically to fault-tolerant server systems running the Windows Server 2003 operating system.

Must

Indicates that the statement applies as a requirement for passing the HCT testing as described in this document.

Required; Requirement

Indicates that the feature must be supported as defined in this document for the hardware to pass testing as described in this document.

Should
Indicates that the statement applies as a recommendation or implementation guideline.

Windows Logo Program requirement citations

Specific requirements for a general, system, or device are defined for the Windows Logo Program for hardware using this format:

	WL-# 
	General Logo Program requirement, where # represents a number defined in Chapter 2 of Windows Logo Requirements 2.0

	WL-A#.#.# 
	Logo Program requirement for PC or server systems, where # represents a number defined in Appendix A of Windows Logo Requirements 2.0

	WL-B#.#.# 
	Logo Program requirement for devices and buses, where # represents a number defined in Appendix B of Windows Logo Requirements 2.0



Server Design Guide v.3.0 cross references

These references indicate the implementation guidelines for servers or related peripherals. For any particular reference citation within these requirements, the entire text guideline applies, as documented in Hardware Design Guide Version 3.0 for Microsoft Windows 2000 Server. 

These citations are in the following format, where #### indicates the server design guide item number:

	SDG3:####
	
	


System Requirements for the Fault-Tolerant Server HCL

The Windows Server HCL lists only FT systems that have passed the Fault-Tolerant Server HCT to qualify as FT systems. Devices that are components of an FT system are not listed separately, for the following reasons: 

· Unlike components of systems that qualify for the more general “Designed for Windows Server” logo program, individual hardware components and drivers for an FT system have been modified for fault tolerance. Without the underlying hardware platform, such adapters and drivers would add no value to a non-FT system.

· Adapters and drivers that are not designed for fault tolerance cannot be expected to function correctly in an FT system. This means that an FT system cannot be assembled from components. Any such system would not be supported by Microsoft Product Support Services.

Devices that are part of an FT system, such as video adapters and drivers, network adapters and drivers, storage adapters and drivers, and so on, must also pass the Windows HCT that is appropriate for that component. 

The requirements in this section address related requirements and issues for FT servers.

1.
FT Server complies with MMS Specification and Windows Server 2003 HAL kit

For FT systems with Windows Enterprise Server 2003 or Windows Datacenter Server 2003 installed and using the MMS functionality, all OEM requirements and the MMS interfaces are documented in the MMS Specification, v. 1.51, and the interfaces are included in the Windows HAL Kit. These documents and specifications are available to OEM and HAL Kit licensees. 

The following provides a brief summary of those requirements:

· Logging/Eventing. The feature must log each system fault-tolerant state transition. That is, an OEM must provide performance libraries (perflibs) or WMI functionality that will allow an administrator to monitor the occurrence and progress of any mirror event, initiated either automatically or manually.

· Error Messages. All error messages provided by the OEM must comply with globalization and localization requirements as documented in the current Windows DDK and Microsoft Platform SDK.  
· Hardware Diagnostic Tools. These will be the responsibility of the vendor, because an FT system can use any of several technologies to achieve fault tolerance.

· Recovery from Corruption or Error Conditions. OEMs must ensure that if the resynchronization process fails, but the system is still responsive, the system does not bring the unsynchronized components back in to service; there would be a divergence between the two images, and thus no actual fault tolerance to any later failure. 
Note that the memory mirroring functionality can not suspend itself (wait on an event) while waiting for completion interrupt from some device, such as interconnect or network hardware. However, the memory mirroring operation can be executed as often as needed, without requiring a system reboot, but only in a serial fashion. This is because the resynchronization must be atomic in nature, which prevents the memory mirroring process from being re-entrant. Note that executing the memory mirroring process multiple times would almost certainly cause network connected clients to fail the connection. 

It is also recommended that OEMs implement a hardware watchdog, which is a device that requires a signal every 30–60 seconds to detect mirror resynchronization failure that would cause the system to stop responding... If the watchdog device does not receive the signal, it fires an NMI in order to reboot the system. The resulting crash and last event in the log (example “Start Mirroring” for systems not supporting MMS) should be adequate to determine the general source of the failure. OEMs should implement this watchdog timer support using the method described in the Server Appliance Kit, available at http://www.microsoft.com/downloads/release.asp?ReleaseID=32417 
· User Assistance Issues. Each OEM is responsible for providing context-sensitive help for the drivers, GUI, and command line interface (CLI), as well as any required usage documentation. The Windows Datacenter Server 2003 and Windows Enterprise Server 2003 documentation set has a short conceptual explanation for the general feature of MMS and FT, and will direct the user to OEM-provided documentation for details. 

2.
FT server meets Windows Logo Program 2.0 requirements.

All hardware and firmware components must, at a minimum, qualify for the “Designed for Windows Server 2003” logo, as defined in Microsoft Windows Logo Program System and Device Requirements, Version 2.0. For information, see http://www.microsoft.com/winlogo/hardware/server-req.asp
Design guidelines for Windows Server 2003 systems are provided in Hardware Design Guide for Microsoft Windows 2000 Server, Version 3.0, coauthored by Intel Corporation and Microsoft Corporation. Specifically, see the design guidelines for “Enterprise class servers” in Hardware Design Guide 3.0. 
3.
FT server running Windows Datacenter Server 2003 meets Windows HCL criteria for Datacenter servers

For information on the HCL criteria for Windows Datacenter Server 2003s, see the documentation on the Microsoft web site at http://www.microsoft.com/whdc/system/platform/server/datacenter/DCHCT.mspx

4.
FT server that supports MSCS must pass Cluster HCT testing

FT systems are not required to support Microsoft Cluster Service (MSCS). However, an FT system that supports clustering must pass the Cluster HCT for Windows Enterprise Server 2003 and Windows Datacenter Server 2003.

FT systems that have completed the cluster testing will be listed on the Cluster HCL. The requirements for cluster testing remain unchanged for qualifying clusters composed of FT systems. These requirements are specified in Chapter 24, "Cluster Test Specification," of the Windows Hardware Quality Labs Test Specification, available at http://www.microsoft.com/whdc/whql/resources/specs.mspx. This will be updated for future versions of Windows.

5.
Any custom HAL provided on the system passes the Microsoft HAL HCT tests 

OEMs for FT systems will be required to provide custom HALs for use on their systems in those cases where the Microsoft-provided HAL does not enable some functionality of the hardware platform and system. 

If the OEM does provide a custom HAL, that HAL must be tested with the WHQL HAL Test Kit and be digitally signed. If a HAL is revised, it must be tested with the HAL Test Kit and submitted to WHQL for signature. 

6.
FT server meets Windows Logo Program requirements for supporting 64-bit PCI bus architecture

Any x86-based FT system that supports more than 4 GB of physical memory must either support 32-bit DAC or provide native support for 64-bit I/O buses. PCI adapters must be able to address the full physical address space on a 64-bit platform. All 32-bit PCI buses, host bridges, PCI-to-PCI bridges, and any 32-bit PCI adapters used on the primary data path must support the PCI Dual Address Cycle (DAC) command, with the exception of 10/100 Ethernet devices. 

For x64-based systems, all mentions of /PAE and /NOLOWMEM can be ignored. However, the test system for x64-based system submissions must still meet the 4P, 8 GB requirement.
[WL-A.6.4.1; WL-B2.5.5.2; SDG3:30]

See also "Testing with PAE" in Appendix A of this document.

7.
All kernel-mode components are digitally signed

All kernel-mode and software drivers (except drivers for which there is no “Designed for Windows” logo program) must be tested with Driver Verifier and must be digitally signed by Microsoft.
[WL-4; WL-1.3.4]

Vendors should also work closely with their customers to understand what software drivers are used and to ensure that these drivers function correctly in relation to mirror or resynchronization events. Customers who want to modify the system's base configuration after purchase from the FT-server OEM should be strongly encouraged to contact the OEM about related testing and driver-signing issues.

8.
FT server meets all HCT testing, beta testing, and retesting requirements

The HCT testing requirements for FT servers will be provided in the Windows Server 2003 HCT. For a preview of HCT testing issues for FT servers, see Appendix A in this document.

FT systems must be retested for each Microsoft Windows Service Pack supported by the vendor. OEMs designing FT systems must participate in the ongoing Service Pack beta programs and agree to sign off, in email, that there are no negative impacts on their systems or on customers from the upcoming Service Pack. Upgrading to a new Service Pack should be done after the customer has reviewed their requirements and system availability with their system partners. 

Fault-Tolerant Server HCT Testing Note:

Each FT-server vendor must write a DLL ("Oemdll.dll") that responds to Mmtest.exe requests to cause system component failures and passes those requests to vendor-provided device drivers for actual execution. This forces a subsequent image resynchronization by whatever implementation the FT-server vendor uses. The system components that can be used to force a simulated failure are CPU(s) or RAM, and I/O (PCI bus or other). 

An FT-server vendor might also write an optional "Oem.sys" device driver for Fault-Tolerant Server HCT testing purposes. Such a driver would actually cause the simulated failure to occur and trigger a subsequent image re-synchronization by whatever means the FT-server vendor decides to use. As for the Oem.dll, the system components that can be used to force a simulated failure are CPU(s) or RAM, and I/O (PCI bus or other).

The Mmtest.exe and Oemdll.dll tools are strictly for qualification testing purposes; they have no other use. The Oem.sys device driver is required for qualification testing purposes only when the driver is necessary to trigger a simulated failure for Fault-Tolerant Server HCT testing. OEMs building FT systems should provide other methods for customers to force a failure, and then resynchronize images as part of their FT functionality.

For more information, see “OEMDLL.DLL Requirements” under the “Fault Tolerant Server” topic in the Windows Hardware Compatibility Test Kit 11.0 documentation, which is provided with the Windows HCT Test Kit, Version 11.0.

Production and Operations for FT Server OEMs

This section describes performance requirements for beta testing, Service Pack and hotfix distribution, hardware upgrades, and required support.

The keys to installing and maintaining FT systems running Windows Server 2003 are good initial planning, operating procedures, and change control. Before installing an FT system, customers and their vendors should do the following:

· Identify workloads and servers to be run with Windows.

· Determine the specific hardware configuration for these Windows servers.

· Identify QFE, SRP, and Service Pack plans and policies.

After the configuration has been identified, customers should work with their system supplier to purchase an FT system listed on the Windows Server HCL. These listings will be available after the release to market (RTM) of the Windows Server 2003 family of operating systems at http://www.microsoft.com/whdc/whql/default.mspx.

Beta Testing Participation

OEMs submitting FT systems must participate in the Beta program for each Microsoft Windows Service Pack and provide the required Beta program feedback to Microsoft about the suitability and quality of the Service Pack. 

Windows Hotfixes and Service Packs 

Customers with FT systems should follow the guidelines and policies for installing hotfixes and Service Packs as described in this section.

Important: OEMs should recommend to their customers that hotfixes be installed only to resolve a problem that is actually occurring. Exceptions are described in this section.

FT systems with Windows Enterprise Server 2003 installed will have the standard Windows Update functionality of any other Enterprise Server system. 

FT systems with Windows Datacenter Server 2003 installed will have the Windows Update functionality of non-Fault Tolerant Windows Datacenter Server 2003. For details, see HCL Criteria for Datacenter Servers at http://www.microsoft.com/whdc/system/platform/server/datacenter/DCHCT.mspx. 

Windows Update requires that the OEMs offering FT systems use methods to prevent accidental "updates" to specially-written drivers. Therefore, OEMs building FT systems must not have drivers with the same file name as the driver provided by Microsoft or the IHV involved. OEMS building FT systems that use modified adapters from IHVs must also insure that either the Plug and Play (PNP) device IDs are different, or that the PnP IDs are masked, to prevent accidental overwrite of a non-FT driver that would have a negative effect on the fault tolerance of the system. This is also true for any specially-adapted non-hardware-specific device drivers that might be provided by ISVs and that might have been modified for fault-tolerant functionality by or for the OEM.
Hotfixes and Support

Microsoft understands that occasionally hotfixes will be needed for customers with FT systems. However, hotfixes are expected to be infrequent and uncommon occurrences. 

Hotfixes should be applied only if customers are actually experiencing problems, with some critical exceptions explained later in this section. Hotfixes should not be applied preventively unless it is clear that the customer needs them, based on known issues that the customer is likely to encounter. In all other cases, if a customer’s system is not exhibiting signs of the failure that is resolved by a hotfix, OEMs building FT systems should not recommend that the customer install the hotfix. This also spares the customer the downtime from the reboot that is unavoidable for some hotfixes.

Service Packs

When a Service Pack is released, customers who have previously installed a hotfix should be strongly encouraged to apply the Service Pack at next scheduled downtime, for the following reasons:

· A hotfix might not be fully regression-tested, due to time pressure to resolve a customer problem, and might occasionally be discovered to have issues that would qualify as regressions.

· If the customer who has installed a hotfix calls with a problem after the Service Pack has been released, Microsoft will not be able to do further work on an old version of the hotfix, because fixes to any operating system component are cumulative in the QFE source tree. An older version of a fix might not exist, so any problems with it could not be corrected. 

· OEMs building FT systems will have fully validated the Service Pack to work for that customer's configuration, thereby ensuring that there should be no problems.

An OEM can require that a customer update the hardware platform or associated drivers in order to update the operating system. The update will benefit the customers because it will include many fixes that will improve system reliability and availability. 

CAUTION: Upgrading only a file or component from a Service Pack (the next Service Pack or the latest Service Pack) on any Windows system can be harmful to system reliability and is not supported by Microsoft. All files within a Service Pack are compiled and tested as a unit and should therefore only be applied as a unit.

Critical Hotfixes

A critical hotfix will be considered only for the following issues: 

· Data is at considerable risk of being corrupted.

· Data is at considerable risk of being lost.

· Security is at risk of being compromised on the system.

· System crashes (blue screens) occur that are the same failure and are repeatable (the same one over and over) and regular (typically happening more than once a month)

· System hangs are frequent, repeatable, and regular (as for system crashes) and, if the Dump Switch, Service Processor, or Secure Admin Console is used to force a crash, the resulting dump file indicates a common cause (which would qualify as repeatable).

· System performance is at an extremely unacceptable level, such as data transfers that take hours instead of minutes, negatively impacting production.

A critical hotfix should be applied by any customer who experiences one of these problems or for customers who have a system configuration that is very similar to customers who have actually experienced one of these problems. 

Security Patch Information

All OEMs building FT systems should have key personnel subscribe to the Microsoft Product Security Notification Service. For instructions, see http://www.microsoft.com/technet/security/notify.asp. 

Key personnel who should subscribe to this service include Customer Account Managers, the Support team, the HCT certification team, and so on. When an alert is released, subscribers are notified immediately.

Hotfix Scenario and Risk Assessment

In all cases other than those critical cases described earlier in this section, OEMs should avoid telling the customer "the fix is ready, shut down your system immediately." For example, consider this scenario:

· The customer has 90-day scheduled maintenance schedule. 

· The system blue screens at 30 days, but reboots and continues to operate.

· Debug, troubleshooting, problem isolation, and fix take another 30 days. 

· There are now 30 days left before the next scheduled downtime and the system has not blue screened since.

Should the system in this scenario be shut down in order to install the fix, or would it be better to wait for the regularly scheduled maintenance? For this scenario, it is better to wait, for the following reasons: 

· Most blue screens on Windows systems are asynchronous (related to timing, and thus not easily repeatable or reproducible). Typically, the blue screen will not occur again before the scheduled maintenance occurs. 

· A hotfix might not be fully regression-tested for reasons such as a customer requirement for immediate relief. Thus, the hotfix has a higher risk of regressions than the original, released file and might be discovered later to have issues that would qualify as regressions.

· A system reboot is always riskier when a system change, including applying a hotfix, has been made, so shutting down the system unnecessarily can have a great impact on system uptime. 

· Unscheduled shutdown of the system has an unavoidable impact on the availability of the system.

FT System Upgrades 

Version Upgrades of Windows FT Server Systems

Policies applying to FT systems with Windows 2000 Datacenter Server installed are identical to those for other Datacenter Server systems. For details, see HCL Criteria for Datacenter Servers at http://www.microsoft.com/whdc/system/platform/server/datacenter/DCHCT.mspx. 

To allow customers running Windows 2000 Advanced Server to upgrade to Windows Enterprise Server 2003, OEMs will be responsible for the following requirements for the FT system product offerings:

1.
Systems originally submitted before July 1, 2001 must pass the Windows Server 2003 “Supported” HCT for those configurations already listed on the Windows Server HCL. The "Supported" HCT is a subset of the Windows Server 2003 HCT that focuses on compatibility, rather than the new functionality required for systems submitted after July 1, 2001.

2.
FT systems that pass the Windows Server 2003 Supported HCT will be listed on the Windows HCL with the ‘Supported’ qualifier. These systems are not eligible for the "Designed for Windows Server 2003" logo. 

Note: Customers can only receive FT system upgrades through OEMS. This restriction is because FT systems require substantial system hardware, adapter, and device driver support that are not available in the general system and adapter market. In addition, OEMs building FT systems must do extra testing to qualify the FT systems. Customers can only receive operating system upgrades through their OEM. OEMs will send all end-user deliverables to their customers as required by their current OEM License agreement, and the OPK agreement and documents. At a minimum, this will include a System Locked Recovery CD, the Diagnostics CD (Symbols), and a Certificate of Authenticity. 

Important: All testing must be completed and all upgrades must be available within 180 days from RTM of the next version of Windows Server 2003 family of products.

OEMs can require that a customer update the hardware platform to update the operating system. The update will benefit the customers because it will include many fixes that will improve system reliability and availability.
System hardware upgrades and retesting. In most cases, major system upgrades will consist of major Processor, Memory or I/O Changes.

For further resubmission requirements for FT systems with Windows Datacenter Server 2003 installed, see HCL Criteria for Datacenter Servers at http://www.microsoft.com/whdc/system/platform/server/datacenter/DCHCT.mspx. 

Long Term Support

OEMs building FT servers must offer their customers hardware support for FT systems for four years after initial general availability of that system model, consistent with Microsoft life-cycle support policies for Windows Server products. See http://www.microsoft.com/windows/lifecycle.asp 

At the end of the four years following initial general availability, the OEM must be able to offer customers optional hardware hotfix support for the FT system for an additional three years, consistent with Microsoft life-cycle support polices for Windows Server products. 

Additionally, OEMs must offer FT system customers optional support for an upgrade path for at least one major version of the operating system after delivery of that model of computer system to the customer. 

Note: OEMs can require that an FT system customer upgrade the hardware platform in order to upgrade the operating system. The update will benefit the customers because it will include many fixes that will improve system reliability and availability. An upgrade can also be required if the OEM had to make changes to the platform at the BIOS or firmware level in order to meet the HCT and Windows Logo Program requirements for the next version of Windows Server 2003. 

Resources for HCL Criteria for Fault-Tolerant Servers

This section provides a list of Microsoft resources that can help you build hardware that meets the Windows Logo Program requirements and the Windows Server HCL criteria. 

	Resource
	Address

	Logo Program Information
	

	Hardware Design Guide for Microsoft Windows 2000 Server, Version 3.0
	http://www.microsoft.com/whdc/system/platform/pcdesign/desguide/serverdg.mspx

	Windows Logo Program web site
	http://www.microsoft.com/whdc/winlogo/default.mspx

	Feedback on logo requirements 
	hwlogo@microsoft.com

	Windows Logo Program News
	Sign up at http://www.microsoft.com/whdc/newsreq.mspx

	WHQL Testing Information
	http://www.microsoft.com/whdc/whql/default.mspx

	Knowledge Base 
	http://support.microsoft.com/

	Microsoft Product Security Notification Service
	http://www.microsoft.com/technet/security/bulletin/notify.mspx


Appendix A: HCL Testing Preview for Fault-Tolerant Servers

The information in this appendix provides a preview of the expected HCT testing requirements for fault-tolerant servers. Complete information will be provided in the Windows HCT kit for Windows Server 2003. When the kit becomes available, all related information in the HCT documentation, the WHQL Test Specification, and on the WHQL web site supercedes this appendix.

See also Chapter 33 in the WHQL Test Specification, "Fault Tolerant Server Test Specification," available at http://www.microsoft.com/whdc/whql/resources/specs.mspx.

HCT program notes and test information are available at http://www.microsoft.com/whdc/whql/default.mspx.

The WHQL team maintains the Windows Server HCL, reviews and approves all FT Windows Server submissions, and answers questions about the program. All configurations that successfully complete the Fault-Tolerant Server HCT will be listed on the Windows Server HCL by manufacturer and model. 

Note: Submissions for systems that are provided to customers with the Windows Datacenter Server 2003 operating system must run on the final (RTM) version of Windows Datacenter Server 2003. Submissions will be accepted by WHQL after the final release of Windows Datacenter Server 2003.

Testing with PAE

Testing drivers with PAE on 32-bit server systems that support more than 4 GB of physical RAM is required. This testing is done as part of the device submission for the “Designed for Windows Server 2003” logo. The following briefly describes how to test a driver for PAE:

1.
Test the device on a WindowsEnterprise Server 2003 with at least 8 GB of memory installed.

2.
Modify the BOOT.INI file on the Windows Datacenter Server:

· Use the /PAE switch in the Boot.ini file. For example:

multi(0)disk(0)rdisk(0)partition(1)\WINNT="Microsoft Windows 2000" /PAE

The /PAE switch activates the PAE kernel, giving access to more than 4 GB of physical RAM. 

· Use the /NOLOWMEM switch in the Boot.ini files. For example:

multi(0)disk(0)rdisk(0)partition(1)\WINNT=“ Microsoft Windows 2000"/NOLOWMEM
The /NOLOWMEM switch loads the entire system — drivers, pools, applications, and so on — above the 4 GB physical address. This provides a quick way to determine whether a driver is incompatible with the PAE kernel and more than 4 GB of memory.

· Use the /3GB switch in the BOOT.INI file. For example:

multi(0)disk(0)rdisk(0)partition(1)\WINNT="Windows Server 2003, Enterprise" /PAE /NOLOWMEM /3GB

The /3GB switch changes the amount of memory allocated to the kernel from 2 GB to 1 GB, which is common on systems with large applications, and is required on Microsoft Exchange Server 2000 systems with more than 1 GB of physical RAM installed. 

Note: the /3GB switch reduces the kernel so that there is not enough kernel address space for more than 16 GB of physical memory. The result is that when the /3GB switch is installed in the Boot.ini file on systems with more than 16 GB of physical RAM, the physical memory above 16 GB is ignored and the operating system will not use it. To regain access to this memory, remove the /3GB switch from Boot.ini. If the system is running Exchange 2000, there will be error messages posted. 

In the normal mode of memory management, VirtualAlloc calls return virtual addresses in low-to-high order. So, unless a process allocates a lot of memory or it has a very fragmented virtual address space, it will never get back very high addresses, which might possibly hide bugs related to high addresses. There is a simple way to force allocations in high-to-low order in Windows Server 2003 that can reveal important bugs. Use the following registry setting:

HKLM\System\CurrentControlSet\Control\Session Manager\Memory Management\AllocationPreference REG_DWORD = 0x100000


This will force all user space allocations to try and use the 2 GB to 3 GB range so if the drivers have assumptions that all addresses over 2 GB are kernel addresses (which is incorrect), then bugs will be exposed.

Applications that are built with LINKER_FLAGS=/LARGEADDRESSAWARE in the sources file can use the 2 GB to 3 GB user address space. You can verify if an application can use addresses higher than 2 GB with Imagecfg.exe. For example, run C:\WINDOWS\system32>imagecfg lsass.exe

Lsass.exe contains the following configuration information:

Subsystem Version of 5.1
Image can handle large (>2GB) addresses
Image is Terminal Server aware
Stack Reserve Size: 0x40000
Stack Commit Size: 0x6000

No special hardware is required for these Boot.ini switches. All of these switches work on any machine running Windows Server 2003 with 8 GB of physical RAM.

On Itanium-based systems, MEM_TOP_DOWN can be used. The /3GB, /PAE and /NOLOWMEM switches in Boot.ini are specific to x86-based systems.

Note: The Large Memory/PAE test is part of the Windows HCT 10.0 (and later versions) for systems, network adapters, and storage devices. For information about this test, see Windows HCT documentation.

Testing for Extended Time Periods

Testing over an extended period of time is required to ensure that the combination of hardware and drivers in servers running Windows Server 2003 is reliable and compatible over extended periods of time. 

Microsoft requires participating vendors to set up fault-tolerant servers running Windows Server 2003 and successfully run the Windows Server 2003 fault-tolerant tests for 14 days. 

The criterion for passing is 100% completion of the test. The expectation for servers running Windows Server 2003 is to achieve 99.9% or better planned availability. This requires a mean time between failures (MTBF) of two months. 

Empirical studies of Windows NT® and Windows 2000 failures show that the mean time to recover from a failure is approximately 20 minutes. To achieve 99.9% availability, therefore, a Windows Server 2003 must have a mean time between failures (MTBF), under normal customer load, of 13.875 days. The Fault-Tolerant Server HCT is designed to represent three times the normal customer load. This means that the MTBF under the test load must meet or exceed 4.625 days. 

Extensive reliability research has shown that the MTBF is directly related to execution time, not calendar time; therefore, we can perform test acceleration by increasing load. For more information, see John Musa, Software Reliability Engineering, 1999.

To demonstrate that an FT Windows Server 2003 system meets the desired MTBF, the system must run under test with zero failures for the amount of time determined by the formula:

 -(tMTBF)*(ln r)
Where:


tMTBF is the threshold MTBF— in this case, 4.625 days

r is the risk that the test will incorrectly accept a system. For this test, the risk level is 5% (r = 0.05)

According to this formula, an FT Windows Server 2003 system must run under test without failure for 14 days.

Ongoing Testing Requirements

FT Windows Server systems are required to be retested by the OEM for each Microsoft Windows service pack supported by the vendor. Thus, the OEM must participate in the on-going Service Pack beta programs and agree to sign off that there are no negative impacts on their systems or on customers from the upcoming SP. Upgrading to a new service pack should only be done after the customer has reviewed their requirements and system availability with their system partners. 

For FT Windows Server 2003 systems running Windows Datacenter Server 2003, all ongoing requirements of the Windows Datacenter Program will remain unchanged.

Testing for Clustered Servers

FT Windows Server 2003 systems are not required to support MSCS. However, if FT servers support clustering, they must pass the Cluster HCT for either Windows Enterprise Server 2003 or Windows Datacenter Server 2003. 

FT Windows Server 2003 systems that have completed the cluster testing will be listed on the Cluster HCL. The requirements for cluster testing remain unchanged for qualifying clusters composed of FT Windows Server 2003 systems. These requirements are specified in Chapter 24, "Cluster Test Specification," of the Windows Hardware Quality Labs Test Specification, available at http://www.microsoft.com/whdc/whql/resources/specs.mspx. This will be updated for later versions of Windows.

The Windows Cluster tests and the Fault-Tolerant Server HCT are separate tests that can be run independently and submitted to WHQL separately. 

Fault-Tolerant Server HCT

The Fault-Tolerant Server HCT program is a self-test program, performed completely by the vendors. 

The vendors must carry out the following for the Fault-Tolerant Server HCT:

· Set up the FT Windows test programs and FT Windows Server systems

· Successfully complete all Fault-Tolerant Server HCTs for the required length of time in order to qualify for Windows Server HCL listing (14-day test on the initial configurations)

· Submit the resulting logs to WHQL for review and approval

WHQL provides the following support services:

· Review the result logs from the tests.

· Answer OEM questions about the program.

· Maintain the list of FT servers that meet the requirements of the "Designed for Windows Server 2003" logo and the Windows Server HCL criteria.

· Maintain the list of FT servers running Windows Datacenter Server 2003 that meet the Windows Server Datacenter HCL criteria.

Components of the Fault-Tolerant Server HCT Logs

The Fault-Tolerant Server HCT logs consist of the following:

· The MMTest log that provides a log with DTG information on each requested simulated failure.

· The Fault-Tolerant Server HCT Results File that reports on all passes and failures of all tests on the FT system itself.

· The System Event Log, which has the events provided by the OEM that refer to re-synchronization events; for example, Start Mirroring, Stop Mirroring, Error during Mirroring, and so on.

· The Client logs, which indicate whether the FT system under test actually was continuously available to the clients driving load on to it.

The following illustration shows the test harness with eight client systems connected to the Test Master System for network stress
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Components of the Fault-Tolerant Server HCT Server Load

The components of the Fault-Tolerant Server HCT running on the FT system under test were selected using the following criteria:

· Are the kernel components being tested, or the tests themselves, sensitive to timing, time-outs or timing discrepancies? 

· Are the tests designed to find race conditions in the kernel or other components of the operating system?

· Are the tests designed to find deadlock conditions in the kernel or other components of the operating system?

These loads and tests were selected for the following reasons:

· To ensure that no hidden failures occur due to actual hardware malfunctions on production FT systems that later appear as some unwanted behavior

· To ensure that no micro-second timing issues are exposed due to the vendor’s implementation of FT. 

These tests run on the FT system itself, without client interaction. The tests exercise the operating system in various ways, stress the cache manager, allocate and stress memory, utilize floating point functions, create, signal and destroy threads and fibers, exercise the ACPI interfaces, and so on.

Components of the Fault-Tolerant Server HCT Client (Network) Load

The Client tests provide load onto the FT system being tested and exercise the SMB Redirector, the WinSock network stack, the file system, and so on. This load thus has multiple components, just as customer-deployed systems do, and ensures that re-synchronization events do not appear to the clients as net time-outs or errors, which would be contrary to the goals of FT. 

Other Test Components

MMTest is a test tool that can be set to fire "failure requests" for random or fixed intervals between 5 and 30 minutes. MMTest logs each failure request on the FT server, which can be compared with the Fault-Tolerant Server HCT results file, the client logs and the FT system logs to insure that a failure took place and that a subsequent re-synchronization also took place. Testing over 14 days insures that a minimum of ~670 simulated failures will occur, with a maximum of ~4000 and an average of ~2000 simulated failures. 

MMTest sends these requests to the Oem.dll (provided by the OEM). The Oem.dll further interfaces to the vendor-provided Oem.sys, which triggers a simulated failure. If the clients on the network do not suffer a time-out or other error, this failure proves the FT functionality of the system is working correctly.

Finally, the System Event Log must have the minimum re-synchronization events ‘Started ….’ and ‘Completed ….’ posted to the log to indicate image re-synchronization. These events, together with no detected network time-out or other client errors, prove that the resynchronization functionality of the FT system is working correctly and that resynchronization does not affect client connectivity. Again, any FT system that causes repeated network or other client errors during the Fault-Tolerant Server HCT will not pass and therefore not be listed on the Windows Server HCL as a Fault Tolerant server.

Exceptions 

Given the length of time required for completing a successful test run, bugs in Windows Server 2003 or in the HCT tests can have an impact on your product release schedule. If there is a test failure, and after debugging it appears that the failure is in Windows Server 2003 or the HCT tests, contact WHQL. The WHQL team will work with the vendor to resolve the issue.

If the server hardware does not support a requirement in the current version of the Microsoft Windows Logo Program System and Device Requirements or the Windows Server HCL criteria for FT servers, the vendor can request an exception to the requirement.

HCT Support Commitment

Refresh or configuration update test results can be submitted for up to five years using the original Windows Server operating system version installed during the initial submission. The Fault-Tolerant Server HCT can be used for refreshes and update tests. Tests should be run with the current version of the HCT. 

Internal Microsoft Test and Verification

Microsoft has designed, created and executed a Fault-Tolerant Server HCT lab to verify that Windows can successfully function in a fault-tolerant system and complete the Fault-Tolerant Server HCT. Running and testing the Fault-Tolerant Server HCT is a standard part of the Microsoft release criteria for Windows Server 2003 operating systems. 

Changes to the Fault-Tolerant Server HCT or Windows Service Packs are tested in this lab before release. 

