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The Need for Feedback

Most people know that getting other people's perspective on their work is useful--we ask people to proofread what we write, ask people to give us their opinion on a judgment call, etc.  Most people routinely seek feedback from others as a normal part of work and creation.  Furthermore, those who never seek out (or at least listen to) feedback from others are often considered not very good partners to have in a collaborative effort.  
Discriminating Between Good and Bad Feedback

Good feedback can be defined as feedback that would improve the game if implemented.  Bad feedback can be defined as feedback that would make the game worse, or just simply not result in enough improvement to justify the effort.  Typically, we rely on our professional judgment to decide this.  Unfortunately, it is somewhat common for people to believe that "feedback that confirms my pre-existing opinion" constitutes good feedback, and contrary opinions are bad feedback.  But in the end, professional judgment is just speculation on what typical gamers (i.e., people who buy & play games for fun, not professionals game makers) want and like.  To know with a high degree of certainty whether typical gamers will like or hate some implementation, you need to "go to the source" and get feedback directly from them.  For a more detailed argument on good feedback (and good feedback systems), see a previous Gamasutra article from one of the authors (see Beyond Psychological Theory: Getting Data that Improve Games).
Good Feedback Comes From Good Research Practices
Unfortunately "going to the source" and trying to get good feedback from typical gamers is not as easy as it seems.  The right research methods, executed and analyzed in the right way with the right gamers can yield high quality, actionable results.  Unfortunately, if any of those 4 components (method, execution, analysis or gamers) aren't done properly, you could get dubious data that may be not helpful or, worse yet, misleading.  Determining what the best research method is to answer the questions that you have is central to getting data worth believing in.   
There is More to Research than Focus Groups
Most of the formal research on games we have seen or heard about comes in the form of focus groups.   We are unsure why this is.  There are literally hundreds of possible research methods, and furthermore, almost every problem requires customization of the research design to be maximally informative.  
Evaluating Research Methods by Focusing on Research Goals
How to do research right is a subject that is well beyond the scope of a simple article--there are entire fields of study that focus solely on how to design good research, and how to evaluate the quality of that research.  The remainder of this article will focus on a few key research goals to think about when trying to design a research method to suit your particular situation. 
1. Objective Reality vs. Subjective Feelings.  This goal is about whether you care about how things actually happened, or how people FEEL about what happened.  For example, a designer might have the design goal that no one should die on the first level--and thus the test needs to measure how many (if any) actually die on the first level of the game.  Alternatively, a different designer might have the design goal that no one should feel "much" frustration on the first level, so the test needs to measure how frustrated people feel after playing the first level.  Both kinds of approaches have value, but are most valuable when combined--if you know how the objective reality affected subjective feelings and vice-versa.  Tests concerned with objective reality require a source of information that does not rely on the test participant telling you about objective reality--there are many situations under which participants are not good at accurately reporting reality.  A few ways this can be done is by direct observation by a trained observer or by some mechanical means to count instances of a thing occurring (e.g. the game might record how many times an individual dies in a set amount of time).  Tests concerned with subjective feelings rely almost solely on the participants telling you about their feelings.

2. Qualitative vs. Quantitative.  This goal is really whether you care to learn about individual (qualitative) patterns vs. wanting to describe patterns in groups of people (quantitative).  The hallmark of quantitative work is arithmetic or statistical manipulation (e.g., counting, averages or correlations).  It is not uncommon for people to assume that quantitative is "better" than qualitative, but that is not necessarily the case.  In fact, the reverse is often true in business & creative settings (like making games) where you have hard deadlines and budgets.  Doing good quantitative research is much more time and resource intensive than good qualitative research, and it typically doesn't give as detailed information.  Both types of research can be useful and ideally you'd employ both qualitative and quantitative research methods depending upon the problem you have to solve.

3. Evaluation vs. Generation ('brainstorming').  This goal is about whether you want to know how good something is (evaluation) or if you want someone to give an opinion of what they hypothesize would be good (generation of ideas or brainstorming).  For evaluation, you need to be able to show someone the thing that you want evaluated--art for a character, a gameplay mechanic, a list of features, etc.  For generation, you intentionally do NOT show someone anything concrete, but rather ask them what kind of character they'd like to play, what kind of gameplay mechanic they'd like to play, and what feature list they'd like to see in a game.  If you want to evaluate something, then unbiased individual assessments are usually best, because you don't want one participant's opinion to influence another and change how common that opinion appears to be.  If you want to generate some ideas, then this can be done best in groups where conversation is facilitated (e.g., a brainstorming session), although brainstorming individually can also be valuable. 
Two Other Research Methods for Games
While we have already mentioned focus groups, two other research techniques used in business settings are Usability Tests and surveys.  It is important to note that both Usability Tests and surveys come in many, many different flavors.  What we will be referring to are what we have seen and used most commonly ourselves.
1. Usability Testing.  This is a research method whose roots are originally in Human Factors Psychology and more recently (i.e., since the late '80s) have been popularized in the development of commercial software and web applications.  More recently (mid-'90s), we have been using this technique with games.  There are many books and articles on this technique and related techniques, including a recent one by the authors in collaboration with one of the designers of Age of Empires II (see Using the RITE Method to improve products).  The essence is bringing in participants one at a time and observing their performance with a game on either open ended (e.g. “play the game as you would at home”) or highly directed tasks (e.g. “The game sounds are not loud enough, what would you do?”).  In addition to observing the participant's behaviors, the experimenter often encourages the participant to “think aloud” while playing the game--to better understand why the user is making the decisions they are making or having the difficulties they are having.  Apart from being reminded to “think aloud” or telling participants to move to the next task, the participants are not interfered with in any way.  
2. Survey.   Most people know what surveys are, but unfortunately few seem to know how tricky they are to create, execute and analyze properly.  Surveys involve collecting participant responses from large numbers of participants.  Often, the survey is written with questions that ask participants to select from a list of possible responses (i.e., "multiple choice questions") on subjective phenomenon, like feelings.  When done correctly this allows researchers to quantify subjective phenomena.  In addition open-ended ('essay') questions can be asked to get qualitative feedback as well.  
Evaluating the Research Methods According to Research Goals
We've briefly summarized usability tests, and surveys, and then outlined 3 different goals that are useful in evaluating whether a particular research method is appropriate for a particular problem.  The outcome of these 3 methods evaluated according to the 3 goals is given in the table below.  
	
	
	METHOD
	

	Goals
	Focus Group
	Usability Test 
	Survey

	Objective
	NO
	Good
	NO

	Subjective
	OK
	Good
	
Good

	Qualitative
	OK
	Good
	Good

	Quantitative
	NO
	OK
	Good

	Evaluation
	NO
	Good
	Good

	Generation
	Good
	OK
	OK


Table1. Indicates whether the method can be used for one of the previously defined research goals and if so how appropriate it is.  A “NO” indicates the method violates the precepts of a goal, an “OK” means it does not violate the precepts of a goal and a “GOOD” means the listed method is one of the best choices.  Note: we are assuming that all the above techniques have been designed, executed and analyzed “correctly”.  Any method can turn out garbage if designed, executed or analyzed poorly.  
The biggest point from table above is that no one research method fit all needs.  It indicates that some are very good choices in certain situations and poor in others. It also indicates that both Usability Tests and Surveys are more flexible (e.g., applicable for more research situations) than Focus Groups.  Details on how each research method fares on each goal are given below.
1. Focus groups

1.1. Subjective vs. Objective.  Focus groups are passable at subjective feelings, but not good at objective evaluation.  Again, the main culprit is the interaction between the participants, which makes it difficult to get individual responses.  But a trained observer and moderator can get some good subjective data from the participants.  
1.2. Qualitative vs. Quantitative.  Focus groups are OK for qualitative assessments, but very inappropriate for quantitative assessments.  Again, because the participants interact with each other, it is misleading to attempt to quantify any data from individual participants as though they hadn't interacted.  So while the ideas and opinions that come out of a focus can be qualitatively useful to think about, it is not a good idea to count or average any responses they give you.  The reason for this is because if Participant X says "that game SUCKS!" at the beginning of a focus group, other participants are more likely to hesitate to say anything positive about the game.  So if you ask for a show of hands about who likes the game, fewer are likely do so than if Participant X hadn't effectively said "I hate the game, and if you don't, I think you're stupid."
1.3. Evaluation vs. Generation.  Focus groups are great at generating ideas--there's good research that shows that focus groups generate more ideas and more high quality ideas than individuals by themselves.  However, focus groups are not good at evaluation because the conversation between participants will bias the evaluations.

2. Usability tests

2.1. Subjective vs. Objective.  This is a usability test's strongest point.  Because there is a trained observer watching and listening to the participant, it is possible to compare a participant's subjective statements ("The enemies are too difficult, I can’t kill them") to their objective performance (they somehow missed picking up a decent weapon, so they can’t kill the enemies).  
2.2. Qualitative vs. Quantitative.   A usability test is primarily a qualitative research method.  It can be quantitative but this is very resource intensive, and thus expensive to run a large enough number of participants to make it appropriate to quantify (e.g., generate averages, etc.) the results.  
2.3. Evaluation vs. Generation.  Usability tests are very good at evaluation, as participants are typically run individually.  They are passable at generation, as participants can give their opinions and thoughts.  But because there are typically few participants, it isn't a great method for idea generation.
3. Surveys
3.1. Subjective vs. Objective.  Survey techniques are good at subjective evaluation, but not good at objective.  The problem is that by relying on participant's recollection of objective events ("how many times did you have to re-start the mission before you completed it"), numerous biases enter into the response other than the actual number (e.g., participants remember incorrectly, they answer lower than reality to appear better than they are, they answer higher than reality to make a bigger deal out of something that bugged them, etc.).
3.2. Qualitative vs. Quantitative.  Survey techniques strength is in quantification--it is relatively easy to administer surveys, so it is easy to get lots of participants and quantify the results.  Through open-ended ('essay') questions it is possible to do a sufficiently good job on qualitative data as well.
3.3. Evaluation vs. Generation.  Surveys are good for evaluation and decent at generation.  Large numbers of participants whose experiences are kept constant while remaining separate make the evaluation and generation better.   
Conclusion

Testing games with consumers can be a useful aid to game development, but only if the appropriate methods are used.  Depending on your research goals there are numerous methods that can be used.  This article briefly talked about two methods that are more flexible and often more useful than focus groups but are not commonly used in game development.  
For publications from members of the Games User-testing Group at Microsoft Games Studio, see www.microsoft.com/playtest/publications.htm.  The links there are to presentations and papers we've presented in public forums.  
Details on the User-testing Group at Microsoft Games Studio
The staff:  Currently, the User-testing Group has 18 full-time and ~12 engineers on contract.  Almost all User-testing Engineers have 2-5 years of graduate training in experimental psychology, or equivalent research backgrounds.  All are gamers themselves.
The amount of work: In 2002, we tested approximately 10,000 participants in 300 different tests, on about 70 different games.  Approximately 35% of those tests were run on competitors (i.e., non-Microsoft Game Studios titles).  In 2002, we expect to produce about 50% more than we did in 2001.  From 1997 to Jan 2002, the group has produced over 950 reports on how typical gamers responded to games, both Microsoft and non-Microsoft games).  
