PAGE  

Microsoft Exchange Server 2003 High Availability Guide 

Contents

9Exchange 2003 High Availability Guide


9Introduction to the Exchange 2003 High Availability Guide


10Who Should Read This Guide?


10What Technologies Does This Guide Cover?


11Terminology


14Understanding Availability


14High Availability Planning Process


15Trustworthy Computing and High Availability


16Understanding Availability, Reliability, and Scalability


16Defining Availability


17Defining Reliability


18Defining Scalability


18Scaling up


18Scaling out


19Understanding Downtime


19Planned and Unplanned Downtime


20Failure Types


20Storage failures


21Network Failures


21Component Failures


21Computer Failures


22Site Failures


22Costs of Downtime


24Impact of Downtime


25Understanding Technology, People, and Processes


26Setting Availability Goals


27Quantifying Availability and Scalability Requirements


27Determining Availability Requirements


28Downtime and availability percentage considerations


29Maintenance considerations


29Recovery considerations


29Determining Scalability Requirements


29Hardware considerations


29Growth considerations


30Testing considerations


30Monitoring considerations


30Considering Cost Restraints


32Analyzing Risk


33Establishing a Service Level Agreement


35Establishing Service Level Agreements with Your Vendors


36Identifying and Analyzing Barriers to Achieving High Availability


36Identifying Barriers


37Analyzing Barriers


39Determining and Evaluating High Availability Solutions


39Making Your Exchange 2003 Organization Fault Tolerant


40Overview of a Fault Tolerant Messaging Infrastructure


41Example of Fault Tolerant Exchange 2003 Topologies


44Operating System and Application Measures


44Selecting Editions of Exchange and Windows


44Selecting an edition of Exchange


45Selecting an edition of Windows


46Selecting Client Applications that Support Client-Side Caching


46Selecting and Testing Server Applications


46Using the Latest Software and Firmware


47Testing software and firmware updates in test environment


47Backing out of software and firmware updates


48Component-Level Fault Tolerant Measures


48Redundant Hardware


49Server-Class Hardware


49Server-Class Server Hardware


50Server-Class Storage Hardware


51Server-Class Network Hardware


51Standardized Hardware


52Spare Components and Standby Servers


52Spare Components


52Standby Servers


53System-Level Fault Tolerant Measures


54Fault Tolerant Infrastructure Measures


55Implementing Firewalls and Perimeter Networks


57Ensuring Reliable Access to Active Directory and Domain Name System


57Domain Controllers


57Global Catalog Servers


58Domain Controller and Global Catalog Server Best Practices


59Running Exchange 2003 on a Domain Controller


60Domain Name System and Windows Internet Name Service Availability


61Ensuring Reliable Access to Exchange Front-End Servers


62Using Network Load Balancing on Your Front-End Servers


64Network Load Balancing and Scalability


64Configuring Exchange Protocol Virtual Servers


65Implementing a Reliable Back-End Storage Solution


65Implementing a Server Clustering Solution


66Benefits of Clustering


67Failover


67Scalability


67Limitations of Clustering


67Clustering vs. Fault Tolerant Hardware


68Implementing a Monitoring Strategy


68Implementing a Disaster Recovery Solution


69Additional System-Level Best Practices


69Safeguarding the Physical Environment of Your Servers


70Security Measures


71Message Routing Considerations


72Using Multiple Physical Sites


72Site Mirroring


73Geographically Dispersed Clusters


74Operational Best Practices


76Laboratory Testing and Pilot Deployments


76Exchange Capacity Planning Tools


76Exchange Server Load Simulator 2003


77Exchange Server Stress and Performance Tool


77Jetstress


78Planning a Reliable Back-End Storage Solution


78Criteria for a Reliable Back-End Storage Solution


79General Storage Principles


81Overview of Storage Technologies


82Overview of RAID


83RAID-0


84RAID-1


84RAID-0+1


85RAID-5


85Considering RAID Solutions


86Storage Area Network Solutions


88How a Storage Area Network Benefits Exchange


89Network-Attached Storage Solutions


90Exchange Data Replication Technologies


90Synchronous Replication


91Asynchronous Replication


91Testing of Data Replication


92Best Practices for Configuring Exchange Back-End Storage


92Storage Group Configuration


93Mailbox Storage


94Public Folder Storage


94Mailbox Server Storage Sizing


94Backup and Restore Performance Considerations


95Single-Instance Storage Considerations


96Best Practices for Partitioning Back-End Servers


96Benefits to Locating Exchange Application Files and Windows Server 2003 Files on Their Own Disks


96Benefits to Locating Exchange Transaction Log Files and Database Files on Their Own Disks


99Storing Exchange Data


99Database Files


100Database File Considerations


100Transaction Log Files


101Transaction Log File Considerations


102SMTP Queue Directory


102SMTP Queue Considerations


103Content Indexing Files


103Hard Disk Space Considerations


104Disk Performance and I/O Throughput


106Disk Defragmentation


106Online Defragmentation


107Offline Defragmentation


108Optimizing Memory Usage


108Other Windows and Exchange Configuration Issues


108Server Clustering


109Using Jetstress to Test Disk Performance


110Planning for Exchange Clustering


110Benefits and Limitations of Clustering


111Exchange 2003 Clustering Features


112Support for Up to Eight-Node Clusters


112Support for Volume Mount Points


113Improved Failover Performance


113Improved Dependency Hierarchy for Exchange Services


114Improved Detection of Available Nodes


114Improved Security


115Clustering Permission Model Changes


115Exchange 2000 Permissions Model


115Exchange 2003 Permissions Model


116Kerberos Enabled by Default on Exchange Virtual Servers


117IPSec Support from Front-End Servers to Clustered Back-End Servers


117IMAP4 and POP3 Resources Not Added by Default


117Checking Clustering Prerequisites


117Understanding Exchange Server 2003 Clustering


120Windows Clustering


120Exchange Virtual Servers


123Cluster Groups


124Quorum Disk Resource


126Cluster Configurations


127Active/Passive Clustering


128Active/Active Clustering


129Example of a Two-Node Cluster Topology


130Windows and Exchange Edition Requirements


131Understanding Failovers


132IP Addresses and Network Names


134Planning Considerations for Clustering


135Dedicating Computers to Exchange


135Cluster Storage Solutions


136Separate Hard Disks for Log Files


136Storage Group Limitations


137Drive Letter Limitations


138Understanding Windows 2000 Drive Letter Limitations


138Disk Configuration with Three Storage Groups


139Disk Configuration with Four Storage Groups


140Windows Server 2003 Volume Mount Points


141Performance and Scalability Considerations


142Sizing Active/Passive Clusters


142Sizing Active/Active Clusters


143Monitoring Considerations for Active/Active Clusters


143Monitoring CPU Loads for Each Cluster Node


143Monitoring Concurrent Connections (Users) per Node


144Scaling Up or Scaling Out


145Testing Clustered Server Components


145Cluster Hardware Compatibility


146Geographically Dispersed Clustering


147Issues that a Geographically Dispersed Cluster Must Address


148Qualified Configurations for Geographically Dispersed Clusters


149Cluster Service Technology Requirements


150Disaster Recovery Strategies for Clusters


150Implementing Software Monitoring and Error-Detection Tools


151Monitoring Strategies


151Monitoring in Pre-Deployment Environments


152Routine (Daily) Monitoring


152Monitoring for Troubleshooting Purposes


153Monitoring for Long-Term Trend Analysis


154Monitoring Features and Tools


154Exchange 2003 Monitoring Features


155Monitoring and Status


155Verifying Server and Connector Status


155Setting Notifications


156Components You Can Monitor in Exchange System Manager


156Virtual Memory


157CPU Utilization


157Free Disk Space


157SMTP Queue Growth


157Windows Server 2003 Service Monitor


158X.400 Queue Growth


158Queue Viewer


158Diagnostic Logging


159Protocol Logging


159Message Tracking Center


160Windows Monitoring Features and Tools


160Windows Server 2003 Performance Monitor


161Client-side Monitoring with Perfmon


161Event Viewer


162Network Monitor


162Service Control Manager


162Shutdown Event Tracker


162Windows Error Reporting


163Windows Management Instrumentation


163Simple Network Management Protocol


164Additional Monitoring Tools and Features


164Exchange Server Connection Status


164RPC Ping


165WinRoute


165Microsoft Operations Manager 2000


166Exchange 2003 Management Pack


167Components and Operations That Are Monitored


168Views and Reports


170Third-Party Monitoring Products


170Third-Party Application Monitoring Products


170Third-Party Hardware Monitoring Products


172Selecting Third-Party Monitoring Products


172Questions to Consider When Developing Availability and Scalability Goals


173Central Purpose Questions


173Current Requirements Questions


173User Questions


174Service Questions


174Time Requirement Questions


174Copyright





Exchange 2003 High Availability Guide

Messaging systems are mission-critical components for many companies. However, circumstances such as component failure, power outages, operator errors, and natural disasters can affect a messaging system's availability. To help prevent against such circumstances, it is crucial that companies plan and implement reliable strategies for maintaining high availability. As an added benefit, a highly available messaging system can save money by providing consistent messaging functionality to users.

Whether you are deploying a new Microsoft® Exchange Server 2003 installation or upgrading from a previous version of Exchange Server, this guide will help you plan and deploy a highly available Exchange Server 2003 messaging system. Many of the high availability recommendations in this guide are related directly to the planning recommendations in Planning an Exchange Server 2003 Messaging System. Before using this guide to implement your high availability strategy, you should first read Planning an Exchange Server 2003 Messaging System.

Introduction to the Exchange 2003 High Availability Guide

Messaging systems are mission-critical components for many companies. However, circumstances such as component failure, power outages, operator errors, and natural disasters can affect a messaging system's availability. To help prevent against such circumstances, it is crucial that companies plan and implement reliable strategies for maintaining high availability. As an added benefit, a highly available messaging system can save money by providing consistent messaging functionality to users.

Whether you are deploying a new Microsoft® Exchange Server 2003 installation or upgrading from a previous version of Exchange Server, this guide will help you plan and deploy a highly available Exchange Server 2003 messaging system. 
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Note: 

Many of the high availability recommendations in this guide are related directly to the planning recommendations in Planning an Exchange Server 2003 Messaging System. Before using this guide to implement your high availability strategy, you should first read Planning an Exchange Server 2003 Messaging System.

Who Should Read This Guide?

This guide is designed to benefit information technology (IT) professionals who are responsible for planning and designing Exchange messaging systems. These professionals include:  


System architects   Those people who are responsible for designing the overall server infrastructure, developing server deployment strategies and policies, and contributing to networking connectivity design.


Information technology (IT) managers   Those people who are the technical decision makers and who manage the IT staff responsible for the infrastructure, the desktop and server deployment, and server administration and operations across sites.


System administrators   Those people who are responsible for planning and deploying technology for servers running Microsoft Windows Server™ 2003 or Microsoft Windows® 2000 Server and evaluating and recommending new technology solutions.


Messaging administrators   Those people who are responsible for implementing and managing organizational messaging.

What Technologies Does This Guide Cover?

The following is a list of technologies related to high availability. This guide provides general information about how these technologies relate to Exchange 2003 messaging systems. For specific information about each technology, refer to the corresponding URLs.  


Microsoft Windows Server 2003

For information about Windows Server 2003, see the Windows Server System Web site. 
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Note: 

This guide is written for Exchange 2003 installations that are running Windows Server 2003. When deployed on Windows Server 2003, Exchange 2003 takes advantage of Windows Server 2003 features and reliability. If you are running Exchange 2003 on Windows 2000 Server with Service Pack 3 (SP3) (Windows 2000 with SP3 or later is required for Exchange 2003), make sure you are familiar with the differences between Windows Server 2003 and Windows 2000. For information about the enhanced functionality of Exchange 2003 running on Windows Server 2003, see Better Together: Windows Server 2003 and Exchange Server 2003.


Microsoft Office Outlook® 2003 Cached Exchange Mode

For information about Cached Exchange Mode, see the Exchange Server 2003 Client Access Guide.


Active Directory® directory service

For information about Active Directory, see the topic "Active Directory" on the Windows Server 2003 TechCenter.


Windows Server 2003 clustering technologies

For information about Windows Server 2003 clustering technologies, see the Windows Server 2003 Clustering Services Web site.


Redundant array of independent disks (RAID)

For information about RAID, see "Achieving Fault Tolerance by Using RAID" in the Windows Server 2003 Deployment Kit.


Storage Area Network (SAN)

For information about SANs, see Windows Servers in a Storage Area Network Environment.


Volume Shadow Copy service

For general information about Volume Shadow Copy service, see the Volume Shadow Copy Service section of the File and Storage Services Web site. For information about how Volume Shadow Copy service relates to Exchange, see Microsoft Knowledge Base article 822896, "Exchange Server 2003 Data Back ." 

Terminology

Before reading this guide, familiarize yourself with the following terms.  

Availability

	Availability refers to a level of service provided by applications, services, or systems. Highly available systems have minimal downtime, whether planned or unplanned. Availability is often expressed as the percentage of time that a service or system is available, for example, 99.9 percent for a service that is unavailable for 8.75 hours per year. 


Fault tolerance

	Fault tolerance is the ability of a system to continue functioning when part of the system fails. Fault tolerance is achieved by designing the system with a high degree of redundancy. If any single component fails, the redundant component takes its place with no appreciable downtime.


Mean time between failures (MTBF)

	Mean time between failures (MTBF) is the average time interval, usually expressed in thousands or tens of thousands of hours (sometimes called power-on hours or POH), that elapse before a component fails and requires service.


Mean time to repair (MTTR)

	Mean time to repair (MTTR) is the average time interval, usually expressed in hours, that it takes to repair a failed component.


Messaging Dial Tone

	Messaging Dial Tone is a recovery strategy that provides users with temporary mailboxes so they can send and receive messages immediately after a disaster. This strategy quickly restores e-mail service in advance of recovering historical mailbox data. Typically, recovery will be completed by merging historical and temporary mailbox data.


Network Load Balancing (NLB)

	Available in all editions of the Windows Server 2003 operating system, Network Load Balancing (NLB) load balances incoming Internet Protocol (IP) traffic across server computers that are included in a NLB cluster. NLB enhances both the scalability and performance of IP-based programs such as Web servers, streaming media servers, firewall servers, and Exchange Server 2003 front-end servers.


Network-attached storage 

	Network-attached storage refers to products that use a server-attached approach to data storage. In this approach, the storage hardware connects directly to the Ethernet network through Small Computer System Interface (SCSI) or Fibre Channel connections. A network-attached storage product is a specialized server that contains a file system and scalable storage. In this model, data storage is de-centralized. The network-attached storage appliance connects locally to department servers, and therefore, the data is accessible only by local servers. By removing storage access and its management from the department server, information contained on network-attached storage can be transferred more quickly because they are not competing for the same processor resources.


Planned downtime 

	Planned downtime is downtime that occurs when an administrator shuts down the system at a scheduled time. Because the downtime is scheduled, administrators can plan for it to occur at a time that least affects productivity.


Redundant array of independent disks (RAID)

	Redundant array of independent disks (RAID) is a method used to standardize and categorize fault tolerant disk systems. RAID levels provide a various mixture of performance, reliability, and cost. Some servers provide three RAID levels: Level 0 (striping), Level 1 (mirroring), and Level 5 (RAID-5).


Reliability

	Reliability is an attribute of any computer-related component (for example, software, hardware, or network components) that consistently performs according to its specifications. You measure reliability by calculating the probability of failure for a single solution component.


Scalability

	Scalability refers to a measure of how well a computer, service, or application can improve to meet increasing performance demands. For server clusters, scalability is the ability to incrementally add one or more systems to an existing cluster when the overall load of the cluster exceeds its capabilities. 


Server clustering

	A server cluster is a group of independent computers that work together to provide a common set of services. The Cluster service is the clustering feature provided with Windows Server 2003. If a cluster node (a computer in a cluster) fails, other nodes in the cluster assume the functions of the failed node. 


Service level agreement (SLA)

	A service level agreement (SLA) is an agreement between a service provider and a customer that specifies, usually in measurable terms, what services the provider will furnish. More recently, IT departments in major enterprises have adopted the practice of writing an SLA so that services for their customers (users in other departments within the enterprise) can be measured, justified, and perhaps compared with those of outsourcing network providers. 


Storage Area Network (SAN)

	A storage area network (SAN) is a private, sometimes high-performance network (or sub-network) that interconnects different kinds of data storage devices with associated data servers on behalf of a larger network of users. Typically, a SAN is part of the overall network of computing resources for an enterprise.


Unplanned downtime

	Unplanned downtime is downtime that occurs as a result of a failure (for example, a hardware failure or a system failure caused by improper server configuration). Because administrators do not know when unplanned downtime could occur, users are not notified of outages in advance (as they would be with planned downtime).


Windows Server 2003 clustering technologies

	Server clustering and Network Load Balancing (NLB) are two Windows Server 2003 clustering technologies that provide different availability and scalability solutions. For more information, see "Server clustering" and "Network Load Balancing" earlier in this list.


For more information about Exchange terminology, see the Exchange Server 2003 Glossary.

Understanding Availability

Business-critical applications such as corporate e-mail must often reside on systems and network structures that are designed for high availability. Understanding high availability concepts and practices can help you minimize downtime in your messaging environment. Moreover, using sound information technology (IT) practices and fault tolerant hardware solutions in your organization can increase both availability and scalability.

A highly available system reliably provides an acceptable level of service with minimal downtime. Downtime penalizes businesses, which can experience reduced productivity, lost sales, and reduced confidence from users, partners, and customers. By implementing recommended IT practices, you can increase the availability of key services, applications, and servers. These practices also help you minimize both planned downtime (such as maintenance tasks or service pack installations) and unplanned downtime (such as server failure).

High Availability Planning Process

To aid in this planning, it is recommended that you familiarize yourself with the Microsoft Operations Framework (MOF). MOF is a collection of best practices, principles, and models that provide you with operations guidance. Adopting MOF practices provides greater organization and contributes to regular communication among your IT department, end users, and other integral departments in your company. For specific information about MOF, see the MOF Web site.

In addition, the Solution Accelerator for Microsoft Systems Architecture (MSA) Enterprise Messaging provides referential and implementation guidance to enable a customer or solution provider to adequately plan, build, deploy, and operate a Microsoft® Exchange Server 2003 messaging system that is secure, available, reliable, manageable, and cost effective. For specific information about Solution Accelerator for MSA Enterprise Messaging, see the Solution Accelerator for MSA Enterprise Messaging Web site.

Trustworthy Computing and High Availability

Trustworthy Computing means helping to ensure a safe and reliable computing experience that is both expected and presumed. This goal is achieved by addressing the following set of issues that affect the level of trust placed in computing: security, privacy, reliability, and business integrity. The following table describes each of these issues in detail. 

Trustworthy Computing goals

	Trustworthy Computing goals
	Description

	Security  
	An organization can expect that systems are resilient to attack, and that the confidentiality, integrity, and availability of the system and its data are protected. 

	Privacy  
	An organization is able to control their information and feel confident it is not only safe and used appropriately, but in a way that provides value to them. 

	Reliability 
	An organization can depend on the software and hardware in their infrastructure to fulfill its intended functions. 

	Business integrity 
	Software and hardware vendors work together efficiently and behave in a responsive and responsible manner. 


Although all of the issues listed are critical to ensuring a trustworthy Exchange messaging system, this guide focuses on achieving reliability and availability goals. Both Microsoft Windows Server™ 2003 and Exchange 2003 include features that can help achieve these goals. For specific information about these reliability features, see "Selecting Editions of Exchange and Windows" in Operating System and Application Measures. 

For information about how to achieve security and privacy goals in your Exchange 2003 organization, see the Exchange Server 2003 Security Hardening Guide. 

To learn more about the Trustworthy Computing initiative at Microsoft, see the Microsoft Trustworthy Computing Web site.

Understanding Availability, Reliability, and Scalability

Although this guide focuses mainly on achieving availability, it is important that you also understand how reliability and scalability are key components to planning and implementing a highly available Exchange 2003 messaging system.

Defining Availability

In the IT community, the metric used to measure availability is the percentage of time that a system is capable of serving its intended function. As it relates to messaging systems, availability is the percentage of time that the messaging service is up and running. The following formula is used to calculate availability levels:

Percentage of availability = (total elapsed time – sum of downtime)/total elapsed time
Availability is typically measured in "nines." For example, a solution with an availability level of "three nines" is capable of supporting its intended function 99.9 percent of the time—equivalent to an annual downtime of 8.76 hours per year on a 24x7x365 (24 hours a day/seven days a week/365 days a year) basis. The following table lists common availability levels that many organizations attempt to achieve. 

Availability percentages and yearly downtime

	Availability percentage
	24-hour day
	8-hour day

	90%
	876 hours (36.5 days)
	291.2 hours (12.13 days)

	95%
	438 hours (18.25 days)
	145.6 hours (6.07 days)

	99%
	87.6 hours (3.65 days)
	29.12 hours (1.21 days)

	99.9%
	8.76 hours
	2.91 hours

	99.99%
	52.56 minutes
	17.47 minutes

	99.999% ("five nines")
	5.256 minutes
	1.747 minutes

	99.9999%
	31.536 seconds
	10.483 seconds


Unfortunately, measuring availability is not as simple as selecting one of the availability percentages shown in the preceding table. You must first decide what metric you want to use to qualify downtime. For example, one organization may consider downtime to occur when one database is not mounted. Another organization may consider downtime to occur only when more than half of its users are affected by an outage. 

In addition, availability requirements must be determined in the context of the service and the organization that used the service. For example, availability requirements for your servers that host non-critical public folder data can be set lower than for servers that contain mission-critical mailbox databases. 

For information about the metrics you can use to measure availability, and for information about establishing availability requirements based on the context of the service and your organizational requirements, see Setting Availability Goals.

Defining Reliability

Reliability measures are generally used to calculate the probability of failure for a single solution component. One measure used to define a component or system's reliability is mean time between failures (MTBF). MTBF is the average time interval, usually expressed in thousands or tens of thousands of hours (sometimes called power-on hours or POH), that elapses before a component fails and requires service. MTBF is calculated by using the following equation:

MTBF = (total elapsed time – sum of downtime)/number of failures 
A related measurement is mean time to repair (MTTR). MTTR is the average time interval (usually expressed in hours) that it takes to repair a failed component. The reliability of all solution components—for example, server hardware, operating system, application software, and networking—can affect a solution's availability. 

A system is more reliable if it is fault tolerant. Fault tolerance is the ability of a system to continue functioning when part of the system fails. Fault tolerance is achieved by designing the system with a high degree of hardware redundancy. If any single component fails, the redundant component takes its place with no appreciable downtime. For more information about fault tolerant components, see Making Your Exchange 2003 Organization Fault Tolerant. 

Defining Scalability

In Exchange deployments, scalability is the measure of how well a service or application can grow to meet increasing performance demands. When applied to Exchange clustering, scalability is the ability to incrementally add computers to an existing cluster when the overall load of the cluster exceeds the cluster's ability to provide adequate performance. To meet the increasing performance demands of your messaging infrastructure, there are two scalability strategies you can implement: scaling up or scaling out. 

Scaling up

Scaling up involves increasing system resources (such as processors, memory, disks, and network adapters) to your existing hardware or replacing existing hardware with greater system resources. Scaling up is appropriate when you want to improve client response time, such as in an Exchange front-end server Network Load Balancing (NLB) configuration. For example, if the current hardware is not providing adequate performance for your users, you can consider adding RAM or central processing units (CPUs) to the servers in your NLB cluster to meet the demand.

Windows Server 2003 supports single or multiple CPUs that conform to the symmetric multiprocessing (SMP) standard. Using SMP, the operating system can run threads on any available processor, which makes it possible for applications to use multiple processors when additional processing power is required to increase a system's capabilities. 

Scaling out

Scaling out involves adding servers to meet demands. In a back-end server cluster, this means adding nodes to the cluster. In a front-end NLB scenario, it means adding computers to your set of Exchange 2003 front-end protocol servers. Scaling out is also appropriate when you want to improve client response time with your servers. 

For information about scalability in regard to server clustering solutions, see "Performance and Scalability Considerations" in Planning Considerations for Clustering. 

For detailed information about selecting hardware and tuning Exchange 2003 for performance and scalability, see the Exchange Server 2003 Performance and Scalability Guide. 

Understanding Downtime

Downtime can significantly impact the availability of your messaging system. It is important that you familiarize yourself with the various causes of downtime and how they affect your messaging system.

Planned and Unplanned Downtime

Unplanned downtime is downtime that occurs as a result of a failure (for example, a hardware failure or a system failure caused by improper server configuration). Because administrators do not know when unplanned downtime could occur, users are not notified of outages in advance. In contrast, planned downtime is downtime that occurs when an administrator shuts down the system at a scheduled time. Because planned downtime is scheduled, administrators can plan for it to occur at a time that least affects productivity. 

To remove or minimize planned downtime, you can implement server clustering. Even while performing maintenance on a primary node, server clustering provides continuous messaging availability for your organization (by means of temporarily failing over Exchange services to a standby computer in the Exchange cluster). For more information about clustering, see Planning for Exchange Clustering.

The following table lists common causes of downtime and specific examples for each cause. 

Causes of downtime and examples of each cause

	Causes of downtime
	Examples

	Planned administrative downtime
	Upgrades for hardware components, firmware, drivers, operating system, and software applications.

	Component failures
	Faulty server components, such as memory chips, fans, system boards, and power supplies.

Faulty storage subsystem components, such as failed disk drives and disk controllers.

Faulty network components, such as routers and network cabling.

	Software defects or failures
	Drive stops responding, operating system stops responding or reboots, viruses, or file corruption.

	Operator error or malicious users
	Accidental or intentional file deletion, unskilled operation, or experimentation.

	System outages or maintenance
	Software or systems requiring reboot, or system board failure.

	Local disaster
	Fires, storms, and other localized disasters.

	Regional disaster
	Earthquakes, hurricanes, floods, and other regional disasters.


Failure Types

An integral aspect to implementing a highly available messaging system is to ensure that no single point of failure can render a server or network unavailable. Before you deploy your Exchange 2003 messaging system, you must familiarize yourself with the following failure types that may occur and plan accordingly.
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Note: 

For detailed information about how to minimize the impact of the following failure types, see Making Your Exchange 2003 Organization Fault Tolerant.

Storage failures

Two common storage failures that can occur are hard disk failures and storage controller failures. There are several methods you can use to protect against individual storage failures. One method is to use redundant array of independent disks (RAID) to provide redundancy of the data on your storage subsystem. Another method is to use storage vendors who provide advanced storage solutions, such as Storage Area Network (SAN) solutions. These advanced storage solutions should include features that allow you to exchange damaged storage devices and individual storage controller components without losing access to the data. For more information about RAID and SAN technologies, see Planning a Reliable Back-End Storage Solution. 

Network Failures

Common network failures include failed routers, switches, hubs, and cables. To help protect against such failures, there are various fault tolerant components you can use in your network infrastructure. Fault tolerant components also help provide highly available connectivity to network resources. As you consider methods for protecting your network, be sure to consider all network types (such as client access and management networks). For information about network hardware, see "Server-Class Network Hardware" in Component-Level Fault Tolerant Measures.

Component Failures

Common server component failures include failed network interface cards (NICs), memory (RAM), and processors. As a best practice, you should keep spare hardware available for each of the key server components (for example, NICs, RAM, and processors). In addition, many enterprise-level server platforms provide redundant hardware components, such as redundant power supplies and fans. Hardware vendors build computers with redundant, hot-swappable components, such as Peripheral Component Interconnect (PCI) cards and memory. These components allow you to replace damaged hardware without removing the computer from service. 

For information about using redundant components and spare hardware components see Component-Level Fault Tolerant Measures. 

Computer Failures

You must promptly address application failures or any other problem that affects a computer's performance. To minimize the impact of a computer failure, there are two solutions you can include in your disaster recovery plan: a standby server solution and a server clustering solution. 

In a standby server solution, you keep one or more preconfigured computers readily available. If a primary server fails, this standby server would replace it. For information about using standby servers, see "Spare Components and Standby Servers" in Component-Level Fault Tolerant Measures.

With server clustering, your applications and services are available to your users even if one cluster node fails. This is possible either by failing over the application or service (transferring client requests from one node to another) or by having multiple instances of the same application available for client requests. 
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Note: 

Server clustering can also help you maintain a high level of availability if one or more computers must be temporarily removed from service for routine maintenance or upgrades. 

For information about Network Load Balancing (NLB) and server clustering, see "Fault Tolerant Infrastructure Measures" in System-Level Fault Tolerant Measures. 

Site Failures

In extreme cases, an entire site can fail due to power loss, natural disaster, or other unusual occurrences. To protect against such failures, many businesses are deploying mission-critical solutions across geographically dispersed sites. These solutions often involve duplicating a messaging system's hardware, applications, and data to one or more geographically remote sites. If one site fails, the other sites continue to provide service (either through automatic failover or through disaster recovery procedures performed at the remote site), until the failed site is repaired. For more information, see "Using Multiple Physical Sites" in System-Level Fault Tolerant Measures.

Costs of Downtime

Calculating some of the costs you experience as a result of downtime is relatively easy. For example, you can easily calculate the replacement cost of damaged hardware. However, the resulting costs from losses in areas such as productivity and revenue are more difficult to calculate. 

The following table lists the costs that are involved when calculating the impact of downtime.

Costs of downtime

	Category
	Cost involved

	Productivity
	Number of employees affected by loss of messaging functionality and other IT assets

Number of administrators needed to manage a site increases with frequency of downtime 

	Revenue
	Direct losses

Compensatory payments

Lost future revenues

Billing losses

Investment losses

	Financial performance
	Revenue recognition

Cash flow

Lost discounts (A/P)

Payment guarantees

Credit rating

Stock price

	Damaged reputation
	Customers

Suppliers

Financial markets

Banks

Business partners

	Other expenses
	Temporary employees

Equipment rental

Overtime costs

Extra shipping costs

Travel expenses


Impact of Downtime

Availability becomes increasingly important as businesses continue to increase their reliance on information technology. As a result, the availability of mission-critical information systems is often tied directly to business performance or revenue. Based on the role of your messaging service (for example, how critical the service is to your organization), downtime can produce negative consequences such as customer dissatisfaction, loss of productivity, or an inability to meet regulatory requirements.

However, not all downtime is equally costly; the greatest expense is caused by unplanned downtime. Outside of a messaging service's core service hours, the amount of downtime—and corresponding overall availability level—may have little to no impact on your business. If a system fails during core service hours, the result can have significant financial impact. Because unplanned downtime is rarely predictable and can occur at any time, you should evaluate the cost of unplanned downtime during core service hours. 

Because downtime affects businesses differently, it is important that you select the proper response for your organization. The following table lists different impact levels (based on severity), including the impact each level has on your organization.

Downtime impact levels and corresponding effect on business

	Impact level
	Description
	Business impact

	Impact level 1
	Minor impact on business results.
	Low: Minimal availability requirement.

	Impact level 2
	Disrupts the normal business processes.

Minimal loss of revenue, low recovery cost.
	Low: Prevention of business loss improves return on investment and profitability.

	Impact level 3
	Substantial revenue is lost; some is recoverable.
	Medium: Prevention of business loss improves return on investment and profitability.

	Impact level 4
	Significant impact on core business activities.

Affects medium-term results.
	High: Prevention of lost revenue improves business results. Business risk outweighs the cost of the solution.

	Impact level 5
	Strong impact on core business activities.

Affects medium-term results.

Company's survival may be at risk.
	High: Business risk outweighs the cost of the solution.

	Impact level 6
	Very strong impact on core business activities.

Immediate threat to the company's survival.
	Extreme: Management of the business risk is essential. Cost of the solution is secondary.


Understanding Technology, People, and Processes

For most organizations, achieving high availability is synonymous with minimizing the impact that failures (for example, network failures, storage failures, computer failures, and site failures) have on your mission-critical messaging services. However, achieving this goal involves much more than selecting the correct hardware. It also involves selecting the right technology, the right people, and the right processes. Deficiencies in any one of these areas can compromise availability.  


Technology   The technology component of a highly available solution comprises many areas, such as server hardware, the operating system, device drivers, applications, and networking. As with the technology/people/process dependency chain, the contribution that technology as a whole can make toward achieving a highly available solution is only as strong as its weakest component. 


People   Proper training and skills certification ensure that the people who are managing your mission-critical systems and applications have the knowledge and experience required to do so. Strengthening this area requires more than technical knowledge—administrators must also be knowledgeable in process-related areas. 


Processes   Your organization must develop and enforce a well-defined set of processes that cover all phases of a solution's cycle. To achieve improvements in this area, examine industry best practices and modify them to address each solution's unique requirements.

Setting Availability Goals

When designing your Microsoft® Exchange Server 2003 messaging system, consider the level of availability that you want to achieve for your messaging service. One important aspect of specifying an availability percentage is deciding how you want to measure downtime. For example, one organization may consider downtime to occur when one database is not mounted. Another organization may consider downtime to occur only when more than half of its users are affected by an outage. 

In addition to availability levels, you must also consider performance and scalability. By ensuring that your messaging system resources are sufficient to meet current and future demands, your messaging services will be more available to your users.

Availability goals allow you to accomplish the following tasks:  


Keep efforts focused where they are needed. Without clear goals, efforts can become uncoordinated, or resources can become so sparse that none of your organization's most important needs are met.


Limit costs. You can direct expenditures toward the areas where they make the most difference.


Recognize when tradeoffs must be made, and make them in appropriate ways.


Clarify areas where one set of goals might conflict with another, and avoid making plans that require a system to handle two conflicting goals simultaneously.


Provide a way for administrators and support staff to prioritize unexpected problems when they arise by referring to the availability goals for that component or service.

This section, together with the information provided in Understanding Availability, will help you set availability goals for your Exchange Server 2003 organization. Well-structured goals can increase system availability while reducing your support costs and failure recovery times.
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Note: 

To help set your availability and scalability goals, read this section in conjunction with Questions to Consider When Developing Availability and Scalability Goals.

Quantifying Availability and Scalability Requirements

When quantifying the level of availability you want to achieve, it is important that you compare the costs of your current information technology (IT) environment (including the actual costs of outages) and the costs of implementing high availability solutions. These solutions include training costs for your staff as well as facilities costs, such as costs for new hardware. After you calculate the costs, IT managers can use these numbers to make business decisions (not just technical decisions) about your high availability solution. 

Setting high availability goals is the responsibility of many parties, and these goals must be appropriate to all stakeholders. You must evaluate the impact of setting high availability goals on messaging administrators, business users, and customers. For example, although executive management and end users may want 99.999 percent availability, messaging system administrators must make clear the cost of achieving such strict availability goals.

After deciding how you will measure availability in your organization, it is important that you routinely monitor your system to verify that you are meeting your availability requirements. For information about monitoring tools that can help you measure the availability of your services and systems, see Implementing Software Monitoring and Error-Detection Tools.

Determining Availability Requirements

Understanding Availability explained how availability can be expressed numerically as the percentage of time that a service is available for use (for example, 99.9 percent service availability). Understanding Availability also discussed how, when determining your availability percentage, you must consider the context of the service and the organization that uses that service. For example, if a public folder store on a server that hosts non-critical public folders is unavailable, productivity may not be affected. However, if a mailbox store on a server that hosts a mission-critical mailbox or public folders is unavailable, productivity may be affected immediately.

In an organization that is operational 24x7x365 (24 hours a day/seven days a week/365 days a year), systems that are 99 percent reliable will be unavailable, on average, 87 hours (3.5 days) every year. Moreover, that downtime can occur at unpredictable times—possibly when it is least affordable. It is important to understand that an availability level of 99 percent could prove costly to your business.

Instead, the percentage of uptime you should strive for is some variation of 99.x percent—with an ultimate goal of five nines, or 99.999 percent. For a single server in your organization, three nines (99.9 percent) is an achievable level of availability. Achieving five nines (99.999 percent) is unrealistic for a single server because this level of availability allows for approximately five minutes of downtime per calendar year. However, by implementing fault tolerant clusters with automatic failover capabilities, four nines (99.99 percent) is achievable. It is even possible to achieve five nines if you also implement fault tolerant measures, such as server-class hardware, advanced storage solutions, and service redundancy. 

For information about the steps required to achieve these availability levels, including the implementation of fault tolerant hardware and server clustering, see Making Your Exchange 2003 Organization Fault Tolerant.

Setting availability goals is a complex process. To help you in this task, consider the following information as you are setting your goals.
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Note: 

To further assist you in setting availability goals, answer the questions in Questions to Consider When Developing Availability and Scalability Goals.

Downtime and availability percentage considerations

Because you can schedule planned system outages to occur at a time that least impacts productivity, planned downtime is frequently treated differently than unplanned downtime. Whether you should factor planned downtime into the availability equation depends on your business needs. For unplanned outages that occur during scheduled business hours, a goal of three or four nines (99.9 percent or 99.99 percent) is less of an investment than full-time availability, which must include both planned and unplanned system outages. For more information about 8-hour versus 24-hour availability levels, see the "Availability percentages and yearly downtime" table in Understanding Availability, Reliability, and Scalability.

Even minimal scheduled downtime (for example, 2 hours a month or 24 hours a year) reduces availability to 99.73 percent. You can increase availability to 99.93 percent by reducing scheduled downtime to 30 minutes a month, or 6 hours a year. Moreover, if you use your primary messaging system server for only production purposes and to perform database backups, health checks, and other tasks on secondary servers that have copies of the same data, the chances of achieving 99.99 percent availability or higher increase.

Maintenance considerations

To determine the best high availability solution, you must understand when your users need the messaging system. For example, if there are times when the messaging system is not heavily used or is not used at all, you can perform maintenance operations (such as security patch updates or disk defragmentation processes) during these times at a reduced cost. However, if you have users in different time zones, be sure to consider their usage times when planning a maintenance schedule. 

Recovery considerations

When setting high availability goals, you must determine if you want to recover your Exchange databases to the exact point of failure, if you want to recover quickly, or both. Your decision is a critical factor in determining your server redundancy solution. Specifically, you must determine if a solution that results in lost data is inconvenient, damaging, or catastrophic. 

For more information about selecting a recovery solution, see the Exchange Server 2003 Disaster Recovery Planning Guide.

Determining Scalability Requirements

When planning for high availability, determining scalability requirements provides your organization with a certain amount of flexibility in the future. However, because scalability is based on future needs (for example, larger messaging volumes and increased disk space), it can be difficult to quantify. As a result, planning for scalability requires a certain amount of estimation and prediction. To help you determine the scalability requirements for your organization, consider the following information.

Hardware considerations

If your hardware budget is sufficient, you can purchase hardware at regular intervals to add to your existing deployment. (The amount of hardware you purchase depends on the exact increase in demand.) If you have budget limitations, you can purchase servers that can be enhanced later (for example by adding RAM or CPUs). 

Growth considerations

Researching your organization's past growth patterns can help determine how demand on your IT system may grow. However, as business technology becomes more complex, and reliance on that technology increases every year, you must consider other factors as well. If you anticipate growth, realize that some aspects of your organization may grow at different rates. For example, you may require more Web servers than print servers over a certain period of time. For some servers, scaling up (for example, additional CPU power) may be sufficient to handle an increase in network traffic. In other cases, the most practical scaling solution may be to scale out (for example, add more servers). 

For more information about scalability, see "Defining Scalability" in Understanding Availability, Reliability, and Scalability. 

For information about monitoring your messaging system for the purpose of analyzing long-term trends, see "Monitoring for Long-Term Trend Analysis" in Monitoring Strategies.

Testing considerations

Re-create your Exchange 2003 deployment as accurately as possible in a test environment, either manually or using tools such as Exchange Server Load Simulator 2003 (LoadSim), Exchange Stress and Performance (ESP), and Jetstress. These tools allow you to test the workload capacities of different areas in your Exchange organization. Observing your messaging system under such circumstances can help you formulate scaling priorities. To download these tools, see the Downloads for Exchange Server 2003 Web site. For information about pilot testing, see "Laboratory Testing and Pilot Deployments" in System-Level Fault Tolerant Measures.

Monitoring considerations

After you deploy Exchange 2003, use software monitoring tools to alert you when certain components are near or at capacity. Specifically, tools such as Performance Monitor (which monitors performance levels and system capacity) and programs such as Microsoft Operations Manager can help you decide when to implement a scaling solution. For more information about monitoring performance levels, see Implementing Software Monitoring and Error-Detection Tools.

Considering Cost Restraints

Business requirements, particularly cost constraints, determine whether it is cost-effective to upgrade the network infrastructure, server hardware, and software in your messaging environment. To maximize the financial resources of your hardware and software budget, you must first analyze the integrity, performance, and features within your existing messaging environment. Then, you must decide which upgrades are necessary to meet business and user requirements. 

As you determine how much to invest in your high availability strategy, consider the following:  


Understand the value of high availability in each aspect of your business   For example, in a high-traffic commerce Web site, each hour that a Web server's databases are unavailable may cost up to $100,000 in sales. However, for that same company, the cost impact of an unavailable messaging system may be much less. In this example, you should maintain a higher availability level for your Web servers (for example, 99.99 percent), and a lower availability level for your mailbox servers (for example, 99.9 percent). 


Research the actual costs of downtime of your messaging services   In general, the costs associated with messaging service downtime are usually much higher than you would initially expect. Researching these costs helps you determine if the costs of implementing and maintaining a high availability solution are less than the costs of downtime. For more information about the cost and impact of downtime, see "Costs of Downtime" and "Impact of Downtime" in Understanding Downtime.


Understand how your hardware and software directly impacts availability   Your hardware and software choices directly affect the performance, design, and availability of your Exchange messaging system.


Understand that costs of downtime are non-linear   For example, the consequences of a five-minute outage may far outweigh those of five one-minute outages.

If cost constraints prevent you from purchasing expensive hardware, you can maximize your available resources to achieve a high level of performance and availability. For example, to minimize the amount of time it takes to restore data, you can implement a backup strategy that requires more frequent backups. Costs related to this backup strategy are much less than those associated with backup strategies that include a Storage Area Network (SAN)-based Volume Shadow Copy service. For information about how you can minimize the amount of time it takes to recover Exchange data, see "Implementing Practices to Minimize Exchange Database Restore Times" in the Exchange Server 2003 Disaster Recovery Planning Guide.

Similarly, in cases where networking upgrade possibilities are limited, you can take advantage of messaging features such as RPC over HTTP and Exchange Cached Mode. These features help provide a better messaging experience for your users who have low-speed, unreliable network connections. For more information about the fault tolerant features in Exchange 2003, Microsoft Windows Server™ 2003, and Microsoft Office Outlook® 2003, see Operating System and Application Measures.
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Important: 

Although you can delay software and hardware upgrades in favor of other expenditures, it is important to recognize when your organization requires fault tolerant network, storage, and server components. For more information about fault tolerant measures and disaster recovery solutions, see Making Your Exchange 2003 Organization Fault Tolerant.

Analyzing Risk

When planning a highly available Exchange 2003 environment, consider all available alternatives and measure the risk of failure for each alternative. Begin with your current organization and then implement design changes that increase reliability to varying degrees. Evaluate the costs of each alternative against its risk factors and the impact of downtime to your organization. For a worksheet that can help you evaluate your current environment, see "Checklist for Evaluating Your Environment" in Planning an Exchange Server 2003 Messaging System.

Often, achieving a certain level of availability can be relatively inexpensive, but to go from 98 percent availability to 99 percent, for example, or from 99.9 percent availability to 99.99 percent, can be costly. This is because bringing your organization to the next level of availability may entail a combination of new or costly hardware solutions, additional staff, and support staff for non-peak hours. As you determine how important it is to maintain productivity in your IT environment, consider whether those added days, hours, and minutes of availability are worth the cost.

Every operations center needs a risk management plan. As you assess risks in your Exchange 2003 organization, remember that network and server failures can result in considerable losses. After you evaluate risks versus costs, and after you design and deploy your messaging system, be sure to provide your IT staff with sound guidelines and plans of action in case a failure does occur.

For more information about designing a risk management plan for your Exchange 2003 organization, see the Microsoft Operations Framework (MOF) Web site. The MOF Web site provides complete information about creating and maintaining a flexible risk management plan, with emphasis on change management and physical environment management, in addition to staffing and team role recommendations.

Establishing a Service Level Agreement

After considering the impact of downtime on your organization and deciding on a level of uptime that you want to achieve in your messaging environment, you are ready to establish a service level agreement (SLA). SLA requirements determine how components such as storage, clustering, and backup and recovery factor into your organization. 

When assessing SLAs, you should begin by identifying the hours of regular operation and the expectations regarding planned downtime. You should then determine your company's expectations regarding availability, performance, and recoverability, including message delivery time, percentage of server uptime, amount of storage required per user, and amount of time to recover an Exchange database. 

In addition, you should identify the estimated cost of unplanned downtime so that you can design the proper amount of fault tolerance into your messaging system. 

Features in Exchange 2003 and Windows Server 2003 may affect how you design your organization to meet SLAs. For example, the Volume Shadow Copy service and the Exchange recovery storage group feature may allow you to challenge the limits that were previously imposed by your SLAs. For information about how you can implement these features to significantly reduce the time it takes to restore Exchange databases, see "SAN-Based Snapshot Backups" in the Exchange Server 2003 Disaster Recovery Planning Guide. 

The following table lists some of the categories and specific elements you may want to include in your SLAs. 

Categories and elements in a typical enterprise-level SLA

	SLA categories
	Examples of SLA elements

	Hours of Operation
	
Hours that the messaging service is available to users


Hours reserved for planned downtime (maintenance)


Amount of advance notice for network changes or other changes that may affect users

	Service Availability
	
Percentage of time Exchange services are running


Percentage of time mailbox stores are mounted


Percentage of time that domain controller services are running

	System Performance
	
Number of internal users that the messaging system concurrently supports 


Number of remotely connected users that the messaging system concurrently supports 


Number of messaging transactions that are supported per unit of time


Acceptable level of performance, such as latency experienced by users

	Disaster Recovery
	
Amount of time allowed for recovery of each failure type, such as individual database failure, mailbox server failure, domain controller failure, and site failure


Amount of time it takes to provide a backup mail system so users can send and receive e-mail messages without accessing historical data (called Messaging Dial Tone) 


Amount of time it takes to recover data to the point of failure

	Help Desk/Support
	
Specific methods that users can use to contact the help desk


Help desk response time for various classes of problems


Help desk procedures regarding issue escalation procedures

	Other
	
Amount of storage required per user


Number of users who require special features, such as remote access to the messaging system


Including a variety of performance measures in your SLAs helps ensure that you are meeting the specific performance requirements of your users. For example, if there is high-latency or low available bandwidth between clients and mailbox servers, users would view the performance level differently from system administrators. Specifically, users would consider the performance level to be poor, while system administrators would consider the performance to be acceptable. For this reason, it is important that you monitor disk I/O latency levels.
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Note: 

For each SLA element, you must also determine the specific performance benchmarks that you will use to measure performance in conjunction with availability objectives. In addition, you must determine how frequently you will provide statistics to IT management and other management.

Establishing Service Level Agreements with Your Vendors

Many businesses that place importance on high availability solutions use the services of third-party vendors to achieve their high availability goals. In these cases, achieving a highly available messaging system requires services from outside hardware and software vendors. Unresponsive vendors and poorly trained vendor staff can reduce the availability of the messaging system. 

It is important that you negotiate an SLA with each of your major vendors. Establishing SLAs with your vendors helps guarantee that your messaging system performs to specifications, supports required growth, and is available to a given standard. The absence of an SLA can significantly increase the length of time the messaging system is unavailable. 
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Important: 

Make sure that your staff is aware of the terms of each SLA. For example, many hardware vendor SLAs contain clauses that allow only support personnel from the vendor or certified staff members of your organization to open the server casing. Failure to comply can result in a violation of the SLA and potential nullification of any vendor warranties or liabilities. 

In addition to establishing an SLA with your major vendors, you should also periodically test escalation procedures by conducting support-request drills. To confirm that you have the most recent contact information, make sure that you also test pagers and phone trees.

Identifying and Analyzing Barriers to Achieving High Availability

A barrier to high availability is defined as any issue that has the potential of limiting a messaging system's availability. Although it is impossible to protect your messaging environment from every barrier, it is important that you are familiar with the most common high availability barriers, including the risks associated with each.

Identifying Barriers

Barriers to achieving high availability include the following:  


Environmental issues   Problems with the messaging system environment can reduce availability. Environmental issues include inadequate cabling, power outages, communication line failures, fires, and other disasters.


Hardware issues   Problems with any hardware used by the messaging system can reduce availability. Hardware issues include power supply failures, inadequate processors, memory failures, inadequate disk space, disk failures, network card failures, and incompatible hardware.


Communication and connectivity issues   Problems with the network can prevent users from connecting to the messaging system. Communication and connectivity issues include network cable failures, inadequate bandwidth, router or switch failure, Domain Name System (DNS) configuration errors, and authentication issues.


Software issues   Software failures and upgrades can reduce availability. Software failure issues include downtime caused by memory leaks, database corruption, viruses, and denial of service attacks. Software upgrade issues include downtime caused by application software upgrades and service pack installations.


Service issues   Services that you obtain from outside a business can exacerbate a failure and increase unavailability. Service issues include poorly trained staff, slow response time, and out-of-date contact information.


Process issues   The lack of proper processes can cause unnecessary downtime and increase the length of downtime caused by a hardware or software failure. Process issues include inadequate or nonexistent operational processes, inadequate or nonexistent recovery plans, inadequate or nonexistent recovery drills, and deploying changes without testing.


Application design issues   Poor application design can reduce the perceived availability of a messaging system. 


Staffing issues   Insufficient, untrained, or unqualified staff can cause unnecessary downtime and lengthen the time to restore availability. Staffing issues include insufficient training materials, inadequate training budget, insufficient time for training, and inadequate communication skills.

Analyzing Barriers

After identifying high availability barriers, it is important that you estimate the impact of each barrier and consider which barriers are cost effective enough to overcome. 

To determine an appropriate high availability solution, you must analyze how each barrier (and the corresponding risks) affects availability. Specifically, consider the following for each barrier:  


The estimated time the system will be unavailable if a failure occurs


The probability that the barrier will occur and cause downtime


The estimated cost to overcome the barrier compared to the estimated cost of downtime

To illustrate how you can analyze a barrier's effect on availability, consider a hardware-related risk—specifically, the risk associated with the failure of a hard disk that contains the database files and transaction log files for 25 percent of your users. In this example, you should:  

1.
Estimate the amount of time that messaging services will be unavailable to your users. The following are examples of two storage strategies that have different recovery time estimates: 
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Note: 

The amount of time it takes to recover the failed disk depends on the experience and training of the IT personnel who are working to solve the issue.


If the failed hard disk is part of a fault tolerant redundant array of independent disks (RAID) disk array, you do not need to restore the system from backup. For example, if the RAID array is made up of hot-swappable disks, you can replace the failed disk without shutting down the system. However, if the RAID array does not include hot-swappable disks, the amount of downtime equals the time it takes to shut down the necessary servers and then replace the failed disk. To minimize impact, you could perform these steps during non-business hours.


If the failed hard disk is not part of a RAID disk array, and if it has been backed up to tape or disk, you can replace the hardware, and then restore the Exchange database (or databases) to the primary server from backup. The amount of downtime equals the time it takes to replace the hardware restore from backup, and resubmit the transactions that occurred after the deletion (if these transactions are available). The amount of time depends on your backup media hardware and your Exchange 2003 server hardware.

2.
Estimate the probability that this barrier will occur. In this example, the probability is affected by the reliability and age of the hardware. 

3.
Estimate the cost to overcome this barrier. The cost to prevent downtime depends on the solution you select. In addition, the cost to overcome this barrier may include additional IT personnel. To overcome this barrier, consider the following options: 


If you decide that you want to implement RAID (either software RAID or hardware RAID), the cost to overcome the barrier is measured by the cost of the new hardware, as well as the expense of training and maintenance. Depending on the hardware class you select, these costs will vary extensively. The costs also depend on whether you decide to use a third-party vendor to manage the system, or if you will train your own personnel. This solution significantly minimizes downtime, but costs more to implement.


If you decide to replace the hardware and restore databases from backup, the cost to overcome the barrier is measured by the time it takes to restore the data from backup, plus the time it takes to resubmit the transactions that occurred after the disk failure. This solution results in more downtime, but costs less to implement. For information about calculating the cost of downtime, see "Costs of Downtime" in Understanding Downtime. 
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Note: 

When evaluating the cost to overcome a barrier, remember that a solution for one barrier may also remove additional barriers. For example, keeping a redundant copy of your messaging databases on a secondary server can overcome many barriers.

Determining and Evaluating High Availability Solutions

The high availability solutions discussed in this guide include recommendations regarding redundant components, redundant servers, and database backups and restorations. Each of these recommendations is integral to achieving a highly available messaging system. 

The remaining sections discuss issues related to these solutions. After reading this guide, to help you deploy and maintain a highly available messaging system, see the documentation available at the.

Making Your Exchange 2003 Organization Fault Tolerant

To design a reliable, highly available messaging system, you must maximize the fault tolerance of your messaging system. Fault tolerance refers to a system's ability to continue functioning when part of the system fails. An organization that has successfully implemented fault tolerance in their messaging system design can minimize the possibility of a failure, as well as the impact of a failure should one occur.

To make your Microsoft® Exchange Server 2003 messaging system fault tolerant, you must implement hardware and software that meets the requirements of your service level agreements (SLAs). Although many fault tolerant server and network components can be expensive, the features of Microsoft Windows Server™ 2003 and Exchange Server 2003 can help you maximize fault tolerance, regardless of your hardware and software budget. 

A common misconception is that, to achieve the highest level of availability, you must implement server clustering. In actuality, a highly available messaging system depends on many factors, one of the more important being fault tolerance. Server clustering is only one method by which you can add fault tolerance to your messaging system. To achieve the highest level of availability, you should implement fault tolerant measures in conjunction with other availability methods, such as training information technology (IT) administrators on your availability processes. 

Overview of a Fault Tolerant Messaging Infrastructure

To make your Exchange 2003 organization as fault tolerant as possible, you should minimize the single points of failure in your messaging infrastructure. You can do this by implementing fault tolerant measures at the following levels:  


Operating system and application measures   Before implementing specific component-level and system-level fault tolerant measures, there are certain operating system and application measures to consider.


Component-level measures   At the server level, you should use fault tolerant components such as power control, battery backup, Error Correction Code (ECC) memory, and redundant fans. At the network-level, you should implement fault tolerant networking components such as redundant switches, routing, and wiring. 


System-level measures   At the system level, you should deploy Exchange using fault tolerant measures such as redundant access to Active Directory® directory service, redundant client access to front-end services, redundant storage of Exchange data, a carefully planned backup strategy, and a carefully planned monitoring strategy. 
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Note: 

It is not always necessary to implement redundant components in every level of your design. Specifically, you should consider the mean time between failures (MTBF) of each device in the critical path. In some cases, you may be able to reach your required availability levels even if there is no redundancy for some devices.

The following figure illustrates many of the system-level measures you can implement to maximize the fault tolerance of your Exchange organization. 
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Note: 

The fault tolerant measures that you implement depend on the availability goals you want to reach. Some organizations may omit one or more of the fault tolerant measures shown in this figure, while other organizations may include additional measures. For example, an organization may decide to implement a storage design that includes a Storage Area Network (SAN) storage system, but decide against implementing server clustering. 

Fault tolerant Exchange 2003 messaging infrastructure
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Example of Fault Tolerant Exchange 2003 Topologies

This section provides examples of Exchange 2003 topologies, including estimated availability percentages. To maximize your understanding of the availability percentages presented in this section, read "Determining Availability Requirements" in Quantifying Availability and Scalability Requirements and Establishing a Service Level Agreement.

Although the topologies described in this section are simplified, they can help you understand how to implement fault tolerant measures in your messaging infrastructure. 
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Important: 

The tiers and estimated availability levels in this section are arbitrary and are not intended to reflect any industry-wide standards. 
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Note: 

Actual availability levels depend on many variables. Therefore, before you deploy your Exchange 2003 topology in a production environment, it is recommended that you test the deployment in both a laboratory test and a pilot deployment setting.

The topologies represented in this section range from a first-tier to a fifth-tier messaging system. All of the tiers are based on a first-tier topology, which includes the following components:   


Mid-level server-class hardware in all servers


Single-server advanced firewall solution


Single domain controller that is also configured as a global catalog server


Single server that is running Domain Name System (DNS) 


Exchange 2003 and Windows Server 2003 correctly configured

First-tier messaging system
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The following table includes a description of the five possible tiers, as well as the estimated availability levels of each.

Tier descriptions and estimated availability levels

	Tier description
	Estimated availability level 

	First-tier messaging system   For the description of a first-tier messaging system, see Figure 3.2 and the preceding bulleted list. 
	99% or higher

	Second-tier messaging system   A second-tier system meets the requirements of a first-tier system, but also includes multiple domain controllers, multiple DNS servers, a separate monitoring server, and an entry-level redundant array of independent disks (RAID) storage solution that is not on a SAN.
	99.5% or higher

	Third-tier messaging system   A third-tier messaging system meets the requirements of the second-tier system, but also includes a mid-range RAID storage solution using a SAN, and Network Load Balancing (NLB) implemented on Exchange front-end servers.
	99.9% or higher

	Fourth-tier messaging system   A fourth-tier message system meets the requirements of the third-tier system, but also includes a high-range RAID storage solution, a high-range SAN solution, back up and restore using Volume Shadow Copy service, and active/passive Microsoft Windows® Clustering (with multiple passive nodes), for all back-end Exchange servers.
	99.99% or higher 

	Fifth-tier messaging system   A fifth-tier messaging system meets the requirements of the fourth-tier system, but also includes complete site failover (in the event of a site failure) through the use of a multi-site design that includes a geographically dispersed clustering solution.
	99.999% or higher


Operating System and Application Measures

Before you implement specific component-level and system-level fault tolerance measures, there are certain operating system and application measures to consider. Specifically, these measures include:  


Selecting Exchange and Windows editions


Selecting client applications that support client-side caching


Selecting and testing your server applications


Using the latest software and firmware

Selecting Editions of Exchange and Windows

To provide the highest level of fault tolerance for your organization, make sure that you select the correct editions of Exchange and Windows. Although all editions of Exchange 2003 and Windows Server 2003 have been designed with high availability features, selecting the correct editions of each is an important step in maximizing the fault tolerance of your messaging system. 

Selecting an edition of Exchange

You can select from two editions of Exchange 2003: Exchange Server 2003 Standard Edition and Exchange Server 2003 Enterprise Edition. The following table lists the key differences between these Exchange 2003 editions.

Key differences between Exchange 2003 Standard Edition and Exchange 2003 Enterprise Edition

	Feature
	Exchange 2003 Standard Edition
	Exchange 2003 Enterprise Edition

	Storage group support
	1 storage group 
	4 storage groups

	Number of databases per storage group
	2 databases 
	5 databases

	Total database size
	16 gigabytes (GB) 
	Maximum 8 terabytes, limited only by hardware (see Note that follows)

	Exchange Clustering
	Not supported 
	Supported when running Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition

	X.400 connector 
	Not included 
	Included
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Note: 

For timely backup and restore processes, 8 terabytes of messaging storage is beyond most organizations' requirements to meet SLAs.

For more information about the differences between Exchange 2003 Standard Edition and Exchange 2003 Enterprise Edition, see the Exchange Server 2003 Edition Comparison Web site.

For information that compares the features in Exchange Server 2003, Exchange 2000 Server, and Exchange Server 5.5, see the Exchange Server 2003 Features Comparison Web site.

Selecting an edition of Windows

You can select from three editions of Windows Server 2003: Windows Server 2003, Standard Edition; Windows Server 2003, Enterprise Edition; and Windows Server 2003, Datacenter Edition. If you want to use Windows Server 2003, Datacenter Edition, you must select a vendor that supports your Windows Server 2003 deployment scenario. For information about the Windows Datacenter High Availability Program, see the Windows Datacenter High Availability Program Web site.
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Note: 

Although you can run Exchange 2003 on Microsoft Windows® 2000 Server with Service Pack 3(SP3), there are many advantages to using Windows Server 2003. For information about the advantages to running Exchange 2003 on Windows Server 2003, see Better Together: Windows Server 2003 and Exchange Server 2003.

For information about selecting an edition of Windows Server 2003, see the Introducing the Windows Server 2003 Operating Systems Web site.

For information about the high availability features of Windows Server 2003, see the Maximizing Availability on the Windows Server 2003 Platform Web site. 

Selecting Client Applications that Support Client-Side Caching

When selecting a client application for your users, consider deploying Microsoft Office Outlook® 2003. Outlook 2003 supports client-side caching by using Cached Exchange Mode. When Outlook 2003 is used with Exchange 2003, you can configure Cached Exchange Mode to enable users to read e-mail messages or do other messaging tasks in low-bandwidth networks and in situations where network connectivity has been lost. Requests for information notifications from the Exchange server are eliminated on the user's Outlook client, allowing the user to work without interruption in low-bandwidth, high-latency networks. Moreover, Exchange 2003 and Outlook 2003 significantly improve client performance by reducing remote procedure calls (RPCs) and conversation between the Outlook client and the Exchange server. For more information about the performance advantages of using Outlook 2003 and Exchange 2003 together, see the Exchange Server 2003 Client Access Guide.

Selecting and Testing Server Applications

It is important that your server applications (for example, management scripts and antivirus software) are reliable. As a best practice, you should not run an application on a server until it has proven to be reliable in a test and pilot environment. 

For information about laboratory testing and pilot deployments, see "Laboratory Testing and Pilot Deployments" in System-Level Fault Tolerant Measures.

For information about how to plan for unreliable applications, see "Operational Best Practices" in System-Level Fault Tolerant Measures.

Using the Latest Software and Firmware

Downtime for Windows and Exchange-based solutions can be the result of faulty device drivers, out-of-date software, or inadequate change control processes. To protect your Exchange 2003 organization against problems that hardware and software vendors have identified and corrected, keep your servers up-to-date with the latest software updates (such as hardware drivers) and firmware updates (such as basic input/output system [BIOS] updates). Most software application and hardware vendors have Web sites that provide software and firmware updates for their products.

Regarding your operating system updates, it is recommended that you regularly download the latest Windows Server 2003 software updates. Some Windows Server 2003 updates fix known problems or provide security enhancements. To download the latest Windows Server 2003 software updates, see the Microsoft Windows Update Web site.

However, before you deploy software and firmware updates in your production environment, make sure that you:  


Test the reliability of the updated software and firmware.


Can back out of the updates if necessary.

Testing software and firmware updates in test environment

Before you install software and firmware updates on your production servers, you should deploy these updates in a test environment. 

Backing out of software and firmware updates

You must also make sure that you can back out of any updates if problems occur. Depending on the type of update you install, there are different methods for backing out. For example, to back out of a driver update, you can use the Roll Back Driver feature in Windows Server 2003 Device Manager. For information about this feature, see the topic "To roll back to the previous version of a driver" in Windows Server 2003 Help.  

In some cases, to back out of an update, you may have to restore the System State data, boot partition, and system partition backups from your server. For example, if you have a Windows backup set (which includes a backup of System State data, system partitions, and boot partitionsor a full computer backup set (which includes a backup of System State data and most of the data on your hard disks) prior to installing the updates, you can back out of some of these updates. You can also back out of some of these updates if you have images of your server's boot and system partitions prior to installing the updates. 

For information about creating Windows backup sets and full computer backup sets, see the Exchange Server 2003 Disaster Recovery Operations Guide. 

For information about how to keep these software and firmware updates readily available (for example, if you need to rebuild a server), see "Keeping Your Software and Firmware Updates Available" in the Exchange Server 2003 Disaster Recovery Planning Guide.

Component-Level Fault Tolerant Measures

This section provides component-level considerations and strategies for increasing the fault tolerance of your Exchange 2003 organization. Specifically, component-level refers to the individual server hardware, storage hardware, and networking hardware in your organization's infrastructure. An effective hardware strategy can improve the overall availability of a system. These strategies can range from adopting common sense practices to using expensive fault tolerant equipment.  

The hardware in your Exchange 2003 organization includes server hardware and network hardware. When adopting a hardware strategy, consider the following:  


Make sure that your hardware is redundant.


Make sure that you implement server-class hardware.


Make sure that you select standardized hardware.


Make sure that you have spare hardware available.

The following sections discuss each of these considerations in detail. Overall, when selected and deployed correctly, your hardware can help meet the requirements of your SLAs.

For more information about fault tolerant hardware strategies and highly available system designs, see the Microsoft Solutions Framework Web site.

Redundant Hardware

Hardware redundancy refers to using one or more hardware components to perform identical tasks. To minimize single points of failure in your Exchange 2003 organization, it is important that you use redundant server, network, and storage hardware. By incorporating duplicate hardware configurations, one path of data I/O or a server's physical hardware components can fail without affecting the operations of a server.

The hardware you use to minimize single points of failure depends on which components you want to make redundant. Many hardware vendors offer products that build redundancy into their server or storage solution hardware. Some of these vendors also offer complete storage solutions, including advanced backup and restore hardware designed for use with Exchange 2003.

Server-Class Hardware

Server-class hardware is hardware that provides a higher degree of reliability than hardware designed for workstations. When selecting hardware for your Exchange 2003 servers, storage subsystems, and network, make sure that you select server-class components.
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Note: 

Traditionally, servers that include server-class hardware also include special hardware or software monitoring features. However, if the hardware you purchase does not include monitoring features, make sure that you consider a monitoring solution as part of your design and deployment plan. For more information about how monitoring is important to maintaining a fault tolerant organization, see "Implementing a Monitoring Strategy" in System-Level Fault Tolerant Measures.

Server-Class Server Hardware

Server-class server hardware includes the following:  


Redundant power supplies   If the primary power supply fails, redundant server and disk array uninterruptible power supply (UPS) units and battery backups provide a secondary power supply. Essentially, a UPS and battery backup provide protection against power surges and short power losses that can damage your servers and the data they contain.  


Redundant fans   If a cooling fan stops functioning, redundant fans ensure that there is sufficient cooling inside the server. Servers without redundant fans may automatically shut down if a fan fails.   
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Note: 

 If a server room exceeds a specific temperature, redundant fans may not be enough to keep the hardware operating correctly. For information about temperature and other safeguard considerations, see "Safeguarding the Physical Environment of Your Servers" in System-Level Fault Tolerant Measures. 


Redundant memory   If a memory bank fails, redundant memory ensures that memory remains available. For example, copying the physical memory (known as memory mirroring) provides fault tolerance through memory replication. Memory-mirroring techniques include having two sets of RAM in one computer, each a mirror of the other, or mirroring the entire System State, which includes RAM, CPU, adapter, and bus states. Memory mirroring must be developed and implemented in conjunction with the original equipment manufacturer (OEM).


ECC memory   If a double-bit error occurs, Error Correction Code (ECC) memory detects and corrects single-bit errors and takes the memory offline. 


Redundant network interface cards   If a network interface card (NIC) or a network connection fails, redundant NICs ensure that your servers will maintain network connectivity. 


Power-on monitoring components   When the server is initially turned on, the server detects startup failure conditions, such as abnormal temperature conditions or a failed fan.


Prefailure monitoring components   While the server is running, prefailure conditions are monitored. If a component, such as a power supply, hard disk, fan, or memory, is beginning to fail, an administrator is notified before the failure actually occurs. 

For example, a failure detected by ECC memory is corrected by the ECC memory or routed to the redundant memory, preventing a server failure. An administrator is immediately notified to rectify the memory problem. 


Power failure hardware monitoring components   When a power failure occurs, system shutdown software ensures a shutdown if necessary in conjunction with a UPS. 

Server-Class Storage Hardware


A redundant storage subsystem provides protection against the failure of a single disk drive or controller. You should consider implementing the following redundant components: 


Redundant hardware on your back-end servers for connecting to the external array 


Redundant paths to the disk array


Redundant storage controllers 


In addition, use RAID to implement redundancy of the logical unit numbers (LUNs). For more information about implementing fault tolerance for your back-end storage solution, see "Implementing a Reliable Back-End Storage Solution" in System-Level Fault Tolerant Measures.

Server-Class Network Hardware

Server-class network hardware includes the following:  


Redundant hubs, switches, network adapters, and wiring   For information about how to implement this redundant hardware in your network, consult the vendors who provide these components. 


Redundant routers   Routers do not fail frequently. However, if they do, entire server organizations can shut down. Therefore, having redundant routing capability is critical. For information about how to protect against router failure, consult your router vendor.
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Note: 

For the servers on which you must maintain the highest degree of availability, use fixed Internet Protocol (IP) addresses and do not use Dynamic Host Configuration Protocol (DHCP). This prevents an outage due to the failure of the DHCP server. This can improve address resolution by DNS servers that do not handle the dynamic address assignment provided by DHCP. 

Standardized Hardware

To make sure that your hardware is fully compatibility with Windows operating systems, select hardware from the Windows Server Catalog.

When selecting your hardware from the Windows Server Catalog, adopt one standard for hardware and standardize it as much as possible. Specifically, select one type of computer and, for each computer you purchase, use the same components (for example, the same network cards, disk controllers, and graphics cards). The only parameters you should modify are the amount of memory, number of CPUs, and the hard disk configurations.

Standardizing hardware has the following advantages:  


When testing driver updates or application-software updates, only one test is needed before deploying to all your computers.


Fewer spare parts are required to maintain an adequate set of replacement hardware.


Support personnel require less training because it is easier for them to become familiar with a limited set of hardware components.

Spare Components and Standby Servers

When planning your hardware budget, consider including spare hardware components, spare servers, and even hot standby servers. (Hot refers to servers that are powered on and ready to replace a specific type of server in your organization.) Having these spare hardware components and servers accessible can significantly increase your ability to replace damaged hardware and recover from hardware failures.  

Spare Components

Be sure to include spare components in your hardware budget, and keep these components on-site and readily available. One advantage to using standardized hardware is the reduced number of spare components that must be kept on-site. For example, if all your hard drives are the same type and from the same manufacturer, you do not need to stock as many spare drives. 

The number of spare components you should have available correlates to the maximum downtime your organization can tolerate. Another concern is the market availability of replacement components. Some components, such as memory and CPUs, are fairly easy to locate and purchase at any time. Other components, such as hard drives, are often discontinued and may be difficult to locate after a short time. For these components, you should plan to buy spares when you buy the original hardware. Also, when considering solutions from hardware vendors, you should use service companies or vendors who promptly replace damaged components or complete servers. 

Standby Servers

Consider the possibility of maintaining a standby server, possibly even a hot standby server to which data is replicated automatically. If the costs of downtime are high and clustering is not a viable option, you can use standby servers to decrease recovery times. Using standby servers can also be important if server failure results in high costs, such as lost profits from server downtime or penalties from an SLA violation.

A standby server can quickly replace a failed server or, in some cases, act as a source of spare parts. Also, if a server experiences a catastrophic failure that does not involve the hard drives, it may be possible to move the drives from the failed server to a functional server (possibly in combination with restoring data from backup media). 
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Note: 

In a clustered environment, this data transfer is done automatically.

One advantage to using standby servers to recover from an outage is that the failed server is available for careful diagnosis. Diagnosing the cause of a failure is important in preventing repeated failures.

Standby servers should be certified and, similar to production servers, should be running 24-hours-a-day, 7-days-a-week.

System-Level Fault Tolerant Measures

This section provides system-level considerations and strategies for increasing the fault tolerance of your Exchange 2003 organization. Specifically, system-level refers to your Exchange 2003 infrastructure and the recommended best practices for implementing fault tolerance within that infrastructure. 

The following figure illustrates a reliable Exchange 2003 infrastructure and lists the best practices for maintaining a high level of fault tolerance. 

System-level fault tolerant measures
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Fault Tolerant Infrastructure Measures

This section discusses methods for designing fault tolerance at each level in your Exchange 2003 infrastructure. Specifically, this section provides information about:  


Implementing firewalls and perimeter networks


Ensuring reliable access to Active Directory and Domain Name System (DNS)


Ensuring reliable access to Exchange front-end servers 


Configuring Exchange protocol virtual servers


Implementing a reliable back-end storage solution 


Implementing a server clustering solution


Implementing a monitoring strategy


Implementing a disaster recovery strategy

Implementing Firewalls and Perimeter Networks

It is recommended that your Exchange 2003 topology includes a perimeter network and front-end and back-end server architecture. The following figure illustrates this topology, including the additional security provided by an advanced reverse-proxy server (in this case, Internet Security and Acceleration (ISA) Server 2000 Feature Pack 1). 
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Note: 

To increase the performance and scalability of your advanced reverse-proxy server, you can implement Windows Server 2003 Network Load Balancing (NLB) on the servers in your perimeter network. For information about NLB, see "Using Network Load Balancing on Your Front-End Servers" later in this topic.

Exchange 2003 topology using a perimeter network
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Deploying ISA Server 2000 Feature Pack 1 in a perimeter network is just one way you can help secure your messaging system. Other methods include using transport-level security such as Internet Protocol security (IPSec) or Secure Sockets Layer (SSL). 
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Important: 

Whether or not you decide to implement a topology that includes Exchange 2003 front-end servers, it is recommended that you not allow Internet users to access your back-end servers directly. 

For complete information about designing a secure Exchange topology, see "Planning Your Infrastructure" in Planning an Exchange Server 2003 Messaging System. 

For information about using ISA Server 2000 with Exchange 2003, see Using ISA Server 2000 with Exchange Server 2003.

Ensuring Reliable Access to Active Directory and Domain Name System

Exchange relies heavily on Active Directory and Domain Name System (DNS). To provide reliable and efficient access to Active Directory and DNS, make sure that your domain controllers, global catalog servers, and DNS servers are well protected from possible failures. 

Domain Controllers

A domain controller is a server that hosts a domain database and performs authentication services that are required for clients to log on and access Exchange. (Users must be able to be authenticated by either Exchange or Windows.) Exchange 2003 relies on domain controllers for system and server configuration information. In Windows Server 2003, the domain database is part of the Active Directory database. In a Windows Server 2003 domain forest, Active Directory information is replicated between domain controllers that also host a copy of the forest configuration and schema containers. 

A domain controller can assume numerous roles within an Active Directory infrastructure: a global catalog server, an operations master, or a simple domain controller. 

Global Catalog Servers

A global catalog server is a domain controller that hosts the global catalog. A global catalog server is required for logon because it contains information about universal group membership. This membership grants or denies user access to resources. If a global catalog server cannot be contacted, a user's universal membership cannot be determined and logon access is denied.
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Note: 

Although Windows Server 2003 provides features that do not require a local global catalog server, you still need a local global catalog server for Exchange and Outlook. The global catalog server is critical for Exchange services (including logon, group membership, and Microsoft Exchange Information Store service) and access to the global address list (GAL). Deploying global catalog servers locally to both servers and users allows for more efficient address lookups. Contacting a global catalog server across a slow connection increases network traffic and impairs the user experience.

At least one global catalog server must be installed in each domain that contains Exchange servers. 

Domain Controller and Global Catalog Server Best Practices

Because domain controllers contain essential Active Directory information, make sure that the domain controllers in your organization are well protected from possible failures. 

The following are best practices for deploying and configuring Active Directory domain controllers and global catalog servers:  


Unless it is a requirement for your organization, do not run Exchange 2003 on your domain controllers. For information about the implications of running Exchange on a domain controller, see "Running Exchange 2003 on a Domain Controller" later in this topic.


Place at least two domain controllers in each Active Directory site. If a domain controller is not available within a site, Exchange will look for another domain controller. This is especially important if the other domain controllers in your organization can be accessed only across a WAN. This circumstance could cause performance issues and possibly introduce a single point of failure.


Place at least two global catalog servers in each Active Directory site. If a global catalog server is not available within a site, Exchange will look for another global catalog server. This is especially important if the other global catalog servers in your organization can be accessed only across a WAN. This circumstance could cause performance issues and possibly introduce a single point of failure. 
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Note: 

If your performance requirements do not demand the bandwidth of two domain controllers and two global catalog servers per domain, consider configuring all of your domain controllers as global catalog servers. In this scenario, every domain controller will be available to provide global catalog services to your Exchange 2003 organization.


There should generally be a 4:1 ratio of Exchange processors to global catalog server processors, assuming the processors are similar models and speeds. However, higher global catalog server usage, a large Active Directory database, or large distribution lists can necessitate more global catalog servers.


In branch offices that service more than 10 users, one global catalog server must be installed in each location that contains Exchange servers. However, for redundancy purposes, deploying two global catalog servers is ideal. If a physical site does not have two global catalog servers, you can configure existing domain controllers as global catalog servers.


If your architecture includes multiple subnets per site, you can add additional availability by ensuring that you have at least one domain controller and one global catalog server per subnet. As a result, even if a router fails, you can still access the domain controller access.


Ensure that the server assigned to the infrastructure master role is not a global catalog server. For information about the infrastructure master role, see the topic "Global catalog and infrastructure master" in Windows 2000 Server Help.


Consider monitoring the LDAP latency on all Exchange 2003 domain controllers. For information about monitoring Exchange, see Implementing Software Monitoring and Error-Detection Tools.


Consider increasing the LDAP threads from 20 to 40, depending on your requirements. For information about tuning Exchange, see the Exchange Server 2003 Performance and Scalability Guide.


Ensure that you have a solid backup plan for your domain controllers.

Running Exchange 2003 on a Domain Controller

As a best practice, you should not run Exchange 2003 on servers that also function as Windows domain controllers. Instead, you should configure Exchange servers and Windows domain controllers separately. 

However, if your organization requires that you run Exchange 2003 on a domain controller, consider the following limitations:  


If you run Exchange 2003 on a domain controller, it uses only that domain controller. As a result, if the domain controller fails, Exchange cannot fail over to another domain controller. 


If your Exchange servers also perform domain controller tasks in addition to serving Exchange client computers, those servers may experience performance degradation during heavy user loads. 


If you run Exchange 2003 on a domain controller, your Active Directory and Exchange administrators may experience an overlap of security and disaster recovery responsibilities.


Exchange 2003 servers that are also domain controllers cannot be part of a Windows cluster. Specifically, Exchange 2003 does not support clustered Exchange 2003 servers that coexist with Active Directory servers. For example, because Exchange administrators who can log on to the local server have physical console access to the domain controller, they can potentially elevate their permissions in Active Directory.


If your server is the only domain controller in your messaging system, it must also be a global catalog server.


If you run Exchange 2003 on a domain controller, avoid using the /3GB switch. If you use this switch, the Exchange cache may monopolize system memory. Additionally, because the number of user connections should be low, the /3GB switch should not be required. 


Because all services run under LocalSystem, there is a greater risk of exposure if there is a security bug. For example, if Exchange 2003 is running on a domain controller, an Active Directory bug that allows an attacker to access Active Directory would also allow access to Exchange. 


A domain controller that is running Exchange 2003 takes a considerable amount of time to restart or shut down. (approximately 10 minutes or longer). This is because services related to Active Directory (for example, Lsass.exe) shut down before Exchange services, thereby causing Exchange services to fail repeatedly while searching for Active Directory services. One solution to this problem is to change the time-out for a failed service. A second solution is to manually stop the Exchange services before you shut down the server.

Domain Name System and Windows Internet Name Service Availability

Similar to domain controller and global catalog server services, Domain Name System (DNS) services are critical to the availability of your Exchange 2003 organization. On a Windows Server 2003 network, users locate resources by using DNS and Windows Internet Name Service (WINS). The failure of a DNS server can prevent users from locating your messaging system. 

To ensure that your Exchange 2003 topology includes reliable access to DNS, consider the following:  


Ensure that a secondary DNS server exists on the network. If the primary DNS server fails, this secondary server should be able to direct users to the correct servers.


Integrate Windows Server 2003 DNS zones into Active Directory. In this scenario, each domain controller becomes a potential DNS server.


Configure each client computer with at least two DNS addresses.


Ideally, both DNS servers should be in the same site as the client. If the DNS servers are not in the same site as the client, the primary DNS server should be the server that is in the same site as the client. 


Ensure that name resolution and DNS functionality are both operating correctly. For more information, see Microsoft Knowledge Base article 322856, "HOW TO: Configure DNS for Use with Exchange Server." 


Before deploying Exchange, ensure that DNS is correctly configured at the hub site and at all branches. 


Exchange requires WINS. Although it is possible to run Exchange 2003 without enabling WINS, it is not recommended. There are availability benefits that result from using WINS to resolve NetBIOS names. (For example, in some configurations, using WINS removes the potential risk of duplicate NetBIOS names causing a name resolution failure.) For more information, see Microsoft Knowledge Base article 837391, "Exchange Server 2003 and Exchange 2000 Server require NetBIOS name resolution for full functionality." 

For information about deploying DNS and WINS, see "Deploying DNS" and "Deploying WINS" in the Microsoft Windows Server 2003 Deployment Kit.

Ensuring Reliable Access to Exchange Front-End Servers

If your organization has more than one Exchange server, it is recommended that you use Exchange front-end and back-end server architecture. Front-end and back-end architecture provides several client access performance and availability benefits. 

Internet clients access their mailboxes through front-end servers. However, in default Exchange 2003 configurations, MAPI clients cannot use front-end servers; instead, these clients access their mailboxes through back-end servers directly. 
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Note: 

You can configure Exchange 2003 RPC over HTTP to allow your MAPI clients to access their mailboxes through front-end servers. For information about using RPC over HTTP, see Exchange Server 2003 RPC over HTTP Deployment Scenarios. 

When front-end servers use HTTP, POP3, and IMAP4, performance is increased because the front-end servers offload some load processing duties from the back-end servers. 

If you plan to support MAPI, HTTP, POP3, or IMAP4, you can use Exchange front-end and back-end server architecture to take advantage of the following benefits:  


Front-end servers balance processing tasks among servers. For example, front-end servers perform authentication, encryption, and decryption processes. This improves the performance of your Exchange back-end servers.


Your messaging system security is improved. For more information, see "Security Measures" later in this topic.


To incorporate redundancy and load balancing in your messaging system, you can use Network Load Balancing (NLB) on your Exchange front-end servers.

For information about planning an Exchange 2003 front-end and back-end architecture, see "Planning Your Infrastructure" in Planning an Exchange Server 2003 Messaging System.  

For information about deploying front-end and back-end servers, see Using Microsoft Exchange 2000 Front-End Servers. Although that document focuses on Exchange 2000, the content is applicable to Exchange 2003.

To build fault tolerance into your messaging system, consider implementing Exchange front-end servers that use NLB. You should also configure redundant virtual servers on your front-end servers.

Using Network Load Balancing on Your Front-End Servers

Network Load Balancing (NLB) is a Windows Server 2003 service that provides load balancing support for IP-based applications and services that require high scalability and performance. When implemented on your Exchange 2003 front-end servers, NLB can address bottlenecks caused by front-end services.

The following figure illustrates a basic front-end and back-end architecture that includes NLB.

Basic front-end and back-end architecture including Network Load Balancing
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An NLB cluster dynamically distributes IP traffic to two or more Exchange front-end servers, transparently distributes client requests among the front-end servers, and allows clients to access their mailboxes using a single server namespace.

NLB clusters are computers that, through their numbers, enhance the scalability and performance of the following:  


Web servers


Computers running ISA Server (for proxy and firewall servers)


Other applications that receive TCP/IP and User Datagram Protocol (UDP) traffic 

NLB cluster nodes usually have identical hardware and software configurations. This helps ensure that your users receive consistent front-end service performance, regardless of the NLB cluster node that provides the service. The nodes in an NLB cluster are all active. 
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Important: 

NLB clustering does not provide failover support as does the Windows Cluster service. For more information, see the next section, "Network Load Balancing and Scalability."

For more information about NLB, see "Designing Network Load Balancing" and "Deploying Network Load Balancing" in the Microsoft Windows Server 2003 Deployment Kit.

Network Load Balancing and Scalability

With NLB, as the demand increases on your Exchange 2003 front-end servers, you can either scale up or scale out. In general, if your primary goal is to provide faster service to your Exchange users, scaling up (for example, adding additional processors and additional memory) is a good solution. However, if you want to implement some measure of fault tolerance to your front-end services, scaling out (adding additional servers) is the best solution. With NLB, you can scale out to 32 servers if necessary. Scaling out increases fault tolerance because, if you have more servers in your NLB cluster, a server failure affects fewer users. 
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Important: 

You must closely monitor the servers in your NLB cluster. When one server in an NLB cluster fails, client requests that were configured to be sent to the failed server are not automatically distributed to the other servers in the cluster. Therefore, when one server in your NLB cluster fails, it should immediately be taken out of the cluster to ensure that required services are provided to your users.  

Configuring Exchange Protocol Virtual Servers

When configuring your Exchange 2003 messaging system, use Exchange System Manager to create a protocol virtual server for each protocol that you want to support on a specific front-end server. 

To maximize availability and performance of your front-end servers, consider the following recommendations when configuring protocol virtual servers:  


When configuring NLB for your Exchange 2003 front-end servers, you should make sure that all protocol virtual servers on your NLB front-end servers are configured with identical settings.  
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Important: 

If the protocol virtual servers in your NLB cluster are not identical, your e-mail clients may experience different behavior, depending on the server to which they are routed.


If you are not using NLB on your front-end servers, do not create additional protocol virtual servers on each of your front-end servers. (For example, do not create two identical HTTP protocol virtual servers on the same front-end server.) Additional virtual servers can significantly affect performance and should be created only when default virtual servers cannot be configured adequately.

For more information about configuring Exchange protocol virtual servers, see the Exchange Server 2003 Administration Guide. 

For information about tuning Exchange 2003 front-end servers, see the Exchange Server 2003 Performance and Scalability Guide.

Implementing a Reliable Back-End Storage Solution

A reliable storage strategy is paramount to achieving a fault tolerant messaging system. To implement and configure a reliable storage solution, you should be familiar with the following:  


Exchange 2003 database technology


Best practices for configuring and maintaining Exchange data


Advanced storage technologies such as RAID and Storage Area Networks (SANs)


For detailed information about planning and implementing a reliable back-end storage solution, see Planning a Reliable Back-End Storage Solution.

Implementing a Server Clustering Solution

By allowing the failover of resources, server clustering provides fault tolerance for your Exchange 2003 organization. Specifically, server clusters that use the Cluster service maintain data integrity and provide failover support and high availability for mission-critical applications and services on your back-end servers, including databases, messaging systems, and file and print services. 

The following figure illustrates an example of a four-node cluster where three nodes are active and one is passive. 

Example of a four-node 3 active/1 passive cluster
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In server clusters, nodes share access to data. Nodes can be either active or passive, and the configuration of each node depends on the operating mode (active or passive) and how you configure failover. A server that is designated to handle failover must be sized to handle the workload of the failed node.
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Note: 

In Windows Server 2003, Enterprise Edition, and Windows Server 2003, Datacenter Edition, server clusters can contain up to eight nodes. Each node is attached to one or more cluster storage devices, which allow different servers to share the same data. Because nodes in a server cluster share access to data, the type and method of storage in the server cluster is important.

For information about planning Exchange server clusters, see Planning for Exchange Clustering.

Benefits of Clustering

Server clustering provides two main benefits in your organization: failover and scalability. 

Failover

Failover is one of the most significant benefits of server clustering. If one server in a cluster stops functioning, the workload of the failed server fails over to another server in the cluster. Failover ensures continuous availability of applications and data. Windows Clustering technologies help guard against three specific failure types:  


Application and service failures. These failures affect application software and essential services.


System and hardware failures. These failures affect hardware components such as CPUs, drives, memory, network adapters, and power supplies.


Site failures in multi-site organizations. These failures can be caused by natural disasters, power outages, or connectivity outages. To protect against this type of failure, you must implement an advanced geoclustering solution. For more information, see "Using Multiple Physical Sites" later in this topic. 

By helping to guard against these failure types, server clustering provides the following two benefits for your messaging environment:  


High availability   The ability to provide end users with dependable access services while reducing unscheduled outages.


High reliability   The ability to reduce the frequency of system failure.

Scalability

Scalability is another benefit of server clustering. Because you can add nodes to your clusters, Windows server clusters are extremely scalable.

Limitations of Clustering

Rather than providing fault tolerance at the data level, server clustering provides fault tolerance at the application level. When implementing a server clustering solution, you must also implement solid data protection and recovery solutions to protect against viruses, corruption, and other threats to data. Clustering technologies cannot protect against failures caused by viruses, software corruption, or human error.

Clustering vs. Fault Tolerant Hardware

Both clustering and fault tolerant hardware protect your system from component failures (such as CPU, memory, fan, or PCI bus failures). Although you can use clustering and fault tolerant hardware together as an end-to-end solution, be aware that the two methods provide high availability in different ways:  


Clustering can provide protection from an application or operating system failure. However, a stand-alone (non-clustered) server using fault tolerant hardware (or a server that uses hot-swappable hardware, which allows a device to be added while the server is running) cannot provide protection from these failure types.


Clustering enables you to perform upgrades or installations on one of the cluster nodes, while maintaining full Exchange service availability for users. With stand-alone (non-clustered) servers, you must often stop Exchange services to perform these upgrades or installations. For specific information about how you can maintain Exchange service availability when performing upgrades or installations, see "Taking Exchange Virtual Servers or Exchange Resources Offline" in the Exchange Server 2003 Administration Guide. 

Implementing a Monitoring Strategy

Continuous monitoring of your network, applications, data, and hardware is essential for high availability. Software-monitoring tools and techniques enable you to determine the health of your system and identify potential issues before an error occurs.

To maximize availability, you must consistently manage, monitor, and troubleshoot your servers and applications. If a problem occurs, you must be able to react quickly so you can recover data and make it available as soon as possible. To help you monitor your Exchange 2003 organization, you could use the Exchange 2003 Management Pack for Microsoft Operations Manager. 

For complete information about Exchange 2003 Management Pack, Microsoft Operations Manager, and other monitoring tools, see Implementing Software Monitoring and Error-Detection Tools. 

Implementing a Disaster Recovery Solution

To increase fault tolerance in your organization, you need to develop and implement a well-planned backup and recovery strategy. If you are prepared, you should be able to recover from most failures.

Additional System-Level Best Practices

After considering measures to increase fault tolerance in your Exchange 2003 infrastructure, consider the following additional system-level best practices:  


Safeguarding the physical environment of your servers   Take precautions to ensure that the physical environment is protected.


Security measures   Implement permissions practices, security patching, physical computer security, antivirus protection, and anti-spam solutions.


Message routing   Use fault tolerant network hardware and correctly configure your routing groups and connectors.


Use multiple physical sites   Protect data from site failures by mirroring data to one or more remote sites or implementing geoclustering to allow failover in the event of a site failure. 


Operational procedures   Maintain and monitor servers, use standardized procedures, and test your disaster recovery procedures.


Laboratory testing and pilot deployments   Before deploying your messaging system in a production environment, test performance and scalability in laboratory and pilot environments.

Safeguarding the Physical Environment of Your Servers

To maintain the availability of your servers, you should maintain high standards for the environment in which the servers must run. To increase the longevity and reliability of your server hardware, consider the following:  


Temperature and humidity   Install mission-critical servers in a room established for that purpose—specifically a room in which you can carefully control temperature and humidity. Computers perform best at approximately 70 degrees Fahrenheit (approximately 21 degrees Celsius). In an office setting, temperature is not usually an issue. However, consider the effects of a long holiday weekend in the summer with the air conditioning turned off.


Dust or contaminants   Where possible, protect servers and other equipment from dust and contaminants and check for dust periodically. Dust and other contaminants can cause components to short-circuit or overheat, which can cause intermittent failures. Whenever a server's case is open, quickly check to determine whether the unit needs cleaning. If so, check all the other units in the area.


Power supplies   As with any disaster-recovery planning, planning for power outages is best done long before you anticipate outages and involves identifying resources that are most critical to the operation of your business. When possible, provide power from at least two circuits to the computer room and divide redundant power supplies between the power sources. Ideally, the circuits should originate from two sources that are external to the building. Be aware of the maximum amount of power a location can provide. It is possible that a location could have so many servers that there is not sufficient power for any additional servers. Consider a backup power supply for use in the event of a power failure in your computer center. It may be necessary to continue providing computer service to other buildings in the area or to areas geographically remote from the computer center. You can use uninterruptible power supply (UPS) units to handle short outages and standby generators to handle longer outages. When reviewing equipment that requires backup power during an outage, include network equipment, such as routers.


Maintenance of cables   To prevent physical damage to cables, make sure the cables are neat and orderly, either with a cable management system or tie wraps. Cables should never be loose in a cabinet, where they can be disconnected by mistake. If possible, make sure that all cables are securely attached at both ends. Also, make sure that pull-out, rack-mounted equipment has enough slack in the cables, and that the cables do not bind and are not pinched or scraped. Set up good pathways for redundant sets of cables. If you use multiple sources of power or network communications, try to route the cables into the cabinets from different points. This way, if one cable is severed, the other can continue to function. Do not plug dual power supplies into the same power strip. If possible, use separate power outlets or UPS units (ideally, connected to separate circuits) to avoid a single point of failure.

Security Measures

Security is a critical component to achieving a highly available messaging system. Although there are many security measures to consider, the following are some of the more significant:  


Permission practices


Security patches


Physical security


Antivirus protection


Anti-spam solutions

For detailed information about these and other security measures, see the Exchange Server 2003 Security Hardening Guide. 

Message Routing Considerations

Your routing topology is the basis of your messaging system. As a result, you must plan your routing topology with network, bandwidth, and geographical considerations in mind. 

Routing describes how Exchange transfers messages from one server to another. When planning your routing topology, you must understand how messages are transferred within Exchange and then plan a topology for the most efficient transfer of messages. You must also plan the locations of connectors to messaging systems outside your Exchange organization. Careful planning can reduce the volume of network traffic and optimize Exchange and Windows services.

To ensure that your message routing is reliable and available, consider the following high-level recommendations:  


Make sure that your physical network has built-in redundancy. For more information, see "Network Hardware" earlier in this topic.


Make sure that you have correctly configured connectors and routing groups. For example, in some scenarios, using Exchange System Manager to configure redundant connector paths can limit a single point of failure.


Configure your connectors to ensure there are multiple paths to all bridgehead servers. 


If applicable, make sure that your Simple Mail Transfer Protocol (SMTP) gateway servers are redundant. In large data centers, it is generally recommended that you dedicate specific Exchange 2003 servers to handle only inbound and outbound SMTP traffic. These servers are usually called SMTP gateway servers or SMTP hubs. These servers are responsible for moving SMTP e-mail between clients and Exchange 2003 mailbox servers (back-end servers).

For information about planning your routing design and configuration (including recommendations for creating routing groups and connectors), see Planning an Exchange Server 2003 Messaging System. 

For information about how to configure message routing, see the Exchange Server 2003 Transport and Routing Guide. 

Using Multiple Physical Sites

To improve disaster recovery and increase availability, some organizations use multiple physical sites. Most multi-site designs include a primary site and one or more remote sites that mirror the primary site. The level at which components and data are mirrored between sites depends on the SLA and the business requirements. Another option is to implement geographically dispersed clusters. With geographically dispersed clusters, in the event of a disaster, applications at one site can fail over to another site.

The following sections provide more information about site mirroring and geoclustering.

Site Mirroring

Site mirroring involves using either synchronous or asynchronous replication to mirror data (for example, Exchange 2003 databases and transaction log data) from the primary site to one or more remote sites.

Using site mirroring to provide data redundancy in multiple physical sites
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If a complete site failure occurs at the primary site, the amount of time it takes to bring Exchange services online at the mirrored site depends on the complexity of your Exchange organization, the amount of preconfigured standby hardware you have, and your level of administrative support. For example, an organization may be able to follow a preplanned set of disaster recovery procedures and bring their Exchange messaging system online within 24 hours. Although 24 hours may seem like a lot of downtime, you may be able to recover data close to the point of failure. For information about synchronous and asynchronous replication of Exchange data, see "Exchange Data Replication Technologies" in Overview of Storage Technologies.

Geographically Dispersed Clusters

A more advanced way to implement fault tolerance at the site level is to implement geographically dispersed clusters. To deploy geographically dispersed clusters with Windows Server 2003, you use virtual LANs (VLANs) to connect SANs over long distances.

Using geographically dispersed clustering to provide application failover between physical sites
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Geographically dispersed cluster configurations can be complex, and the clustered servers must use only components supported by Microsoft. You should deploy geographically dispersed clusters only with vendors who provide qualified configurations.

For more information about geographically dispersed cluster solutions with Exchange 2003, see Planning for Exchange Clustering. 

For information about Windows Server 2003 and geographically dispersed clusters, see Geographically Dispersed Clusters in Windows Server 2003Geographically Dispersed Clusters in Windows Server 2003.

Operational Best Practices

When operating and administering your Exchange 2003 messaging system, it is important that your IT staff use standard IP best practices. This section provides best practices for maximizing the availability of your applications and computers. (This information applies to both clustered and non-clustered environments.)  

Minimize or eliminate support for multiple versions of operating systems, service packs, and out-of-date applications

	It is difficult to provide reliable support when multiple combinations of different software and hardware versions are used together in one system (or in systems that interact on the network). Out-of-date software, protocols, and drivers (and associated hardware) are impractical when they do not support new technologies. Set aside resources and time for planning, testing, and installing new operating systems, applications, and hardware. When planning software upgrades, work with users to identify the features they require. Provide training to ease users through software transitions. In your software and support budget, provide funds for upgrading applications and operating systems in the future.


Isolate unreliable applications

	An unreliable application is an application that your business cannot do without, but that does not meet appropriate standards for reliability. If you must work with such an application, there are two basic approaches you can take:


Remove the unreliable applications from the servers that are most critical to your enterprise. If an application is known to be unreliable, take steps to isolate it, and do not run the application on a mission-critical server.


Provide sufficient monitoring, and use automatic restarting options where appropriate. Sufficient monitoring requires taking snapshots of important system performance measurements at regular intervals. You can set up automatic restarting of an application or service by using the Services snap-in. For more information about Windows services, see "Services overview" in Windows Server 2003 Help.


Use current, standardized hardware

	Incompatible hardware can cause performance problems and data loss. Maintain and follow a hardware standard for new systems, spare parts, and replacement parts.


Plan for future capacity requirements

	Capacity planning is critical to the success of highly available systems. To understand how much extra capacity currently exists in the system, study and monitor your system during peak loads.


Maintain an updated list of operational procedures

	When a root system problem is fixed, make sure you remove any outdated procedures from operation and support schedules. For example, when software is replaced or upgraded, certain procedures might become unnecessary or no longer be valid. Pay special attention to procedures that may have become routine. Make sure that all procedures are necessary and not temporary fixes for issues for which the root cause has not been found.


Perform adequate monitoring practices

	If you do not adequately monitor your messaging system, you might not identify problems before they become critical and cause system failures. Without monitoring, an application or server failure could be your only notification of a problem.


Determine the nature of the problem before reacting

	If the operations staff is not trained and directed to analyze problems carefully before reacting, your personnel can spend large amounts of time responding inappropriately to a problem. They also might not be effectively using monitoring tools in the crucial time between the first signs of a problem and an actual failure.


Treat the root cause of problems instead of treating symptoms

	When an unexpected failure occurs or when performing short-term preventive maintenance, symptom treatment is an effective strategy for restoring services. However, symptom treatments that are added to standard operating procedures can become unmanageable. Support personnel can be overwhelmed with symptom treatments and might not be able to correctly react to new failures.


Avoid stopping and restarting services and servers to end error conditions

	Stopping and restarting a server may be necessary at times. However, if this process temporarily fixes a problem but does not address the root cause, it can create additional problems.


Laboratory Testing and Pilot Deployments

Before you deploy any new solution, whether it is fault tolerant or network hardware, a software monitoring tool, or a Windows Clustering solution, you should thoroughly test the solution before deploying it in a production environment. After testing in an isolated lab, test the solution in a pilot deployment in which only a few users are affected, and then make any necessary adjustments to the design. After you are satisfied with the pilot deployment, perform a full-scale deployment in your production environment. 

Depending on the number of users in your Exchange organization, you may want to perform your full-scale deployment in stages. After each stage, verify that your system can accommodate the increased processing load from the additional users before deploying the next group of users. For complete information about setting up test and pilot environments, see "Designing a Test Environment" and "Designing a Pilot Project" in the Microsoft Windows Server 2003 Deployment Kit.

Exchange Capacity Planning Tools

To determine how many Exchange servers are required to manage user load, use the following capacity planning tools:  


Exchange Server Load Simulator 2003 (LoadSim)


Exchange Server Stress and Performance (ESP) tool


Jetstress
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Important: 

Because some of these tools create accounts that have insecure passwords, these tools are intended for use in test environments, not in production environments.

Exchange Server Load Simulator 2003

With Exchange Server Load Simulator 2003 (LoadSim), you can simulate the load of MAPI clients against Exchange. You simulate the load by running LoadSim tests on client computers. These tests send messaging requests to the Exchange server, causing a load on the server.

Use the output from these tests in the following ways:  


To calculate the client computer response time for the server configuration under client load


To estimate the number of users per server


To identify bottlenecks on the server

You can download LoadSim 2003 from the Downloads for Exchange Server 2003 Web site.

Exchange Server Stress and Performance Tool

The Exchange Server Stress and Performance (ESP) 2003 tool is a highly scalable stress and performance tool for Exchange. It simulates large numbers of client sessions by concurrently accessing one or more protocol services. Scripts control the actions that each simulated user performs. The scripts contain the logic for communicating with the server. Test modules (DLLs) then run these scripts. Test modules connect to a server through Internet protocols, calls to application programming interfaces (APIs), or through interfaces like OLE DB.

ESP is modular and extensible and currently provides modules for most Internet protocols, including the following:  


WebDAV


Internet Message Access Protocol version 4rev1 (IMAP4)


Lightweight Directory Access Protocol (LDAP)


OLE DB


Post Office Protocol version 3 (POP3)


Simple Mail Transfer Protocol (SMTP)

You can download ESP 2003 at http://go.microsoft.com/fwlink/?linkid=27881.

Jetstress

Exchange 2003 is a disk-intensive application. To function correctly, Exchange requires a fast, reliable disk subsystem. Jetstress (Jetstress.exe) is an Exchange tool that helps administrators verify the performance and stability of the disk subsystem prior to deploying Exchange servers in a production environment. For more information about Jetstress and Exchange back-end storage, see Planning a Reliable Back-End Storage Solution.

You can download Jetstress at http://go.microsoft.com/fwlink/?linkid=27883.

Planning a Reliable Back-End Storage Solution

To design a Microsoft® Exchange Server 2003 storage solution that is both available and scalable, you must be familiar with storage technologies such as redundant array of independent disks (RAID), Storage Area Networks (SANs), and network-attached storage 

You must also understand how to use these technologies to maximize the availability of your Exchange 2003 data. 

You cannot properly plan your Exchange storage solution without considering disaster recovery strategies. Therefore, to maximize the availability and recoverability of your Exchange 2003 data, you should read this section in conjunction with the Exchange Server 2003 Disaster Recovery Planning Guide.
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Note: 

Although most examples in this section focus on mailbox storage, the principles and concepts apply to public folder storage as well. 

Knowledge of Exchange 2003 or Exchange 2000 database files and Exchange transaction log files is helpful when reading this section. However, it is not a necessary prerequisite. 

Criteria for a Reliable Back-End Storage Solution

As you plan your Exchange 2003 storage strategy, you must balance three criteria: capacity, availability, and performance. The choices you make as you plan and implement your storage solution affect the cost associated with administration and maintenance of your Exchange 2003 organization.  


Capacity   In Exchange 2003, your total capacity is approximately equal to the number of mailboxes multiplied by the amount of storage allocated to each mailbox. If your organization is supporting public folders, you must add the appropriate amount of disk space to accommodate public folder storage.


Availability   The level of e-mail availability your messaging system requires depends on your business needs. For some companies, e-mail usage is light and considered non-essential. However, for many companies today, e-mail is a mission-critical service. The priority that your company places on e-mail determines the level of investment and resources allocated to a consistently available e-mail solution. Overall availability is increased by redundancy. Redundancy can mean that you should cluster applications to provide CPU redundancy or implement a redundant array of independent disks (RAID) solution to provide data redundancy. 


Performance   Performance requirements are also unique to each organization. This section refers to performance as it relates to throughput and latency. With regard to storage technology, throughput is measured by how many reads and writes per second a storage device can perform. Latency is measured as the time in milliseconds that a transaction takes to complete a read or write operation.

Before you design your storage solution for Exchange 2003, determine how your company prioritizes these three criteria, especially when considering a balance between availability and performance. 

By default, when you install Exchange 2003, all data is stored locally on the drive on which you install Exchange. To determine the capacity, level of availability, and performance associated with this default configuration, you must consider the following factors:  


Number and speed of CPUs


Amount of RAM


Server type (such as mailbox server, public folder server, and connector server) 


Number of physical disks

Because of the many variables in determining server sizing and capacity, use the tools described in "Exchange Capacity Planning Tools" in System-Level Fault Tolerant Measures. In general, if the default configuration does not meet your requirements, you should plan a new storage solution that maximizes capacity, performance, and availability.

General Storage Principles

Regardless of the application you are running, consider the following storage principles to help you maximize capacity, performance, and availability.  


Specialized hardware solutions
You can decrease CPU processing time by implementing a specialized hardware solution, such as a hardware RAID arrangement on the external storage array or a SAN that incorporates RAID technology. However, specialized hardware storage systems can be expensive. You should not spend more money on the storage system than you expect to recover in saved time and data if a failure occurs.  

When selecting a specialized hardware solution, consider the following:  


For preventing data loss, a RAID arrangement is recommended. For high availability of an application or service, consider multiple disk controllers, a RAID solution, or a Microsoft Windows® Clustering solution. 


Servers that do not host mailboxes or public folders, such as connector servers, may not benefit from advanced storage solutions. These servers typically store data for a short time and then forward the data to another server. In some cases, you may prefer RAID-0 configuration for these types of servers. 


Storing Exchange data
All data stored on Exchange is not managed in the same way. Therefore, a single storage solution for all data types is not the most efficient. In regard to Exchange, you need to consider that transaction log files are accessed sequentially, and databases are accessed randomly.   

In accordance with general storage principles, you should keep the transaction log files (sequential I/O) from databases (random I/O) on separate disk arrays to maximize input/output (I/O) performance and increase fault tolerance.   

In addition, you should store the transaction log files for each storage group on a separate disk array. Storing sequentially accessed files separately keeps the disk heads in position for sequential I/O, which reduces the amount of time required to locate data.  


Disk capacity and performance
Using a storage configuration with multiple small disks always results in faster performance than using a storage configuration with a single large disk. In general, more disks result in faster performance. You should size each hard disk so that you have enough capacity on it to perform online defragmentation of Exchange databases.   

For example, if one of the branch offices in your organization wants to store 72 gigabytes (GB) of Exchange data, consider using eight 18-GB disks instead of two 72-GB disks. Eight 18-GB disks (144 GB total capacity) allow you to achieve high performance with your 72 GB of Exchange data, and also provide the disk space necessary to perform online defragmentation. 


Volume Shadow Copy service
Consider using Volume Shadow Copy service capabilities in coordination with your SAN solution. Volume Shadow Copy service allows you to perform backups without affecting the performance of your back-end servers. In addition, using Volume Shadow Copy service can improve backup times and significantly improve the amount of time it takes to restore Exchange database files. For more information, see Best Practices for Using Volume Shadow Copy Service with Exchange Server 2003. 


Storage group configuration
An Exchange 2003 server supports up to four storage groups. Each storage group has its own set of transaction log files and supports up to five databases. How you configure your storage groups affects Exchange performance, including how long it takes to back up and restore Exchange databases.   

To achieve better performance, you should consider minimizing the total number of databases on each server. You should also maximize the total number of databases (five total) per storage group before creating any additional storage groups. To increase the time it takes to back up and restore Exchange, consider limiting the size of each of your Exchange databases so you can recover each database in a reasonable amount of time. For information about how to configure storage groups, see "Storage Group Configuration" in Best Practices for Configuring Exchange Back-End Storage. 

Overview of Storage Technologies

To increase the availability of your Exchange 2003 organization, your Exchange back-end storage solution must be supported by a redundant storage subsystem. When planning your storage solution, familiarize yourself with the following storage-related technologies:   


RAID levels   Disk array implementations that offer varying levels of performance and fault tolerance. 


SAN solutions   Storage that provides centralized data storage by means of a high-speed network.


Network-attached storagesolutions   Storage that connects directly to servers through existing network connections.


Replication technologies   Solutions that use synchronous and asynchronous data replication technologies to replicate data within a site (using SANs and LANs) or to a separate site (using virtual LANs).

SAN and network-attached storage solutions usually incorporate RAID technologies. You can configure the disks on the storage device to use a RAID level that is appropriate for your performance and fault tolerance needs. Use the information in the following sections to compare and contrast these storage technologies. 
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Important: 

It is generally recommended that you use a direct access storage device (DASD) or a SAN-attached disk storage solution because these configurations optimize performance and reliability for Exchange 2003. Microsoft does not support using network-attached storage solutions unless they meet specific Windows requirements. 
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Note: 

For information about SAN and network-attached storage solutions, see Microsoft Knowledge Base article 328879, "Using Exchange Server with Storage Attached Network and network-attached storage devices." 

Before deploying a storage solution for your Exchange 2003 databases, obtain verification from your vendor that the end-to-end storage solution is designed for Exchange 2003. Many vendors have best practices guides for Exchange. 

Overview of RAID

By using a RAID solution, you can increase the fault tolerance of your Exchange organization. In a RAID configuration, part of the physical storage capacity contains redundant information about data stored on the hard disks. The redundant information is either parity information (in the case of a RAID-5 volume) or a complete, separate copy of the data (in the case of a mirrored volume). If one of the disks or the access path fails, or if a sector on the disk cannot be read, the redundant information enables data regeneration.
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Note: 

You can implement RAID solutions either on the host system (software RAID), or on the external storage array (hardware RAID). In general, both solutions provide similar reliability benefits. However, software RAID increases the CPU processing load on the host server. This section assumes that you use a hardware RAID solution rather than a software RAID solution. For information about using software RAID with Microsoft Windows Server™ 2003, see Windows Server 2003 Help.

To ensure that your Exchange servers continue to function properly in the event of a single disk failure, you can use disk mirroring or disk striping with parity on your hard disks. With disk mirroring and disk striping with parity, you can create redundant data for the data on your hard disks. 

Although disk mirroring creates duplicate volumes that can continue functioning if a disk in one of the mirrors fails, disk mirroring does not prevent damaged files (or other file errors) from being written to both mirrors. For this reason, do not use disk mirroring as a substitute for keeping current backups of important data on your servers.
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Note: 

When using redundancy techniques such as parity, you forfeit some hard disk I/O performance for fault tolerance.

Because transaction log files and database files are critical to the operation of an Exchange server, you should keep the transaction log files and database files of your Exchange storage group on separate physical drives. You can also use disk mirroring or disk striping with parity to prevent the loss of a single physical hard disk from causing a portion of your messaging system to fail. For more information about disk mirroring and disk striping with parity, see "Achieving Fault Tolerance by Using RAID" in the Windows Server 2003 Deployment Kit.

To implement a RAID configuration, it is recommended that you use only a hardware RAID product rather than software fault tolerant dynamic disk features. 

The following sections discuss four primary implementations of RAID: RAID-0, RAID-1, RAID-0+1, and RAID-5. Although there are many other RAID implementations, these four types serve as an adequate representation of the overall scope of RAID solutions.

RAID-0

RAID-0 is a striped disk array. Each disk is logically partitioned in such a way that a "stripe" runs across all the disks in the array to create a single logical partition. For example, if a file is saved to a RAID-0 array, and the application that is saving the file saves it to drive D, the RAID-0 array distributes the file across logical drive D. In this example, the file spans all six disks. 

RAID-0 disk array
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From a performance perspective, RAID-0 is the most efficient RAID technology because it can write to all six disks simultaneously. When all disks store the application data, the most efficient use of the disks occurs.

The drawback to RAID-0 is its lack of fault tolerance. If the Exchange mailbox databases are stored across a RAID-0 array and a single disk fails, you must restore the mailbox databases to a functional disk array and restore the transaction log files. In addition, if you store the transaction log files on this array and you lose a disk, you can perform only a "point-in-time" restoration of the mailbox databases from the last backup.

RAID-0 is not a recommended solution for Exchange.

RAID-1

RAID-1 is a mirrored disk array in which two disks are mirrored. 

RAID-1 disk array
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RAID-1 is the most reliable of the three RAID arrays because all data is mirrored as it is written. You can use only half of the storage space on the disks. Although this may seem inefficient, RAID-1 is the preferred choice for data that requires the highest possible reliability.

RAID-0+1

If your goal is to achieve high reliability and maximum performance for your data, consider using RAID-0+1. RAID-0+1 provides high performance by using the striping benefits of RAID-0, while ensuring redundancy by using the disk mirroring benefits of RAID-1. 

RAID-0+1 disk array
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In a RAID-0+1 disk array, data is mirrored to both sets of disks (RAID-1) and then striped across the drives (RAID-0). Each physical disk is duplicated in the array. If you have a six-disk RAID-0+1 disk array, three disks are available for data storage.

RAID-5

RAID-5 is a striped disk array, similar to RAID-0 in that data is distributed across the array. However, RAID-5 also includes parity. There is a mechanism that maintains the integrity of the data stored on the array so that if one disk in the array fails, the data can be reconstructed from the remaining disks. Therefore, RAID-5 is a reliable storage solution. 

RAID-5 disk array

[image: image48.png]E L L L L L D I




However, to maintain parity among the disks, 1/n disk space is forfeited (where n equals the number of drives in the array). For example, if you have six 9-GB disks, you have 45 GB of usable storage space. To maintain parity, one write of data is translated into two writes and two reads in the RAID-5 array. Thus, overall performance is degraded.

The advantage of a RAID-5 solution is that it is reliable and uses disk space more efficiently than RAID-1 and RAID-0+1.

Considering RAID Solutions

When planning your RAID solution, you must consider performance, reliability, disk capacity, and cost. Although cost and capacity are important, the primary considerations are the performance and reliability of your storage system. 

The following table compares the cost and reliability of the four different RAID solutions. 

Comparing the cost and reliability of RAID solutions

	RAID solution
	Number of drives
	Cost
	Reliability

	RAID-0
	10 9-GB disks
	High
	Low

	RAID-1
	2 45-GB disks
	Low
	Low

	RAID-0+1
	20 9-GB disks
	Very high
	Very high

	RAID-5
	11 9-GB disks
	High
	High


Cost

	You evaluate cost by calculating the number of disks needed to support your array. A RAID-0+1 implementation is the most expensive because you must have twice as much disk space as you need. However, this configuration yields much higher performance than the same-capacity RAID-5 configuration, as judged by the maximum read and write rates. RAID-1 is the least expensive because it requires only two 45-GB drives to store 90 GB of data. However, using two large disks results in much lower throughput.


Reliability and performance

	You assess reliability by evaluating the impact that a disk failure would have on the integrity of the data. RAID-0 does not implement any kind of redundancy, so a single disk failure on a RAID-0 array requires a full restoration of data. RAID-0+1 is the most reliable solution of the four because two or more disks must fail before data is potentially lost.

You assess performance by fully testing the various RAID levels in a test environment. You must select your hardware, RAID levels, and storage configuration to meet or exceed the performance levels required by your organization. To test the performance of your Exchange storage subsystem, use Jetstress and other Exchange capacity tools. For information about the best practices for achieving the required levels of performance, reliability, and recoverability, see Best Practices for Configuring Exchange Back-End Storage. 


Storage Area Network Solutions

It is recommended that you use a SAN for the storage of your Exchange files. This configuration optimizes server performance and reliability.
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Important: 

It is generally recommended that you use direct access storage device (DASD) or SAN-attached storage solutions, because this configuration optimizes performance and reliability for Exchange. Microsoft does not support network-attached storage solutions unless they meet specific Windows Logo requirements. For information about supported network-attached storage solutions, see "Network-Attached Storage Solutions" later in this topic. 

A SAN provides storage and storage management capabilities for company data. To provide fast and reliable connectivity between storage and applications, SANs use Fibre Channel switching technology. 

A SAN has three major component areas:   


Fibre Channel switching technology


Storage arrays on which data is stored and protected 


Storage and SAN management software

Hardware vendors sell complete SAN packages that include the necessary hardware, software, and support. SAN software manages network and data flow redundancy by providing multiple paths to stored data. Because SAN technology is relatively new and continues to evolve rapidly, you can plan and deploy a complete SAN solution to accommodate future growth and emerging SAN technologies. Ultimately, SAN technology facilitates connectivity between multi-vendor systems with different operating systems to storage products from multiple vendors.

SAN storage solution
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Currently, SAN solutions are best for companies and for Information Technology (IT) departments that need to store large amounts of data. 

Although deployment cost can be a barrier, a SAN solution may be preferable because the long-term total cost of ownership (TCO) can be lower than the cost of maintaining many direct-attached storage arrays. Consider the following advantages of a SAN solution:  


If you currently have multiple arrays managed by multiple administrators, centralized administration of all storage frees up administrators for other tasks.


In terms of availability, no other single solution has the potential to offer the comprehensive and flexible reliability that a vendor-supported SAN provides. Some companies can expect enormous revenue loss when messaging and collaboration services are unavailable. If your company has the potential to lose significant revenue as a result of an unavailable messaging service, it could be cost-effective to deploy a SAN solution.

Before you invest in a SAN, calculate the cost of your current storage solution in terms of hardware and administrative resources, and evaluate your company's need for dependable storage.

How a Storage Area Network Benefits Exchange

The following are advantages to implementing a SAN solution in your Exchange 2003 organization:  


Exchange 2003 requires high I/O bandwidth that is supported only by a SAN-attached (sometimes referred to as channel-attached) storage array. In contrast, network storage solutions that rely on access to Exchange 2003 database files through the network stack can increase the risk of data corruption and performance loss. 


Exchange 2003 also requires mailbox and public folders stores to exist on a drive that is local to the Exchange server drive. This requirement is met by SAN solutions that connect to Exchange servers through a local Fibre Channel connection. Other storage solutions that rely on a network redirector to process disk resources do not meet this requirement. 


SANs are highly scalable, which is an important consideration for Exchange. As mail data grows and mailbox limits are continually challenged, you must increase storage capacity and I/O rates. As your organization expands, a SAN allows you to easily add disks.  

It is recommended that you select a SAN solution that incorporates storage virtualization. Storage virtualization allows you to easily add disks and quickly reallocate that additional capacity to your Exchange servers. With storage virtualization, you can purchase additional storage disks in accordance with your capacity requirements and budget.  


The scalable nature of SANs also makes it possible to expand your Exchange organization by adding servers. With SANs, you can connect multiple Exchange servers to multiple storage arrays and then divide the storage among them. 


Through the use of mirroring and shadow copy backups that use Volume Shadow Copy service, backup, recovery, and availability are all enhanced with a SAN.  

For information about the how you can enhance your storage solution using Volume Shadow Copy service, see Best Practices for Using Volume Shadow Copy Service with Exchange Server 2003. 


Through replication strategies that include replicating data from a SAN in one site to a SAN in a different site, you can protect the data in your organization in the event of a site failure. Moreover, if you implement geographically dispersed clustering in coordination with your site replication strategy, your messaging system will be operational as well.  

For information about replicating data to alternative sites, see "Using Multiple Physical Sites" in System-Level Fault Tolerant Measures.   

For information about geographically dispersed clustering, see "Geographically Dispersed Clustering" in Planning Considerations for Clustering. 

Network-Attached Storage Solutions

Network-attached storage refers to products that use a server-attached approach to data storage. In this approach, the storage hardware connects directly to the Ethernet network through Small Computer System Interface (SCSI), Fibre Channel connections, or the recently added support for Internet SCSI (iSCSI). A network-attached storage product is a specialized server that contains a file system and scalable storage. In this model, data storage is decentralized. The network-attached storage appliance connects locally to department servers, and therefore, the data is accessible only by local servers. 

For information about iSCSI, see the Microsoft Storage Technologies - iSCSI Web site. 

For information about support for iSCSI in Exchange, see Microsoft Knowledge Base article 839686, "Support for iSCSI technology components in Exchange Server." 
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Important: 

Exchange 2003 has local data access and I/O bandwidth requirements that network-attached storage products do not generally meet. Improper use of Exchange 2003 software with a network-attached storage product may result in data loss, including total database loss. 

For more information about network-attached storage solutions specific to Exchange 2003, see Microsoft Knowledge Base article 839687, "Microsoft support policy on the use of network-attached storage devices with Exchange Server 2003."

For information about network-attached storage solutions for Exchange 5.5 and later versions, see Microsoft Knowledge Base article 317173, "Exchange Server and network-attached storage." 

For information about comparing SAN and network-attached storage solutions, see Microsoft Knowledge Base article 328879, "Using Exchange Server with Storage Attached Network and network-attached storage devices." 

Exchange Data Replication Technologies

If your Exchange organization must function continuously, even in the event of a site disaster, you can increase the reliability of your Exchange data by implementing data replication technologies that replicate application data to one or more remote sites. Such data replication technologies allow you to synchronize SANs in multiple sites over long distance fiber or IP networks. The replication involved in these solutions is either synchronous or asynchronous.

For information about how you can use multiple physical sites to add redundancy to protect your application data, see "Using Multiple Physical Sites" in System-Level Fault Tolerant Measures.

For information about how you can use remote site replication in conjunction with Windows Clustering, see "Geographically Dispersed Clustering" in Planning Considerations for Clustering.

Synchronous Replication

Solutions that include synchronous replication technologies can help you achieve 100 percent data reliability. Synchronous replication technologies write to both storage platforms (both the primary and the replicated storage device) before reporting to the operating system that the write was successful. Depending on the distance between the two storage platforms, this latency can be significant (+50 milliseconds). This increased latency creates a load on the server that severely affects the Exchange client experience. Specifically, the high write latency can cause excessive remote procedure call (RPC) queues and can potentially exhaust all 100 RPC threads (threads waiting on write I/O), thereby causing severe usability problems.

To minimize the negative effect on usability, you can reduce the number of users on both the server and the SAN. For example, consider an Exchange deployment that includes synchronous replication, where the user load is limited to only 1,000 users, even though both the server and SAN could support 4,000. Although synchronous replication has high data reliability, it does employ a significant I/O write performance penalty. This I/O write penalty is a critical factor in the number of users supported on a given platform. 
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Important: 

Solutions that use synchronous replication may be best served by using multiple two-processor servers, as opposed to implementing a consolidated model with servers that have four or eight processors. Server consolidation has proven to be reduced with synchronous replication technologies.

Asynchronous Replication

Asynchronous replication does not have a negative effect on Exchange client performance because the replication writes are handled after the primary storage write is complete. The problem with asynchronous data replication is that it can take up to a minute (different for each SAN vendor) for the replication write to complete, thereby increasing the chances of data loss during a disaster. Asynchronous replication has no write performance penalty but is less reliable in terms of data reliability. 
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Important: 

If you select an asynchronous method, ensure that your disaster recovery procedures are well tested. Also, understand that there is a possibility for some data loss during a disaster. For this reason, asynchronous replication solutions are not recommended with geographically dispersed clusters.

Testing of Data Replication

If you select a synchronous method, as with the implementation of any storage subsystem, deploy your data replication solution in a test environment to validate the design. The documentation included with the Jetstress tool includes information about how to test data replication solutions. For information about Jetstress, see Using Jetstress to Test Disk Performance.

You can download Jetstress at the Microsoft Exchange Server Jetstress Tool Web site. 

Best Practices for Configuring Exchange Back-End Storage

There are several recommendations for maximizing the availability of Exchange data on back-end servers:   


Storage group configuration   Plan your storage group and database configurations to maximize performance and recoverability.


Mailbox server storage sizing   Plan the size of your databases to ensure adequate performance and recoverability.


Back-end server partitioning   Store your Windows operating system files, Exchange application files, Exchange database files, and transaction log files on separate disks to increase fault tolerance and optimize recovery.


Exchange data storage   Implement RAID solutions on your disks to match the type of data on each disk.


Hard disk space   Ensure that you provide enough disk space to ensure performance and recoverability.


Disk performance and I/0 throughput   Consider hard disk performance as part of your storage solution.


Disk defragmentation   Defragment your disks using online defragmentation, and if necessary, offline defragmentation.


Virtual memory optimization   Consider tuning your server to ensure efficient and reliable message transfer.

There are other ways to enhance availability and performance of your Exchange 2003 back-end servers. For information about tuning Exchange 2003 back-end servers, see the Exchange Server 2003 Performance and Scalability Guide.

Storage Group Configuration

The Exchange store uses two types of databases: mailbox stores and public folder stores. These stores are organized into storage groups. All of the databases in a storage group share a single set of transaction log files, a single backup schedule, and a single set of logging and backup-related settings. 

Your disaster recovery strategy has an important role in determining how many storage groups and databases your storage solution should support. Specifically, your recovery plan should state your company's restore time requirements. It is this requirement that dictates your storage configuration. How you configure your storage groups depends on which edition of Exchange 2003 you use:  


If you are using Exchange Server 2003 Standard Edition, each Exchange server can have one storage group that contains one mailbox store and one public folder store. 


If you are using Exchange Server 2003 Enterprise Edition, each server can have as many as four storage groups, each of which contains as many as five databases (either mailbox stores or public folder stores).
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Note: 

Consider using descriptive naming conventions for the names of your storage groups, mailbox stores, and public folder stores. Using descriptive naming conventions can be useful for maintenance and troubleshooting purposes.

Using either Exchange Server 2003 Standard Edition or Exchange Server 2003 Enterprise Edition, you can create a recovery storage group in addition to your other storage groups. Recovery storage groups are used to recover mailbox data when restoring data from a backup. For more information about recovery storage groups, see Using Exchange Server 2003 Recovery Storage Groups.

Mailbox Storage

If you are using Exchange Server 2003 Enterprise Edition, you can use multiple mailbox stores to increase the reliability and recoverability of your Exchange organization. If users are spread across multiple mailbox stores, the loss of a single store impacts only a subset of the users rather than the entire organization. In addition, reducing the number of mailboxes per store reduces the time to recover a damaged store from a backup. 
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Note: 

In general, when you distribute your users among multiple databases, your system uses more resources than if you were to place all the users on a single database. However, due to the potential reduction in the time it takes to recover an individual mailbox store, the benefits of using multiple stores usually outweigh the resource costs. For more information about disk performance, see "Disk Performance and I/O Throughput" later in this topic.

Public Folder Storage

To disperse public folders across multiple servers, you can use multiple public folder stores. Furthermore, to increase your system's ability to handle user traffic, you can place multiple replicas of the same folder on several servers. If you have multiple routing groups, you may want to distribute folders among the routing groups. This provides users with easy access to folders that they use most often.

Mailbox Server Storage Sizing

Before you select the service design options for your mailbox servers, you must first determine how much data you need to store. By accurately determining the existing and projected volumes of your mail data, you can appropriately design your storage systems so that you do not have to expand them immediately following deployment. 

Use the following formula to calculate the amount of data you can store on a single server:

(Number of mailboxes × maximum size of mailbox limit) × adjustment factor

The adjustment factor (for example, using a value such as 1.5) provides extra space for data that does not count against mailbox quotas, including messages that are held in the deleted item retention store and the deleted mailbox retention store. Quotas make space usage patterns much more predictable. In Exchange environments where mailbox quotas are not in use, enabling quotas is an important consideration. Moreover, creating separate mailbox databases and using multiple system policies with different quota limits simplifies the administrative process.
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Note: 

For users who need large mailboxes, it is possible to have one or more databases with no limits.

You can use the total volume of data to derive an estimate of how much disk space is required for the server. However, calculating this estimate depends on how many mailbox databases will be homed on the server. 

Backup and Restore Performance Considerations

In Exchange 2003 Enterprise Edition, there is no set limit on the size of an individual database. The lack of built-in limits makes it difficult to decide on server sizing and how to divide data among databases. As a result, to determine how your server data should be sized and divided, first consider the following:  


What are your time requirements for restoring a single database?


How fast is the restore mechanism you have selected?

To illustrate this process, consider the following scenario: 

An SLA that provides for a maximum outage time of four hours is combined with a backup system that can back up and restore 75 GB per hour. Because recoveries, on average, take twice as long as backups, the maximum sizing for all data on a server would be 150 GB. (The 150 GB represent the amount of data that could feasibly be restored within the two-hour window.) 

After determining the maximum sizing, you would decide how to partition the 150 GB into smaller chunks. Because all users on the server are in one database, placing all data in a single database provides no flexibility. The decision is not whether or not to partition, but how many partitions to use. A common solution would be to take the server's maximum data size and divide it equally into databases. For example, you could divide a 150-GB database into five 30-GB databases (five being the maximum number of databases possible within a single storage group). Unfortunately, this solution prevents concurrent backups and restores of multiple databases. This solution also prevents mounting additional databases for testing or repair purposes. A better solution would be to use multiple storage groups (in this case, two storage groups with four databases each), with each database expected to use approximately 20 GB. This solution would allow two databases from different storage groups to be backed up or restored simultaneously (assuming that you have suitable backup hardware). Also, the small database file size allows you to move the files easily between volumes or servers.

Single-Instance Storage Considerations

It is also important to plan how you will group mailboxes into mailbox databases. Because Exchange can maintain single-instance storage within individual databases, workgroup users are kept in the same database when possible. With single-instance storage, you can restore certain user groups more quickly. For example, consider a bank whose currency-trading operations demand higher levels of availability than their other operations. Using the previous 150-GB server example, creating an additional storage group with one database for only currency traders' mailboxes would allow for faster backup and restore processes. For business-critical mailboxes, another option would be to use the Volume Shadow Copy service to provide even faster recoveries. The cost disadvantage of Volume Shadow Copy service hardware requirements is thus minimized.

Best Practices for Partitioning Back-End Servers

To increase fault tolerance and provide for easier troubleshooting, you should partition your disks so that the following files are located on separate disks:  


Windows Server 2003 files


Exchange application files


Exchange database files


Exchange transaction log files

In general, partitioning your hard disks in this manner can increase performance and reduce the amount of data you need to recover. The remainder of this section describes the benefits of locating each of these files on separate disks.

Benefits to Locating Exchange Application Files and Windows Server 2003 Files on Their Own Disks

Locating your Exchange application files and Windows Server 2003 files on their own disks has the following benefits:   


Improved performance   There are some noticeable performance benefits for Exchange 2003 servers. For example, the server can read Windows files or Exchange files in any order necessary without moving the disk drive head as much as if the applications were on one disk.


Improved fault tolerance   A single point of failure is no longer an issue. For example, if the disks where Exchange 2003 is installed fail, Windows Server 2003 continues to function. 

Benefits to Locating Exchange Transaction Log Files and Database Files on Their Own Disks

In Exchange, transaction log files are accessed sequentially, and databases are accessed randomly. In accordance with general storage principles, you should separate the transaction log files (sequential I/O) from databases (random I/O) to maximize I/O performance and increase fault tolerance. Storing sequentially accessed files separately keeps the disk heads in position for sequential I/O, which reduces the amount of time required to locate data. Specifically, you should move each set of transaction log files to its own array, separate from storage groups and databases. 

By default, Exchange stores database files and transaction log files in the following folder:

drive:\Program Files\Exchsrvr\MDBDATA

This folder exists in the same partition on which you install Exchange 2003. 

Default location of Exchange database and transaction log files
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Locating your Exchange transaction log files and database files on separate disks has the following benefits:   


Easier management of Exchange data    Each set of files is assigned a separate drive letter. Having each set of files represented by its own drive letter helps you keep track of which partitions you must back up in accordance with your disaster recovery method.


Improved performance   You significantly increase hard disk I/O performance.


Minimize impact of a disaster   Depending on the type of failure, placing databases and storage groups on separate disks can significantly minimize data loss. For example if you keep your Exchange databases and transaction log files on the same physical hard disk and that disk fails, you can recover only the data that existed at your last backup. For more information, see "Considering Locations of Your Transaction Log Files and Database Files" in the Exchange Server 2003 Disaster Recovery Planning Guide.

The following table and figure illustrate a possible partitioning scheme for an Exchange server that has six hard disks, including two storage groups, each containing four databases. Because the number of hard disks and storage groups on your Exchange server may be different than the number of hard disks and storage groups used in this example, apply the logic of this example as it relates to your own server configuration. In the following table, note that drives E, F, G, and H may point to external storage devices.

Exchange hard disk partitioning scheme

	Disk
	Drive configuration

	Fixed Disk 1
	Drive C (NTFS)—Windows operating system files and swap file.

	Fixed Disk 2
	Drive D (NTFS)—Exchange files and additional server applications (such as antivirus software and resource kits).

	Fixed Disk 3
	Drive E (NTFS)—Transaction log files for storage group 1.

	Fixed Disk 4
	Drive F (NTFS)—Database files for storage group 1.

	Fixed Disk 5
	Drive G (NTFS)—Transaction log files for storage group 2.

	Fixed Disk 6
	Drive H (NTFS)—Database files for storage group 2.


Fault tolerant hard disk setup with 6 disks

[image: image58.png]U=
2]

Windows Server 2003 Exchange Server 2003
and other applications. and page file
storage group 1 torage group 2

DR DR

Databases  Log fles Databases  Log fles





Whether you are storing Exchange database files on a server or on an advanced storage solution such as a SAN, you can apply the partitioning recommendations presented in this section. In addition, you should incorporate technologies such as disk mirroring (RAID-1) and disk striping with parity (RAID-5 or RAID-6, depending on the type of data that is being stored). 

For more information about Exchange 2003 transaction log files, databases, and storage groups, see "Understanding Exchange 2003 Database Technology" in the Exchange Server 2003 Disaster Recovery Planning Guide.

Storing Exchange Data

This section provides information to help you properly configure the location and RAID levels for the following types of Exchange data:  


Database files (.edb and .stm files)


Transaction log files


SMTP Queue directory data


Content indexing files 

Database Files

An Exchange database consists of a rich-text .edb file and a Multipurpose Internet Mail Extensions (MIME) content .stm file.

The .edb file stores the following items:


All of the MAPI messages


Tables used by the Store.exe process to locate all messages


Checksums of both the .edb and .stm files


Pointers to the data in the .stm file 

The .stm file contains messages that are transmitted with their native Internet content. Because access to these files is generally random, they can be placed on the same disk.

By default, Exchange stores database files in the following folder: 

drive:\Program Files\Exchsrvr\MDBDATA

This folder exists in the same partition on which you install Exchange 2003.

Database File Considerations

As you plan your storage solution for these files, implement a solution that ensures reliability. RAID-0 is not a recommended option. After reliability, your storage solution is based on a choice between optimizing performance (RAID-1) and optimizing capacity (RAID-5). If possible, use RAID-1 (or RAID-0+1) for these files.

You can store public folders on a RAID-5 array because data in public folders is usually written once and read many times. RAID-5 provides improved read performance.

Transaction Log Files

The most important aspect of a storage group is its transaction logs. Even if you use only the default First Storage Group, you need to consider your transaction log configuration to be sure that you can recover data if the stores are damaged.

In standard Exchange transaction logging, each store transaction (such as creating or modifying a message) in a storage group is written to a log file and then to the Exchange store. All of the stores in a storage group share a single set of transaction logs. The logging process ensures that records of transactions exist if a store is damaged between backups. In many cases, recovering a damaged store means restoring the store from a backup, replaying any backed up log files, and then replaying the most recent log files to recover transactions that were made after the last backup. 

If a disaster occurs, and you must rebuild a server, you use the latest transaction log files to recover your databases. If you have access to the latest backup and the transaction log files since the backup, you can recover all of your data. However, if you lose any of the transaction log files, the data that was not committed to the database since the last backup is permanently lost.
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Note: 

For detailed information about how transaction logs function, see "Understanding Exchange 2003 Database Technology" in the Exchange Server 2003 Disaster Recovery Planning Guide.

By default, Exchange stores transaction log files in the following folder: 

drive:\Program Files\Exchsrvr\MDBDATA

This folder exists in the same partition on which you install Exchange 2003.

Transaction Log File Considerations

As you plan the location of your Exchange transaction log files, consider the following:  


You can significantly improve the performance and fault tolerance of Exchange servers by placing each set of transaction log files on a separate drive. 


Because each storage group has its own set of transaction log files, the number of dedicated transaction log drives for your server should equal the number of planned storage groups. With a SAN solution, you can select a product to easily partition the virtualized space into separate virtual drives for storage groups and transaction log files. 


In addition, because transaction log files are critical to the operation of a server, you should protect the drives against failure, ideally by hardware mirroring using RAID. A RAID-0+1 configuration (in which data is mirrored and then striped) is recommended.
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Note: 

Distribute the database drives across many Small Computer System Interface (SCSI) channels or controllers, but configure them as a single logical drive to minimize SCSI bus saturation.

An example disk configuration is as follows:  


C:\ System and boot (mirror set) 


D:\ Page file 


E:\ Transaction log files for storage group 1 (mirror set) 


F:\ Transaction log files for storage group 2 (mirror set) 


G:\ Database files for both storage groups (multiple drives configured as hardware stripe set with parity 
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Note: 

The following drives should always be formatted for NTFS:


System partition


Partition containing Exchange binaries


Partitions containing transaction log files


Partitions containing database files


Partitions containing other Exchange files

SMTP Queue Directory

The SMTP Queue directory has an important role in the Simple Mail Transfer Protocol (SMTP) message queuing process. The SMTP Queue directory stores SMTP messages until they are written to a database (public or private, depending on the type of message) or sent to another server or connector. Because the SMTP queuing process is write-intensive, it is important to configure your system for maximum performance.

Typically, messages are stored in the SMTP queue for a short time. However, in some situations (particularly when downstream processes fail), the SMTP queue could be required to store a large amount of data. Therefore, your storage solution for the SMTP queue should optimize performance before considering capacity and reliability. 

By default, Exchange stores SMTP messages in the following folder: 

drive:\Program Files\Exchsrvr\Mailroot

This folder exists in the same partition on which you install Exchange 2003. In some scenarios (for example, when you configure a bridgehead server), you can improve the performance of the Exchange 2003 server if you move the Mailroot folder to a different hard disk or partition.

SMTP Queue Considerations

As you plan the location of your SMTP queue data, consider the following:   


Do not assume that a RAID-0 array is the best storage solution for SMTP queues. Generally, RAID-0 is acceptable only if mail loss is acceptable. RAID-1 is a good solution because it gives some measure of reliability while providing adequate throughput. However, if you are looking for the highest performance and reliability, using RAID-0+1 for the SMTP queue is worth the extra investment.


In Exchange 2003, you can now use Exchange System Manager to change the location of the Queue directory. In Exchange System Manager, this option is available from the Message tab of the SMTP virtual server object.

Content Indexing Files

Content indexing causes excessive paging while the databases are being scanned, as well as excessive writes to the content indexing file. As a result, the content indexing file should not be located on the same disk as the page file (although that is the default location). Because the content indexing file is a random-access file, it can be placed on the same drive as the databases, provided that the disk subsystem can handle the load.

Hard Disk Space Considerations

Ensure that you have adequate hard disk capacity for your Exchange servers. You should have enough space on your hard disk to restore both the database and the log files.

You could have a backup that is too large to restore to its original location. For example, a normal backup performed once a week, plus six days of differential backups, might require more disk space during a restore than your server has available. Whether the restore requires more disk space than you have available depends on how many log files are generated during a week. For example, a server generating 2,000 log files in a week amounts to 10 GB of log file space, in addition to the space required for the database. 

Performing normal backups on a daily basis reduces the amount of space required to restore your Exchange databases. The reason for this reduced space is that normal backups delete the transaction log files up to the time that you perform the backup. If you need to restore your Exchange databases, perform normal backups on a daily basis to ensure that you do not have to restore more than one day's worth of log files.

Also, you should never let your database drive (the hard disk containing the .edb and .stm files) become more than half full. Although a database drive that is half full results in unused disk space, it can still reduce extended server downtime for the following reasons:  


You can restore databases faster than with a full drive (especially if the file system is fragmented).


You can perform offline defragmentation on the same physical disk instead of copying databases over to a maintenance server (a task that takes much longer than copying database files to a temporary directory on the same physical hard disk). 


You can back up a copy of the databases to the same physical disk before you restore them, which enables you to attempt to repair the databases if a problem occurs during the restore process (for example, if the existing backup contains errors). For this reason, it is recommended that you move or copy the current database and log files before restoring a database. For information about restoring Exchange databases, see the Exchange Server 2003 Disaster Recovery Operations Guide. 
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Note: 

Given the large size of the average database, copying your most current database to a different physical disk drive or to another server may add several hours to your downtime. However, if you have sufficient local disk space on the same physical drive, you can move the current database files to another folder by using a command prompt or Windows Explorer before you perform the restore.

Disk Performance and I/O Throughput

Having sufficient disk I/O throughput to support a specific number of users is just as important as having sufficient disk space. This is especially important for disk-intensive applications such as Exchange 2003. In general, the speed and number of physical disks have the largest influence on the overall storage system performance. If large or slow disks are used on a SAN to provide the required storage space, disk I/O requirements (and not storage space) become the deciding factor for sizing the storage configuration. In such a case, more disks may be required, not for the additional storage space, but for the increased I/O provided by the additional spindles. 

For example, consider a properly sized and balanced logical unit number (LUN) composed of ten 18-GB 15,000 RPM disk drives for a database set with 50-megabyte (MB) mailbox quotas. Five 36-GB 15,000 RPM disk drives would provide the same amount of storage but with only half the disk spindles and, therefore, only half the I/O operations per second (which may be inadequate disk I/O performance). It is also important to note that doubling the LUN size by using ten 36-GB 15,000 RPM disk drives does not necessarily mean that the mailbox quota can be increased from 50 to 100 MB. Although such a configuration is likely to provide equal or better I/O per second performance, the potential doubling of database sizes will likely extend the database recovery window beyond what is called for in the SLA. 

Following the performance assumptions in the Exchange 2003 MAPI Messaging Benchmark version 3 (MMB3), on an average, each user generates 0.5 I/O requests per second to the database that contains their mailbox. By analyzing disk I/O ratings, it is possible to estimate the required spindle counts from an I/O perspective.
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Note: 

For more information about MMB3, see Exchange Server 2003 MAPI Messaging Benchmark 3 (MMB3).

To help explain this concept, the following table lists sample disk I/O per second ratings.

Sample disk I/O per second ratings

	Disk speed
	Rated I/O per second
	MMB3 users per disk

	7,200 RPM
	100
	200

	10,000 RPM
	125
	250

	15,000 RPM
	166
	332


The disk I/O ratings for a 7,200 RPM disk (listed in Table 4.3) show that one 7,200 RPM spindle provides enough disk I/O for 200 concurrent MMB3 users. A stripe set for a single storage group containing 2,000 users would require ten 7,200 RPM disks. In a RAID 0+1 set (which offers vastly better recoverability than a plain striped array), 20 disks are required for the 2,000-user storage group's databases.

As per the data in Table 4.3, supporting 2,000 MMB3 users (each with a 50-MB mailbox quota) in a storage group using 36-GB 10,000 RPM disks requires eight disks in a stripe set (or 16 for a RAID 0+1 set). Eight 36-GB disks translate into a 288-GB LUN, which far exceeds the storage size requirement of a 110-GB LUN. In this case, with 360-GB 10,000 RPM disks available, the I/O requirements, and not the storage size, drive the overall storage requirements. 

Optimizing disk I/O on the SAN is one of the largest performance-enhancing steps you can take in your Exchange organization. Each SAN vendor has different options and requirements for doing so. Therefore, you should understand and design SAN implementations with specific I/O requirements in mind. For Exchange, these requirements include:  


Exchange uses 4-KB pages as its native I/O size, even though many transactions may result in read or write requests for multiple pages.


Transaction log LUNs should be optimized for sequential writes because logs are always written to, and read from, sequentially.


Database LUNs should be optimized for an appropriate weight of random reads and writes. This weight can be experimentally determined by using the Exchange Stress and Performance (ESP) and Jetstress tools.


Recoverability and SLA requirements should be considered.

For more information about how to plan your storage system to maximize performance and availability, see the Solution Accelerator for MSA Enterprise Messaging.

For information about planning your storage architecture, see "MSA Storage Architecture" in the MSA Reference Architecture Kit.

Disk Defragmentation

Disk defragmentation involves rearranging data on a server's hard disks to make the files more contiguous for more efficient reads. Defragmenting your hard disks helps increase disk performance and helps ensure that your Exchange servers run smoothly and efficiently. 

Because severe disk fragmentation can cause performance problems, run a disk defragmentation program (such as Disk Defragmenter) on a regular basis or when server performance levels fall below normal. Because more disk reads are necessary when backing up a heavily fragmented file system, make sure that your disks are recently defragmented. 

Exchange databases also require defragmentation. However, fragmentation of Exchange data occurs within the Exchange database itself. Specifically, Exchange database defragmentation refers to rearranging mailbox store and public folder store data to fill database pages more efficiently, thereby eliminating unused storage space.

There are two types of Exchange database defragmentation: online and offline.

Online Defragmentation

By default, on Exchange 2003 servers, online defragmentation occurs daily between 01:00 (1:00 A.M.) and 05:00 (5:00 A.M.). Online defragmentation automatically detects and deletes objects that are no longer being used. This process provides more database space without actually changing the file size of the databases that are being defragmented.

[image: image64.png]


Note: 

To increase the efficiency of defragmentation and backup processes, schedule your maintenance processes and backup operations to run at different times.

The following are two ways to schedule database defragmentation:  


To schedule database defragmentation for an individual database, use the Maintenance interval option on the Database tab of a mailbox store or public folder store object. 


To schedule database defragmentation for a collection of mailbox stores and public folder stores, use the Maintenance interval option on the Database (Policy) tab of a mailbox store or a public folder store policy. 

For information about how to create a mailbox store policy or public folder policy, see "Create a Mailbox Store Policy" and "Create a Public Folder Store Policy" in Exchange 2003 Help.

Offline Defragmentation

Offline defragmentation involves using the Exchange Server Database Utilities (Eseutil.exe). Eseutil.exe creates a new database, copies the old database records to the new one, and then discards unused pages, resulting in a new compact database file. To reduce the physical file size of the databases, you must perform an offline defragmentation in the following situations:  


After performing a database repair (using Eseutil /p)


After moving a considerable amount of data from an Exchange database. 


When an Exchange database is much larger than it should be. 
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Note: 

You should consider an offline defragmentation only if many users are moved from the Exchange 2003 server or after a database repair. Performing offline defragmentation when it is not needed could result in decreased performance. 

When using Eseutil.exe to defragment your Exchange databases, consider the following:  


To rebuild the new defragmented database on an alternate location, run Eseutil.exe in defragmentation mode (using the command Eseutil /d) and include the /p switch. Including the additional /p switch during a defragmentation operation allows you to preserve your original defragmented database (in case you need to revert to this database). Using this switch also significantly reduces the amount of time it takes to defragment a database. 


Because offline defragmentation alters the database pages completely, you should create new backups of Exchange 2003 databases immediately after offline defragmentation. If you use the Backup utility to perform your Exchange database backups, create new Normal backups of your Exchange databases. If you do not create new Normal backups, previous Incremental or Differential backups will not work because they reference database pages that were re-ordered by the defragmentation process.

Optimizing Memory Usage

Virtual address space is important to consider when deploying an Exchange messaging system. A server's virtual address space usage determines a mailbox server's overall performance and scalability. When virtual memory runs low, performance decreases dramatically. Although Exchange 2003 automatically optimizes usage for small-sized to medium-sized servers, additional tuning is necessary for servers with more than 1 GB of physical memory.

For information about the effects of virtual memory fragmentation, as well as guidelines for optimizing memory usage, see the Exchange Server 2003 Performance and Scalability Guide.

Other Windows and Exchange Configuration Issues

There are many configuration recommendations to consider as you plan a highly available messaging system. However, a detailed explanation of these configuration recommendations is beyond the scope of this guide. For complete information about configuring your messaging system for high availability, scalability, and performance, see the Exchange Server 2003 Performance and Scalability Guide.

Server Clustering

To increase the availability of your Exchange data, consider implementing server clustering on your Exchange back-end servers. Although server clustering adds additional complexity to your messaging environment, it provides a number of advantages over using stand-alone (non-clustered) back-end servers. Although this section does discuss storage from a clustering perspective, the storage principles are applicable to Exchange organizations that used clustered back-end servers. 

For information about the benefits of implementing server clustering on your back-end servers, see "Implementing a Server Clustering Solution" in System-Level Fault Tolerant Measures. 

For complete planning information regarding server clustering with Exchange, see Planning for Exchange Clustering.

Using Jetstress to Test Disk Performance

Exchange 2003 is a disk-intensive application. To function properly, it requires a fast, reliable disk subsystem. Jetstress (Jetstress.exe) is an Exchange tool that allows administrators to test the performance and stability of the disk subsystem prior to introducing the server into a production environment. 

Specifically, Jetstress tests disk performance by simulating the Exchange disk I/O load. To verify that your disk subsystem meets or exceeds your performance criteria, you can use System Monitor, Event Viewer, and Eseutil.exe in conjunction with Jetstress. 

With Jetstress you can perform two types of tests: the Jetstress Disk Performance Test and the Jetstress Disk Subsystem Stress Test. The Jetstress Disk Performance Test runs for two hours and allows you to verify the performance and sizing of your storage solution. The Jetstress Disk Subsystem Stress Test runs for 24 hours and enables you to test the storage reliability over a significant amount of time. Running both tests is the best way to verify the integrity and performance of your disk subsystem.

After successfully completing the Jetstress Disk Performance Test and Jetstress Disk Subsystem Stress Test in a non-production environment, you can move to the next stage in your Exchange 2003 deployment process. By running Jetstress, you will have ensured that your Exchange 2003 disk subsystem is adequately sized (in terms of performance criteria you establish) for the user count and user profiles you established.
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Note: 

Jetstress is supported only when running versions of Ese.dll from Exchange 2000 or later. Because of this support limitation, Jetstress is supported only on Microsoft Windows Server 2003; Windows Server 2003, Datacenter Edition; Windows® 2000 Server; and Windows 2000, Advanced Server. Windows NT® Server 4.0 and earlier are not supported.

To download Jetstress and the accompanying documentation, see the Downloads for Exchange Server 2003 Web site.

For information about other tools you can use for Exchange capacity planning, see "Exchange Capacity Planning Tools" in System-Level Fault Tolerant Measures.

Planning for Exchange Clustering

Server clustering is an excellent way to increase the availability of your Microsoft® Exchange Server 2003 messaging system. Specifically, server clusters provide failover support and high availability for mission-critical Exchange applications and services. This section provides planning considerations and strategies for deploying server clustering in your Exchange 2003 organization. For information about deploying and administering Exchange 2003 clusters, see the following resources: 


For deployment information, see "Deploying Exchange 2003 in a Cluster" in the Exchange Server 2003 Deployment Guide.


For administration information, see "Managing Exchange Server Clusters" in the Exchange Server 2003 Administration Guide.

Before you plan and deploy Exchange 2003 clusters, you must be familiar with Microsoft Windows® Clustering concepts. For information about Windows Clustering technologies, see the following resources: 


The "Clustering Technologies" section of the Microsoft Windows Server 2003 Technical Reference

Microsoft Windows Server™ 2003 Help


Microsoft Developer Network (MSDN®)
Benefits and Limitations of Clustering

In general, Exchange clustering provides high availability by allowing your mission-critical applications to keep running in the event of a failure. Although clustering adds additional complexity to your messaging environment, it provides a number of advantages over using stand-alone (non-clustered) servers. 

The following is a general summary of clustering benefits and limitations.  

Clustering benefits

	Clustering provides:


Reduced single points of failure through Exchange Virtual Server (EVS) failover functionality.


Ability to perform maintenance and upgrades with limited downtime.


Ability to easily scale up your cluster to a maximum of seven active EVSs.


Clustering limitations

	Clustering does not provide protection from: 


Shared storage failures.


Network service failures.


Operational errors.


Site disasters (unless a geographically dispersed clustering solution has been implemented).


For information about the fault tolerant benefits of clustering, see "Implementing a Server Clustering Solution" in System-Level Fault Tolerant Measures.

Exchange 2003 Clustering Features

Exchange 2003 offers many clustering improvements, including support, performance, and security improvements. The following are some of the significant Exchange 2003 clustering features:  


Support for up to eight-node clusters   Exchange has added support for up to eight-node active/passive clusters when using Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition. 


Support for volume mount points   Exchange has added support for the use of volume mount points when using Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition. 


Improved failover performance   Exchange has improved the performance of clustering by reducing the amount of time it takes a server to fail over to a new node.


Improved security   Exchange cluster servers are now more secure. For example, the Exchange 2003 permissions model has changed, and Kerberos authentication protocol is enabled by default. 


Improved prerequisite checking   Exchange performs more prerequisite checks to help make sure your cluster servers are deployed and configured properly. 

The following sections discuss these features in detail. 
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Note: 

Some of the improvements to clustering discussed in this section become available when using Windows Server 2003 in conjunction with Exchange 2003. For information about additional benefits of using Windows Server 2003 for your Exchange 2003 clusters, see Technical Overview of Windows Server 2003 Clustering Services.

Support for Up to Eight-Node Clusters

Exchange 2003 enhances clustering capabilities by introducing support for eight-node Exchange clusters. Eight-node clusters are supported only when running Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition. Another requirement for clusters with three or more nodes is that at least one node must be passive. For complete details about the supported cluster configurations based on Windows and Exchange editions, see "Windows and Exchange Edition Requirements" in Understanding Exchange Server 2003 Clustering.
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Note: 

All Exchange 2003 clustering recommendations are for active/passive cluster configurations. For information about active/passive and active/active cluster configurations, see "Cluster Configurations" in Understanding Exchange Server 2003 Clustering.

Support for Volume Mount Points

Volume mount points are now supported on shared disks when the nodes of your cluster are running Window Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition. Volume mount points are directories that point to specified disk volumes in a persistent manner. (For example, you can configure C:\Data to point to a disk volume.) Mount points bypass the need to associate each disk volume with a drive letter, thereby surpassing the 26-drive letter limitation.

For more information about volume mount points, see "Windows Server 2003 Volume Mount Points" in Planning Considerations for Clustering. 

Improved Failover Performance

For clustering in Exchange 2003, the amount of time it takes for a node to fail over to another node is reduced, thereby improving overall performance. The following sections provide information about the improvements to failover times. 

Improved Dependency Hierarchy for Exchange Services

To decrease the amount of time it takes to fail over a server, Exchange 2003 provides an improved dependency hierarchy for Exchange services. Specifically, in Exchange 2000, the Exchange protocol services are dependent on the Microsoft Exchange Information Store service. However, in Exchange 2003, these services are dependent on the Microsoft Exchange System Attendant service.

Hierarchy of Exchange dependencies in Exchange 2000

[image: image69.png]Microsoft

sute | | it | [amapa | | pops | |Microsof

N | /

Exchange Store

ersage
Uomsicr [—»| System Attendant [+—]| Routing

agent T T

Network | [ Physical
name disk

1

1
address





Hierarchy of Exchange dependencies in Exchange 2003
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Note: 

In Exchange 2003, the Internet Message Access Protocol version 4rev1 (IMAP4) and Post Office Protocol version 3 (POP3) resources are not created automatically when you create a new Exchange Virtual Server (EVS). 

If a failover occurs, this improved hierarchy allows the Exchange mailbox stores, public folder stores, and Exchange protocol services to start simultaneously. As a result, all Exchange resources (except the System Attendant service) can start and stop simultaneously, thereby improving failover time. Additionally, if the Exchange store stops, it no longer must wait for its dependencies to go offline before the store resource can be brought back online 

Improved Detection of Available Nodes

When running Exchange 2003 on Windows Server 2003, the Cluster service automatically detects the available node. The overall time it takes for Exchange to fail over to the available node is reduced. Therefore, for both planned and unplanned failovers, downtime is reduced.

Improved Security

Exchange 2003 clustering includes the following security features:  


The clustering permission model has changed.


Kerberos is enabled by default on Exchange Virtual Servers (EVSs).


Internet Protocol security (IPSec) support from front-end servers to clustered back-end servers is included. 


IMAP4 and POP3 resources are not added by default when you create an EVS.

The following sections discuss each of these features in detail.

Clustering Permission Model Changes

The permissions needed to create, delete, or modify an EVS are modified in Exchange 2003. The best way to understand these modifications is to compare the Exchange 2000 permissions model with the new Exchange 2003 permissions model.
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Note: 

In the following sections, the term cluster administrator refers to the person who manages Exchange clusters for your organization. 

Exchange 2000 Permissions Model

For an Exchange 2000 cluster administrator to create, delete, or modify an EVS, the cluster administrator's account and the Cluster service account require the following permissions:  


If the EVS is the first EVS in the organization, you must have Exchange Full Administrator permissions at the organizational level.


If the EVS is not the first EVS in the organization, you must have Exchange Full Administrator permissions at the administrative group level.

Exchange 2003 Permissions Model

In Exchange 2003, the permissions model has changed. The Windows Cluster service account is no longer Exchange-specific. This means that the Cluster service account no longer requires that the Exchange Full Administrator role be applied to it, neither at the Exchange organizational level nor at the administrative group level. The default permissions for the Cluster service account in the forest are sufficient for it to function in Exchange.  

As with Exchange 2000, the cluster administrator requires the following permissions:  


If the EVS is the first EVS in the organization, the cluster administrator must be a member of a group that has the Exchange Full Administrator role applied at the organization level. 


If the EVS is not the first EVS in the organization, the cluster administrator must use an account that is a member of a group that has the Exchange Full Administrator role applied at the administrative group level. 

However, depending on the mode in which your Exchange organization is running (native mode or mixed mode) and on the configuration of your topology, your cluster administrators must have the following additional permissions:  


When your Exchange organization is in native mode, if the EVS is in a routing group that spans multiple administrative groups, the cluster administrator must be a member of a group that has the Exchange Full Administrator role applied at the administrative group level for all of the administrative groups that the routing group spans. For example, if the EVS is in a routing group that spans the First Administrative Group and Second Administrative Group, the cluster administrator must use an account that is a member of a group that has the Exchange Full Administrator role for the First Administrative Group and must use an account that is a member of a group that has the Exchange Full Administrator role for the Second Administrative Group. 
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Note: 

Routing groups in Exchange organizations that are running in native mode can span multiple administrative groups. Routing groups in Exchange organizations that are running in mixed mode cannot span multiple administrative groups.


In topologies, such as parent/child domains where the cluster server is the first Exchange server in the child domain, you must have Exchange Administrator Only permissions at the organizational level to specify the server responsible for Recipient Update Service in the child domain.

Kerberos Enabled by Default on Exchange Virtual Servers

Kerberos is the authentication protocol in Microsoft Windows 2000 Server and later that provides mutual authentication. However, the Cluster service did not support Kerberos enabled cluster groups until Service Pack 3 (SP3) for Windows 2000. Because of this, the older authentication protocol, NTLM, was the default authentication protocol for Exchange servers running in clusters. 

Because Kerberos is supported in the Cluster service on Windows 2000 with SP3 or later or Windows Server 2003 and Exchange 2003, Kerberos is enabled by default when you create an EVS on a server running Windows Server 2003 or Windows 2000 with SP3.

IPSec Support from Front-End Servers to Clustered Back-End Servers

You can use IPSec if a secure channel is required between front-end and back-end cluster servers. This configuration is fully supported when both the front-end servers and back-end servers are running Exchange 2003 on Windows Server 2003.

IMAP4 and POP3 Resources Not Added by Default

For improved security, when you create an EVS, the IMAP4 and POP3 protocol resources are no longer created. For more information about enabling IMAP4 or POP3, see "Managing Exchange Clusters," in the Exchange Server 2003 Administration Guide.

Checking Clustering Prerequisites

To ensure that your clusters meet certain requirements, Exchange 2003 performs more prerequisite checks on clusters than previous versions of Exchange. For example, to help make sure that Exchange is correctly installed on your cluster nodes, Exchange 2003 performs more pre-installation checks on the cluster nodes. Similarly, to help make sure that your EVSs are correctly configured, Exchange 2003 performs more checks on your cluster when creating and removing EVSs.

For a complete list of the prerequisite checks that Exchange performs, see the following resources:  


The "Deploying Exchange 2003 in a Cluster" section in the Exchange Server 2003 Deployment Guide.


The "Managing Exchange Clusters" section in the Exchange Server 2003 Administration Guide. 

Understanding Exchange Server 2003 Clustering

Windows Clustering technologies can help you achieve scalability, availability, reliability, and fault tolerance for your Exchange 2003 organization. A cluster consists of individual computers (also called nodes) that function cohesively in a Cluster service. These computers act as network service providers or as reserve computers that assume the responsibilities of failed nodes. Depending on how you configure your cluster, clustering can simplify the process of recovering a single server from disasters. 
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Note: 

The clustering solution described in this topic (Windows Clustering) is not supported on front-end servers. Front-end servers should be stand-alone servers, or should be load balanced using Windows Server 2003 Network Load Balancing (NLB). For information about NLB and front-end and back-end server configurations, see "Ensuring Reliable Access to Exchange Front-End Servers" in System-Level Fault Tolerant Measures.

In a clustering environment, Exchange runs as a virtual server (not as a stand-alone server) because any node in a cluster can assume control of a virtual server. If the node running the EVS experiences problems, the EVS goes offline for a brief period until another node takes control of the EVS. All recommendations for Exchange clustering are for active/passive configurations. For information about active/passive and active/active cluster configurations, see "Cluster Configurations" later in this topic.

A recommended configuration for your Exchange 2003 cluster is a four-node cluster comprised of three active nodes and one passive node. Each of the active nodes contains one EVS. This configuration is cost-effective because it allows you to run three active Exchange servers, while maintaining the failover security provided by one passive server.

Recommended configuration of a four-node Exchange cluster
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Note: 

All four nodes of this cluster are running Windows Server 2003, Enterprise Edition and Exchange 2003 Enterprise Edition. For information about the hardware, network, and storage configuration of this example, see "Four-Node Cluster Scenario" in the Exchange Server 2003 Deployment Guide.

This section discusses the following aspects of Exchange 2003 clustering:  


Windows Clustering


Exchange Virtual Servers


Quorum disk resource


Cluster configurations


Windows and Exchange version requirements


Example of a two-node cluster topology


Understanding failovers


IP addresses and network names

Windows Clustering

To create Exchange 2003 clusters, you must use Windows Clustering. Windows Clustering is a feature of Windows Server 2003, Enterprise Edition and Windows Server 2003, Datacenter Edition. The Windows Cluster service controls all aspects of Windows Clustering. When you run Exchange 2003 Setup on a Windows Server 2003 cluster node, the cluster-aware version of Exchange is automatically installed. Exchange 2003 uses the following Windows Clustering features:  


Shared nothing architecture   Exchange 2003 back-end clusters require the use of a shared-nothing architecture. In a shared-nothing architecture, although all nodes in the cluster can access shared storage, they cannot access the same disk resource of that shared storage simultaneously. For example, in Figure 5.3, if Node 1 has ownership of a disk resource, no other node in the cluster can access the disk resource until it takes over the ownership of the disk resource. 


Resource DLL   Windows communicates with resources in a cluster by using a resource DLL. To communicate with Cluster service, Exchange 2003 provides its own custom resource DLL (Exres.dll). Communication between the Cluster service and Exchange 2003 is customized to provide all Windows Clustering functionality. For information about Exres.dll, see Microsoft Knowledge Base article 810860, "XGEN: Architecture of the Exchange Resource Dynamic Link Library (Exres.dll)." 


Groups   To contain EVSs in a cluster, Exchange 2003 uses Windows cluster groups. An EVS in a cluster is a Windows cluster group containing cluster resources, such as an IP address and the Exchange 2003 System Attendant.


Resources   EVSs include Cluster service resources, such as IP address resources, network name resources, and physical disk resources. EVSs also include their own Exchange-specific resources. After you add the Exchange System Attendant Instance resource (an Exchange-specific resource) to a Windows cluster group, Exchange automatically creates the other essential Exchange-related resources, such as the Exchange HTTP Virtual Server Instance, the Exchange Information Store Instance, and the Exchange MS Search Instance.

Exchange Virtual Servers

To create an Exchange 2003 cluster, you create a Windows Server 2003 cluster group and then add specific resources to that group. Exchange 2003 clusters create logical servers referred to as Exchange Virtual Servers (EVSs). Unlike a stand-alone (non-clustered) Exchange 2003 server, an EVS is a cluster group that can be failed over if the primary server running the EVS fails. When one cluster node fails, one of the remaining nodes assumes the responsibilities of the failed EVS. To access this new server, clients can use the same server name.

An EVS is a cluster group that requires, at a minimum, the following resources:  


Static IP address.


Network name.


One or more physical disks for shared storage.


An Exchange 2003 System Attendant resource. (The System Attendant resource installs other required Exchange resources.)

The following figure illustrates Exchange 2003 cluster resources and the resource dependencies.

Exchange 2003 cluster resources and dependencies
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Note: 

In Exchange 2003, when you create a new EVS, the IMAP4 and POP3 resources are not automatically created. For more information about IMAP4 and POP3 resources, see "Managing Exchange Clusters," in the Exchange Server 2003 Administration Guide.

Client computers connect to an EVS the same way they connect to a stand-alone Exchange 2003 server. Windows Server 2003 provides the IP address resource, the Network Name resource, and disk resources associated with the EVS. Exchange 2003 provides the System Attendant resource and other required resources. When you create the System Attendant resource, all other required and dependant resources are created. 

The following table lists the Exchange 2003 cluster resources and their dependencies.

Exchange 2003 cluster resources and dependencies

	Resource
	Description
	Dependency

	System Attendant
	System Attendant is the fundamental resource that controls the creation and deletion of all the resources in the EVS.
	Network Name resource and shared disk resources

	Exchange store 
	Provides mailbox and public folder storage for Exchange. 
	System Attendant

	SMTP
	Handles relay and delivery of e-mail messages.
	System Attendant

	IMAP4
	Optional resource that provides access to e-mail messages for IMAP4 clients.
	System Attendant

	POP3
	Optional resource that provides access to e-mail messages for POP3 clients.
	System Attendant

	HTTP
	Provides access to Exchange mailboxes and public folders by means of HTTP (for example, Microsoft Office Outlook® Web Access 2003).
	System Attendant

	Exchange MS Search Instance
	Provides content indexing for the EVS.
	System Attendant

	Message transfer agent (MTA)
	There can be only one MTA per cluster. The MTA is created on the first EVS. All additional EVSs are dependent on this MTA. The MTA is responsible for communication with an X.400 system and for interoperation with Exchange 5.5.
	System Attendant

	Routing service
	Builds the link state tables.
	System Attendant


Exchange 2003 clusters do not support the following Windows and Exchange 2003 components:  


Active Directory Connector (ADC)


Exchange 2003 Calendar Connector


Exchange Connector for Lotus Notes


Exchange Connector for Novell GroupWise


Microsoft Exchange Event service


Site Replication Service (SRS)


Network News Transfer Protocol (NNTP) 
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Note: 

The NNTP service, a subcomponent of the Windows Server 2003 Internet Information Services (IIS) component, is still a required prerequisite for installing Exchange 2003 in a cluster. After you install Exchange 2003 in a cluster, the NNTP service is not functional.

Cluster Groups

When you configure an Exchange cluster, you must create groups to manage the cluster, as well as the EVSs in the cluster. Moreover, you can independently configure each EVS. When creating cluster groups, consider the following recommendations:   


The Microsoft Distributed Transaction Coordinator (MSDTC) resource is required for Exchange Server Setup and Service Pack Setup. On a cluster that is dedicated to Exchange, it is recommended that the MSDTC resource be added to the default Cluster Group. It is further recommended that the 'Affect the Group' option be unchecked for the MSDTC resource. This prevents a failure of the MSDTC resource from affecting the default cluster group.


For information about adding the MSDTC resource in Windows Server 2003, see Microsoft Knowledge Base article 301600, "How to Configure Microsoft Distributed Transaction Coordinator on a Windows Server 2003 Cluster" (http://go.microsoft.com/fwlink/?linkid=3052&kbid=301600). Microsoft Knowledge Base article 301600 includes a reference to article 817064, "How to enable network DTC access in Windows Server 2003" (http://go.microsoft.com/fwlink/?linkid=3052&kbid=817064). It is an Exchange Server security best practice to not enable network DTC access for an Exchange cluster. If you are configuring the Distributed Transaction Coordinator resource for an Exchange cluster, do not enable network DTC access.


To provide fault tolerance for the cluster, do not add any other applications or cluster resource to the default cluster group other than the MSDTC resource, and do not use the quorum volume for anything other than the cluster quorum and MSDTC resource.


Assign each group its own set of Physical Disk resources. This allows the transaction log files and the database files to fail over to another node simultaneously.


Use separate physical disks to store transaction log files and database files. Separate hard disks prevent the failure of a single spindle from affecting more than one group. This recommendation is also relevant for Exchange stand-alone servers.

For more information about storage considerations for server clusters, see "Cluster Storage Solutions" in Planning Considerations for Clustering.

Quorum Disk Resource

The most important resource in the cluster is the quorum disk resource. The quorum disk resource maintains configuration data for the cluster, including the quorum log, the cluster database checkpoint, and the resource checkpoints. The quorum resource also provides persistent physical storage across system failures. If you are running Windows Server 2003, you can select from the following quorum types:

[image: image80.png]


Note: 

If you are running Windows 2000, you must use the standard quorum.


Standard quorum (also known as a single quorum)   With a standard quorum, the quorum disk resource data is hosted on a shared physical disk resource that is accessible by all cluster nodes. When using a standard quorum, because the cluster configuration data is kept on the quorum disk resource, all cluster nodes must be able to communicate with the node that currently owns it. 


Majority node set quorum   With a majority node set quorum, the quorum data is stored locally on the system disk of each cluster node. The Majority Node Set resource makes sure that the cluster configuration data stored on the majority node set quorum is kept consistent across the disks. 

The following figure illustrates a standard quorum disk and a majority node set quorum for a four-node cluster.

A standard quorum and majority node set quorum
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When a cluster is created or when network communication between nodes in a cluster fails, the quorum disk resource prevents the nodes from forming multiple clusters. To form a cluster, a node must arbitrate for and gain ownership of the quorum disk resource. For example, if a node cannot detect a cluster during the discovery process, the node attempts to form its own cluster by taking control of the quorum disk resource. However, if the node does not succeed in taking control of the quorum disk resource, it cannot form a cluster.

The quorum disk resource stores the most current version of the cluster configuration database in the form of recovery logs and registry checkpoint files. These files contain cluster configuration and state data for each individual node. When a node joins or forms a cluster, the Cluster service updates the node's individual copy of the configuration database. When a node joins an existing cluster, the Cluster service retrieves the configuration data from the other active nodes. 

The Cluster service uses the quorum disk resource recovery logs to:  


Guarantee that only one set of active, communicating nodes can operate as a cluster.


Enable a node to form a cluster only if it can gain control of the quorum disk resource.


Allow a node to join or remain in an existing cluster only if it can communicate with the node that controls the quorum disk resource.
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Note: 

You should create new cluster groups for EVSs, and no EVS should be created in the cluster group with the quorum disk resource.

When selecting the type of quorum for your Exchange cluster, consider the advantages and disadvantages of each type of quorum. For example, to keep a standard quorum running, you must protect the quorum disk resource located on the shared disk. For this reason, it is recommended that you use a RAID solution for the quorum disk resource. Moreover, to keep a majority node set cluster running, a majority of the nodes must be online. Specifically, you must use the following equation:

<Number of nodes configured in the cluster>/2 + 1. 

For detailed information about selecting a quorum type for your cluster, see "Choosing a Cluster Model" in the Windows Server 2003 Deployment Kit.

Cluster Configurations

With the clustering process, a group of independent nodes works together as a single system. Each cluster node has individual memory, processors, network adapters, and local hard disks for operating system and application files, but shares a common storage medium. A separate private network, used only for cluster communication between the nodes, can connect these servers.

In general, for each cluster node, it is recommended that you use identical hardware (for example, identical processors, identical network interface cards, and the same amount of RAM). This practice helps ensure that users experience a consistent level of performance when accessing their mailboxes on a back-end server, regardless of whether the EVS that is providing access is running on a primary or a stand-by node. For more information about the benefits of using standardized hardware on your servers, see "Standardized Hardware" in Component-Level Fault Tolerant Measures. 
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Note: 

Depending on roles of each cluster node, you may consider using different types of hardware (for example, processors, RAM, and hard disks) for the passive nodes of your cluster. An example is if you have an advanced deployment solution that uses the passive cluster nodes to perform your backup operations. For information about how you can implement different types of hardware on your cluster nodes, see Messaging Backup and Restore at Microsoft.

The following sections discuss Exchange 2003 cluster configurations—specifically, active/passive and active/active configurations. Active/passive clustering is the recommended cluster configuration for Exchange. In an active/passive configuration, no cluster node runs more than one EVS at a time. In addition, active/passive clustering provides more cluster nodes than there are EVSs.
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Note: 

Before you configure your Exchange 2003 clusters, you must determine the level of availability expected for your users. After you make this determination, configure your hardware in accordance with the Exchange 2003 cluster that best meets your needs. 

Active/Passive Clustering

Active/passive clustering is the strongly recommended cluster configuration for Exchange. In active/passive clustering, an Exchange cluster includes up to eight nodes and can host a maximum of seven EVSs. (Each active node runs an EVS.) All active/passive clusters must have one or more passive nodes. A passive node is a server that has Exchange installed and is configured to run an EVS, but remains on stand-by until a failure occurs.

In active/passive clustering, when one of the EVSs experiences a failure (or is taken offline), a passive node in the cluster takes ownership of the EVS that was running on the failed node. Depending on the current load of the failed node, the EVS usually fails over to another node after a few minutes. As a result, the Exchange resources on your cluster are unavailable to users for only a brief period of time.

In an active/passive cluster, such as the 3-active/1-passive cluster illustrated in the following figure, there are three EVSs: EVS1, EVS2, and EVS3. This configuration can handle a single-node failure. For example, if Node 3 fails, Node 1 still owns EVS1, Node 2 still owns EVS2, and Node 4 takes ownership of EVS3 with all of the storage groups mounted after the failure. However, if a second node fails while Node 3 is still unavailable, the EVS associated with the second failed node remains in a failed state because there is no stand-by node available for failover.

Effect of failures on an active/passive cluster
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Active/Active Clustering

Active/active is a strongly discouraged cluster configuration for Exchange. When using an active/active configuration for your Exchange clusters, you are limited to two nodes. If you want more than two nodes, one node must be passive. For example, if you add a node to a two-node active/active cluster, Exchange does not allow you to create a third EVS. In addition, after you install the third node, no cluster node will be able to run more than one EVS at a time.
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Important: 

Regardless of which version of Windows you are running, Exchange 2003 and Exchange 2000 do not support active/active clustering with more than two nodes. For more information, see Microsoft Knowledge Base article 329208 "XADM: Exchange Virtual Server Limitations on Exchange 2000 Clusters and Exchange 2003 Clusters That Have More than Two Nodes." 

In an active/active cluster, there are only two EVSs: EVS1 and EVS2. This configuration can handle a single node failure and still maintain 100 percent availability after the failure occurs. For example, if Node 2 fails, Node 1, which currently owns EVS1, also takes ownership of EVS2, with all of the storage groups mounted. However, if Node 1 fails while Node 2 is still unavailable, the entire cluster is in a failed state because no nodes are available for failover.

Effect of failures on an active/active cluster
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If you decide to implement active/active clustering, you must comply with the following requirements:    


Scalability requirements   To allow for efficient performance after failover, and to help ensure that a single node of the active/active cluster can bring the second EVS online, you should make sure that the number of concurrent MAPI user connections on each active node does not exceed 1,900. In addition, you should make sure that the average CPU utilization by the Microsoft Exchange Information Store (store.exe) on each node does not exceed 40 percent. 

For detailed information about how to size the EVSs running in an active/active cluster, as well as how to monitor an active/active configuration, see "Performance and Scalability Considerations" in Planning Considerations for Clustering.


Storage group requirements   As with stand-alone Exchange servers, each Exchange cluster node is limited to four storage groups. In the event of a failover, for a single node of an active/active cluster to mount all of the storage groups within the cluster, you cannot have more than four total storage groups in the entire cluster.  

For more information about this limitation, see "Storage Group Limitations" in Planning Considerations for Clustering.

Because of the scalability limitations of active/active Exchange clusters, it is recommended that you deploy active/passive Exchange clusters. Active/active clusters are not recommended under any circumstances. 

Example of a Two-Node Cluster Topology

Although a typical cluster topology includes more than two nodes, an easy way to explain the differences between active/passive and active/active clusters is to illustrate a simple two-node cluster topology. 

In this example, both cluster nodes are members of the same domain, and both nodes are connected to the public network and a private cluster network. The physical disk resource is the shared disk in the cluster. If only one cluster node owns one EVS, the cluster is active/passive. If both nodes own one or more EVSs, or if either node owns two EVSs, the cluster is active/active.

Example of a two-node Exchange cluster
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Windows and Exchange Edition Requirements

To create Exchange clusters, specific editions of Windows and Exchange are required. The following table lists these requirements.

Windows and Exchange edition requirements

	Windows editions
	Exchange editions
	Cluster nodes available

	Windows Server 2003, Enterprise Edition
	Exchange Server 2003 Enterprise Edition
	Up to eight

	Windows Server 2003, Datacenter Edition
	Exchange Server 2003 Enterprise Edition
	Up to eight

	Windows Server 2003 or Windows Server 2000
	Exchange Server 2003 Standard Edition
	None

	Windows Server 2003, Standard Edition or Windows 2000 Server
	Exchange Server 2003 Standard Edition or Exchange Server 2003 Enterprise Edition
	None

	Windows 2000 Advanced Server
	Exchange Server 2003 Enterprise Edition
	Up to two

	Windows 2000 Datacenter Server
	Exchange Server 2003 Enterprise Edition
	Up to four
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Note: 

In active/passive clustering, you can have up to eight nodes in a cluster, and it is required that each cluster have one or more passive nodes. In active/active clustering, you can have a maximum of two nodes in a cluster. For more information about the differences between active/active and active/passive clustering, see "Cluster Configurations" earlier in this topic.

Understanding Failovers

As part of your cluster deployment planning process, you should understand how the failover process works. There are two scenarios for failover: planned and unplanned.

In a planned failover: 
1.
The Exchange administrator uses the Cluster service to move the EVS to another node.

2.
All EVS resources go offline.

3.
The resources move to the node specified by the Exchange administrator.

4.
All EVS resources go online.

In an unplanned failover: 
1.
One (or several) of the EVS resources fails. 

2.
During the next IsAlive check, Resource Monitor discovers the resource failure.

3.
The Cluster service automatically takes all dependent resources offline.  

4.
If the failed resource is configured to restart (default setting), the Cluster service attempts to restart the failed resource and all its dependent resources.

5.
If the resource fails again: 


Cluster service tries to restart the resource again. 

-or-  


If the resource is configured to affect the group (default), and the resource has failed a certain number of times (default=3) within a configured time period (default=900 seconds), the Cluster service takes all resources in the EVS offline. 

6.
All resources are failed over (moved) to another cluster node. If specified, this is the next node in the Preferred Owners list. For more information about configuring a preferred owner for a resource, see "Specifying Preferred Owners" in the Exchange Server 2003 Administrations Guide.

7.
The Cluster service attempts to bring all resources of the EVS online on the new node.

8.
If the same or another resource fails again on the new node, the Cluster service repeats the previous steps and may need to fail over to yet another node (or back to the original node).

9.
If the EVS keeps failing over, the Cluster service fails over the EVS a maximum number of times (default=10) within a specified time period (default=6 hours). After this time, the EVS stays in a failed state.

10.
If failback is configured (default=turned off), the Cluster service either moves the EVS back to the original node immediately when the original node becomes available or at a specified time of day if the original node is available again, depending on the group configuration.

IP Addresses and Network Names

A typical cluster installation includes a public network that client computers use to connect to EVSs and a private network for cluster node communication. To make sure that you have sufficient static IP addresses available, consider the following requirements:   


Each cluster node has two static IP addresses (the public and private network connection IP addresses of each node) and one NetBIOS name.


The cluster itself has a static IP address and a NetBIOS name.


Each EVS has a static IP address and a NetBIOS name.

It is recommended that an <n>-node cluster with <e> EVSs use 2×n + e + 1 IP addresses. The +1 in this equation assumes that the quorum disk resource and the MSDTC resource will both be located in the default cluster group. For more information about these recommendations, see "Cluster Groups" earlier in this topic.

For a two-node cluster, the recommended number of static IP addresses is five plus the number of EVSs. For a four-node cluster, the recommended number is nine plus the number of EVSs. 
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Important: 

It is recommended that you use static IP addresses in any cluster deployment. Using Dynamic Host Configuration Protocol (DHCP) prevents client computers from connecting to the cluster. If the DHCP server fails to renew the IP lease, the entire cluster may fail. It is also recommended that you use a private network for cluster communication. A public network connection failure on one node prevents the cluster nodes from communicating with each other. As a result, the failure blocks affected resources from failing over and may even cause the entire cluster to fail.

The following figure provides an example of the IP addresses and other components required in a four-node Exchange cluster configuration.

Example of IP addresses in a four-node Exchange cluster
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Planning Considerations for Clustering

The following considerations are important when planning for Exchange 2003 clusters. These considerations apply to Exchange 2003 clusters on Windows Server 2003, Enterprise Edition; Windows Server 2003, Datacenter Edition; Windows 2000 Advanced Server, and Windows 2000 Datacenter Server:  


Dedicating computers to Exchange


Cluster storage solutions


Performance and scalability considerations


Cluster hardware compatibility


Geographically dispersed clustering


Disaster recovery strategies for clusters

The following sections discuss these considerations in detail.

Dedicating Computers to Exchange

In addition to Exchange 2003, your server clusters can run other applications. However, if you run multiple applications on the same node, the performance of your Exchange Virtual Servers can be affected. When deciding whether to dedicate computers to only Exchange, consider the following:  


If you use a cluster for more than one application, consider dedicating a node for each application and make sure that enough passive nodes are available. 


If you use clusters to provide Exchange services to your users, it is recommended that you run only Exchange 2003 on your clusters and run other applications on separate hardware.


For best results, an EVS should not fail over to an active node that runs another application.


Exchange 2003 cluster nodes must be member servers of a domain. Exchange 2003 clusters do not support cluster nodes as domain controllers or global catalog servers.

For more information about the performance of Exchange 2003 clusters, see "Managing Exchange Clusters" in the Exchange Server 2003 Administration Guide.

Cluster Storage Solutions

A detailed discussion about selecting a cluster storage solution is beyond the scope of this guide. However, this section provides general recommendations and strategies for implementing a cluster storage solution.

Most of the best practices that apply to stand-alone (non-clustered) servers apply to clustered servers as well (for example, RAID solutions and SAN solutions). For detailed information about Exchange storage solutions, see Planning a Reliable Back-End Storage Solution.

For detailed information about selecting a cluster storage method in Windows Server 2003, see Choosing a Cluster Storage Method. 

Separate Hard Disks for Log Files

If the storage groups for an EVS are configured so that the log files are on one set of physical drives and the databases on another, all of the drives must be configured as disk resources within the same EVS. Specifically, all of the data must be on a shared disk, and all of the physical disk resources must be part of the Exchange cluster group. This allows the log files and the storage group databases to fail over to another node if the EVS goes offline.
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Note: 

The System Attendant should be made dependent on all physical disk resources (drives and volume mount points) that contain Exchange data. This ensures that the System Attendant resource can properly access Exchange data on the physical disk resources of the EVS. If the System Attendant is not dependent on these resources, Exchange resources may start before they have access to read data on the physical disk resources. This can cause the following Exchange database error: -1022 Jet_errDiskIO. For information about the -1022 Exchange database error, see Microsoft Knowledge Base article 314917, "Understanding and analyzing -1018, -1019, and -1022 Exchange database errors."

Storage Group Limitations

Exchange 2003 is limited to four storage groups per server. This is a physical limitation and applies to each node of a cluster as well. This limitation may create problems with active/active configurations but does not affect active/passive configurations. 
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Note: 

Active/passive clustering is the strongly recommended configuration for Exchange 2003. For information about why active/passive clustering is recommended, see "Cluster Configurations" in Understanding Exchange Server 2003 Clustering.

To help explain why this storage group limitation affects only active/active clusters, consider a two-node active/active cluster, where one node contains two storage groups and the other node contains three storage groups. 

Two-node active/active cluster configuration five storage groups

	Exchange Virtual Server
	State
	Storage group names

	Node 1 Exchange Virtual Server (EVS)1
	Active
	storage group 1, storage group 2, storage group 3

	Node 2 EVS2
	Active
	storage group 1, storage group 2


In this table, the Exchange cluster includes a total of five storage groups. If EVS2 on Node 2 fails over to Node 1, Node 1 cannot mount both storage groups because it will have exceeded the four-storage-group limitation. As a result, EVS2 does not come online on Node 1. If Node 2 is still available, EVS2 fails over back to Node 2.
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Note: 

For backup and recovery purposes, Exchange 2003 does support an additional storage group, called the recovery storage group. However, the recovery storage group cannot be used for cluster node failover purposes. For more information about recovery storage groups, see "New Recovery Features for Exchange 2003" in the Exchange Server 2003 Disaster Recovery Planning Guide.

Drive Letter Limitations

Before you deploy your Exchange 2003 cluster, make sure you have considered the Windows limitation of 26 drive letters per server. If you plan to configure the majority of the server disks as shared cluster resources, the 26 drive letter limitation applies to the entire cluster, not just to each individual node. Regardless of the number of cluster nodes, the maximum number of shared disks is typically 22. The reason the maximum number of shared disks is 22 and not 26 is because one disk must be reserved for the system disk on each node, and two additional disks are typically assigned for the floppy disk and CD (or DVD) drives.
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Note: 

If your cluster nodes are running Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition, you can use volume mount points to avoid the 26 drive letter limitation. For more information, see "Windows Server 2003 Volume Mount Points" later in this topic.

It is recommended that you use one drive letter for the databases and one for the log files of each storage group. In a four-node cluster with three EVSs, you can have up to 12 storage groups. Therefore, more than 22 drive letters may be needed for a four-node cluster. 

The following sections provide information about planning your cluster storage solution, depending on whether your operating system is Windows Server 2003 or Windows 2000. 

Understanding Windows 2000 Drive Letter Limitations

For certain four-node cluster configurations running Windows 2000 Datacenter Server, you may need to disable one or more drives to make room for more shared disks in the cluster. For example, you may want to disable the CD-ROM or DVD-ROM drives on your servers. Maximizing the number of shared disks can reduce your ability to map drives for network share access. 
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Note: 

Because Windows 2000 does not support the use of volume mount points (a form of logical disk), you cannot use volume mount points for your Exchange shared disks with Windows 2000. However, you can use volume mount points for local drives (for example, CD-ROM or DVD drives).

This drive letter limitation is also a limiting factor in how you design storage group and database architecture for an Exchange cluster. The following sections provide examples of how you can maximize data reliability on your cluster when using Windows Server 2003.

Disk Configuration with Three Storage Groups

The configuration shown in the following table is reliable—each storage group (storage group 1, storage group 2, and storage group 3) has a dedicated drive for its databases and a dedicated drive for its log files. An additional disk is used for the EVS SMTP queue directory. However, with this design, you are limited to three storage groups per EVS. 

3-active/1-passive cluster architecture with three EVSs, each with three storage groups

	Node 1 (EVS1 active)
	Node 2 (EVS2 active)
	Node 3 (EVS3 active)
	Node 4 (passive)

	Disk 1: SMTP/MTA
	Disk 8: SMTP
	Disk 15: SMTP
	Disk 22: Quorum

	Disk 2: storage group 1 databases
	Disk 9: storage group 1 databases
	Disk 16: storage group 1 databases
	

	Disk 3: storage group 1 logs
	Disk 10: storage group 1 logs
	Disk 17: storage group 1 logs
	 

	Disk 4: storage group 2 databases
	Disk 11: storage group 2 databases
	Disk 18: storage group 2 databases
	 

	Disk 5: storage group 2 logs
	Disk 12: storage group 2 logs
	Disk 19: storage group 2 logs
	 

	Disk 6: storage group 3 databases
	Disk 13: storage group 3 databases
	Disk 20: storage group 3 databases
	 

	Disk 7: storage group 3 logs
	Disk 14: storage group 3 logs
	Disk 21: storage group 3 logs
	 


Disk Configuration with Four Storage Groups

The configuration shown in the following table adds an additional storage group. However, to stay within the 22-disk limit, the databases of each of the four storage groups per EVS (storage group 1, storage group 2, storage group 3, and storage group 4) are combined across two disks. The database files (.edb and .stm) of storage group 1 and storage group 2 share a common disk volume, and the database files of storage group 3 and storage group 4 share a common disk volume. The benefit of this configuration is that you can use all four storage groups in a four-node cluster. The disadvantage is that the volumes that house the shared storage group databases may need to be large. As a result, if a database disk fails, two storage groups are affected instead of one.

3-active/1-passive cluster architecture with three EVSs, each with four storage groups

	Node 1 (EVS1 active)
	Node 2 (EVS2 active)
	Node 3 (EVS3 active)
	Node 4 (passive)

	Disk 1: SMTP/MTA
	Disk 8: SMTP
	Disk 15: SMTP
	Disk 22: Quorum

	Disk 2: storage group 1 and storage group 2 databases
	Disk 9: storage group 1 and storage group 2 databases
	Disk 16: storage group 1 and storage group 2 databases
	

	Disk 3: storage group 1 logs
	Disk 10: storage group 1 logs
	Disk 17: storage group 1 logs
	 

	Disk 4: storage group 1 logs
	Disk 11: storage group 2 logs
	Disk 18: storage group 2 logs
	 

	Disk 5: storage group 3 and storage group 4 databases
	Disk 12: storage group 3 and storage group 4 databases
	Disk 19: storage group 3 and storage group 4 databases
	 

	Disk 6: storage group 3 logs
	Disk 13: storage group 3 logs
	Disk 20: storage group 3 logs
	 

	Disk 7: storage group 4 logs
	Disk 14: storage group 4 logs
	Disk 21: storage group 4 logs
	 


Windows Server 2003 Volume Mount Points

Volume mount points are now supported on shared disks when your cluster nodes (four nodes or more) are running Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition. Volume mount points (also known as NTFS junction points or mounted drives) are directories that point to specified disk volumes in a persistent manner. (For example, you can configure C:\Data to point to a disk volume.) Volume mount points bypass the need to associate each disk volume with a drive letter, thereby surpassing the 26-drive letter limitation. 

Mount points are useful for large Exchange clusters (for example, four-node or eight-node clusters) that cannot provide a sufficient number of drive letters to deliver the best performance and reliability. For information about how mount points can be used to reduce the number of drive letters, see Using Clustering with Exchange 2003: An Example. 

When installing volume mount points in clusters, consider the following:  


Make sure that you create unique volume mount points so that they do not conflict with existing local drives on any cluster node. 


Do not create volume mount points between disks on the cluster storage device (cluster disks) and local disks. 


Do not create volume mount points from the cluster disk that contains the quorum disk resource. You can, however, create a volume mount point from the quorum disk resource to a clustered disk.


Volume mount points from one cluster disk to another must be in the same cluster resource group and must be dependent on the root disk. Specifically, the volume mount point disk will not come online unless the root disk is first online. Setting this dependency prevents time-outs and failures when starting.

It is recommended that you use volume mount points with Exchange 2003 clusters that have four or more nodes. You should use one root disk per storage group. You can place the logs on the root disk and place the database on the mounted drive. If there are not enough drive letters available (such as in an 8-node cluster), you can use a single root disk. However, in case of disk failure, to minimize the risk of data loss, do not store data on the root disk. You need one root disk for each EVS. 

For more information about support for mount points, see Microsoft Knowledge Base article 318458, "Volume Mount Point Support for an Exchange Server 2003 Cluster on a Windows Server 2003-based System." 

For more information about adding a volume mount point to an EVS, see the following resources:  


"Deploying Exchange 2003 in a Cluster" in the Exchange Server 2003 Deployment Guide

Microsoft Knowledge Base article 280297, "How to Configure Volume Mount Points on a Clustered Server" 

Performance and Scalability Considerations

This section discusses the following performance and scalability aspects of server clustering:  


Sizing active/passive clusters


Sizing active/active clusters


Scaling up or scaling out


Testing clustered server components
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Important: 

Similar to the effect that virtual memory fragmentation has on stand-alone (non-clustered) servers, Exchange cluster nodes (especially active/active cluster nodes) are also affected by virtual memory fragmentation. For tuning and monitoring information that can help you manage virtual memory fragmentation in a cluster, see "Managing Exchange Clusters" in the Exchange Server 2003 Administration Guide.

For more information about performance and scalability in Exchange 2003, see the Exchange Server 2003 Performance and Scalability Guide.

Sizing Active/Passive Clusters

Just as you would for stand-alone servers, you need to size your active/passive clusters. 
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Note: 

Before deploying your clustered servers, it is recommended that you test your sizing metrics in a laboratory environment. To perform these tests, you can use Exchange tools such as Exchange Server Load Simulator 2003 (LoadSim) and Jetstress. For information about the importance of laboratory testing and pilot deployments, see "Laboratory Testing and Pilot Deployments" in System-Level Fault Tolerant Measures.

Sizing Active/Active Clusters

Active/active clusters are not a recommended configuration for Exchange clusters. However, if you decide to implement active/active clustering, remember that Exchange supports only two-node active/active clusters. Also, with active/active clusters, there are two important constraints to consider:  


The number of concurrent user connections per node cannot exceed 1,900. If you have more than one EVS per node, make sure that the sum of all concurrent MAPI user connections is less than 1,900. 


The average CPU load per server cannot exceed 40 percent. 

If these requirements are not met, your users may notice a significant decrease in performance after a failover. In addition, there is the risk that a single node of the active/active cluster may not be able to bring the second EVS online.
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Note: 

Before deploying your clustered servers, it is recommended that you test your sizing metrics in a laboratory environment. To perform these tests, you can use Exchange tools such as Exchange Server Load Simulator 2003 (LoadSim) and Jetstress. For information about the importance of laboratory testing and pilot deployments, see "Laboratory Testing and Pilot Deployments" in System-Level Fault Tolerant Measures.

Monitoring Considerations for Active/Active Clusters

After you deploy your active/active cluster, you must do the following:  


Monitor the CPU load for each cluster node. 


Monitor the number of concurrent connections (users) per node. 
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Note: 

Consider monitoring these values during peak e-mail usage intervals. That way, if a failover is required during a peak e-mail period, you will know if the single node can run both EVSs. Also, you can monitor a counter manually in real time, or you can use it to compile a report during a specified period (for example, during a two-hour peak e-mail interval).

Monitoring CPU Loads for Each Cluster Node

If the CPU load exceeds 40 percent (load generated from users) for more than 10 minutes, move mailboxes off the server. This load does not include administrative load increases (for example, moving users). 

To monitor the CPU load for each node in the active/active cluster, use the following Performance Monitor (Perfmon) counter:

Performance/%Processor time/_Total counter 

[image: image101.png]


Note: 

Do not be concerned with spikes in CPU performance. Normally, a server's CPU load will spike beyond 80 or even 90 percent.

Monitoring Concurrent Connections (Users) per Node

If the number of concurrent users per node exceeds 1,900 for more than 10 minutes, move mailboxes off the EVS. Although you can meet this requirement by locating only 1,900 mailboxes on each EVS in your active/active cluster, it is generally recommended that you monitor the number of concurrent MAPI users per server. One reason to monitor this is because some users may be making multiple connections to their mailboxes.

To monitor the number of concurrent users per node, use one or both of the following Perfmon counters:   


MSExchangeIS/Active Connection Count


MSExchangeIS Mailbox(_Total)/Active Client Logons
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Note: 

These counters will provide somewhat different results, and will count Outlook Web Access connections differently than Outlook connections. To understand how the server is being used, monitor the changes in these counters during a typical work day 

Scaling Up or Scaling Out

When considering how you can accommodate more users (or perhaps more messages per user) in your clustered environment, one option is to scale up. Scaling up refers to the process of using more powerful server components on your cluster nodes to meet increased performance demands. However, it is important to consider that, as you scale up the hardware on your cluster nodes (for example, so you can host more users on each node), the availability of each node becomes significantly more important.

An alternative to scaling up is to scale out. Scaling out refers to the process of adding nodes to a cluster. 

To explain these two options, consider an organization that that hosts 3,000 users on a four-node cluster. The cluster has three active nodes (1,000 users per node) and one passive node. If the need to accommodate an additional 1,000 users emerges, the organization has two options:  


Option 1: Scale up   Specifically, upgrade the RAM and CPUs on each of the cluster nodes and then distribute the additional 1,000 users evenly on among the nodes.


Option 2: Scale out   Specifically, add an additional node to the cluster. This changes the cluster configuration to a five-node cluster with four active nodes, each active node hosting 1,000 mailboxes. 

In this example, if a disaster causes one of the servers to fail, implementing option two would affect fewer users. Therefore, when deploying Exchange in a cluster, consider scaling out as part of your scalability plan.

Scaling out can also increase the fault tolerance of your Exchange cluster. For example, a four-node, 2-active/2-passive cluster can handle more simultaneous failures than a four-node, 3-active/1-passive cluster. For more information about active/passive clustering, see "Active/Passive Clustering" in Understanding Exchange Server 2003 Clustering.

Testing Clustered Server Components

Before you deploy your clustered servers in a production environment, it is important that you test their capacity. The tools you use to test your cluster deployment are the same you use to test non-clustered servers (for example LoadSim and Jetstress). For information about the importance of laboratory testing and pilot deployments, see "Laboratory Testing and Pilot Deployments" in System-Level Fault Tolerant Measures.

The following lists provide testing considerations specific to server clustering.

Test the following hardware components:

Individual computer components such as hard disks, controllers, processors, and RAM


External components such as routers, bridges, switches, cabling, and connectors

Set up the following stress tests:

Test cluster performance under heavy network loads


Test cluster performance under heavy disk input/output (I/O) to the same disk


Test cluster performance under heavy Exchange services load


Test cluster performance under a large number of simultaneous logon attempts


Fail over each EVS at least once to each of the nodes. Do this under heavy Exchange services load

Use the output from these tests to: 

Calculate the client response time for the server configuration under client load.


Estimate the number of users per server.


Identify bottlenecks on the server.

Cluster Hardware Compatibility

For Windows Server 2003, Enterprise Edition and Windows Server 2003, Datacenter Edition, Microsoft supports only complete server cluster systems selected from the Windows Server Catalog.

The support for third-party system components is limited based on the requirements of the third-party solutions. For more information, see Microsoft Knowledge Base article 814607, "Microsoft Support for Server Clusters with 3rd Party System Components." 

In general, it is recommended that you use identical hardware (for example, identical processors, identical NICs, and the same amount of RAM) for each cluster node. For more information about why this is recommended, and when you may want to consider using asymmetrical hardware in your cluster nodes, see "Cluster Configurations" in Understanding Exchange Server 2003 Clustering. 
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Note: 

For a geographically dispersed cluster, both the hardware and software configuration must be certified and listed in the Windows Server Catalog. For information about hardware compatibility for geographically dispersed clusters, see "Qualified Configurations for Geographically Dispersed Clusters" later in this topic. 

For more information about cluster hardware, see Microsoft Knowledge Base article 309395, "The Microsoft support policy for server clusters, the Hardware Compatibility List, and the Windows Server Catalog." 

Geographically Dispersed Clustering

The main goal of a geographically dispersed cluster is to ensure that loss of one site does not cause a loss of the complete application. Geographically dispersed clustering provides enhanced availability and recoverability for Exchange e-mail services. (However, the cluster nodes in the alternate recovery site do not provide Exchange services unless a site failure occurs.) Moreover, in the event of a site disaster, geographically dispersed clusters provide fault tolerance and failover for specific applications. Many hardware and software solutions exist for Exchange geographically dispersed clustering that provide business continuity at both the site and cluster level.

As you plan your geographically dispersed cluster solution, be sure that you have answers to the following questions:  


What main issues must my geographically dispersed cluster address?


What are the qualified configurations for a geographically dispersed cluster?


What Cluster service requirements must be met by a geographically dispersed clustering solution?


The remainder of this section provides information about each of these questions.

For general information about how geographically dispersed clustering helps provide fault tolerance for your Exchange 2003 organization, see "Using Multiple Physical Sites" in System-Level Fault Tolerant Measures.

Issues that a Geographically Dispersed Cluster Must Address

A geographically dispersed cluster must address the following issues:  


How can you make sure that multiple sites have independent copies of the same data? How are data changes replicated across sites? If data is changed at one site, and that site fails, how are those changes transmitted to the remaining sites? 


If one site fails, how can an application such as Exchange 2003 continue to provide Exchange services? 


How can you make sure your geographically dispersed clusters are protected from natural disasters?

Solving the first issue does not present much of a problem for the replication of read-only data between physical sites—you can easily copy read-only data and an instance of that data can be hosted at each site. To solve the issue of data replication, you can implement software and hardware mirroring or synchronous replication. These replication techniques enable you to keep current data mirrors of each physical site.

To solve the second issue, you must implement a failover clustering solution. For this solution to work, the cluster nodes in separate physical sites must appear to the Cluster service as being on the same network. You can accomplish this by using virtual local area networks (VLANs). VLANS allow you to connect in separate physical locations over long distances.

To solve the third issue, make sure your sites are spaced far enough apart so that a natural disaster would not impact more than one site. Each site should have completely different power sources and different communications infrastructure providers.

The following figure illustrates a basic geographically dispersed cluster with these solutions in place.

Basic geographically dispersed cluster topology
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Qualified Configurations for Geographically Dispersed Clusters

A geographically dispersed cluster is a combination of hardware and software components supplied by original equipment manufacturers (OEMs) and software vendors. Exchange 2003 geographically dispersed cluster configurations can be complex, and the clusters must use only components supported by Microsoft. Geographically dispersed clusters should be deployed only in conjunction with vendors who provide qualified configurations.

In general, the restrictions that apply to Windows Server 2003 geographically dispersed clusters also apply to Exchange 2003. For detailed information about geographically dispersed clusters in Windows Server 2003, see Geographically Dispersed Clusters in Windows Server 2003. 

The hardware in a geographically dispersed cluster must be qualified and appear on the Microsoft Hardware Compatibility List. For a separate Hardware Compatibility List for geographically dispersed clusters, see the Windows Server Catalog.
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Note: 

You can create geographically dispersed clusters by adding data-replication software and extended LAN hardware to existing certified configurations. However, these solutions radically change the nature of a pre-certified configuration, particularly with respect to timing and latency. To be supported by Microsoft, the hardware and software configuration of a geographically dispersed cluster must be certified and listed on the cluster Hardware Compatibility List. 

For additional information about the Hardware Compatibility List and Windows Clustering, see Microsoft Knowledge Base article 309395, "The Microsoft support policy for server clusters, the Hardware Compatibility List, and the Windows Server Catalog." 

Cluster Service Technology Requirements

Windows Clustering software is unaware of the extended nature of geographically dispersed clusters. Specifically, the Cluster service does not include features that are unique to geographically dispersed cluster configurations. Therefore, the network and storage architecture of geographically dispersed clusters must meet the following requirements:  


The private and public network connections must be in the same subnet (non-routed LAN). To implement this, use VLANs to ensure that all cluster nodes are on the same IP subnets. 


The network connections must be able to provide a maximum guaranteed round trip latency between nodes of no more than 500 milliseconds. The cluster uses heartbeat to detect whether a node is alive or not responding. These heartbeats are sent out on a periodic basis (every 1.2 seconds). If a node takes too long to respond to heartbeat packets, the Cluster service starts a heavy-weight protocol to figure out which nodes are still functional and which ones are unavailable. This is known as a cluster re-group. 


If you are using a standard-node quorum (also known as a single quorum), the cluster must have a single shared disk (known as the quorum disk).  
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Note: 

If you are running Exchange 2003 on Windows Server 2003, you can avoid this requirement by using the majority node set quorum. For more information about quorum types, see "Quorum Disk Resource" in Understanding Exchange Server 2003 Clustering. 

To make a set of disks in two separate sites appear to the Cluster service as a single disk, the storage infrastructure can provide mirroring across the sites. However, it must preserve the fundamental semantics that are required by the physical disk resource:  


The Cluster service uses Small Computer System Interface (SCSI) reserve commands and bus reset to arbitrate for and protect the shared disks. The semantics of these commands must be preserved across the sites, even if communication between the sites fails. If a node on Site A reserves a disk, nodes on Site B should not be able to access the contents of the disk. To avoid data corruption of cluster and application data, these semantics are essential.


The quorum disk must be replicated in real-time, synchronous mode across all sites. The different members of a mirrored quorum disk must contain the same data.

Disaster Recovery Strategies for Clusters

For information about disaster recovery strategies specific to Exchange 2003 clusters, see "Backing up Exchange 2003 Clusters" and "Restoring Exchange 2003 Clusters" in the Exchange Server 2003 Disaster Recovery Operations Guide.

Implementing Software Monitoring and Error-Detection Tools

Monitoring your Microsoft® Exchange Server 2003 organization is critical to ensuring the high availability of messaging and collaboration services. Monitoring tools and techniques allow you to determine your system's health and identify potential issues before an error occurs. For example, monitoring tools allow you to proactively check for problems with connections, services, server resources, and system resources. Monitoring tools can also help you notify administrators when problems occur. 

As you plan your monitoring strategy, you must decide which system components you want to monitor and how frequently you want to monitor them. To help with these decisions, consider the following questions:  


Is messaging a mission-critical service in your organization? (In general, if Exchange messaging is a mission-critical service in your organization, you should monitor your system more frequently.)


What services do you rely on most? (In general, you should vigorously monitor the services on which most of your users rely.)

After considering these basic questions, you can begin planning a monitoring strategy that allows you to optimize the performance and availability of your Exchange 2003 messaging system.
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Note: 

Prescriptive guidance for monitoring Exchange 2003 is beyond the scope of this guide. For detailed information about monitoring your Exchange messaging system, see Monitoring Exchange Server 2003 at Microsoft. Although this document focus on using Microsoft Operations Manager (MOM) to monitor an enterprise messaging environment, the information is applicable whether or not you use MOM.

Monitoring Strategies

A common misconception is that monitoring is simply an automatic process in which your system administrators are notified of major issues. However, there are many monitoring strategies that can help increase the availability of your messaging system. This section provides overviews of some of the more important monitoring strategies.

Monitoring in Pre-Deployment Environments

Before deploying Exchange 2003 in a production environment, you should test your Exchange messaging system in a laboratory and pilot deployment. Moreover, to make sure that your system will perform adequately in a production environment, you should carefully monitor all aspects of the test deployment.

To monitor your test deployment, you can use the following tools in conjunction with the tools discussed in this section:  


Exchange Server Stress and Performance (ESP) 2003


Jetstress


Exchange Server Load Simulator 2003 (LoadSim)


These tools are available for download from the Downloads for Exchange Server 2003 Web site.

For information about using these tools, see "Laboratory Testing and Pilot Deployments" in System-Level Fault Tolerant Measures.

Routine (Daily) Monitoring

After deploying Exchange 2003 in a production environment, you must develop a routine monitoring strategy. This strategy should include allocating a substantial number of administrative resources for monitoring tasks. The information in this topic can help you plan a routine monitoring strategy. 

Establishing a routine monitoring strategy has the following advantages:  


Helps make sure that the performance requirements of your service level agreements (SLAs) are being met


Helps make sure that specific administrative tasks (such as daily backup operations) are being successfully completed


Enables you to detect and address issues in your Exchange organization before they affect productivity

Monitoring for Troubleshooting Purposes

There are various ways in which you may be notified of performance problems within your Exchange 2003 messaging system. For example, one way is when users notify your messaging support staff of a loss in e-mail services. Another way is through routine monitoring results. In some cases, you may be able to quickly resolve the issue without extensive diagnosis. However, for complex issues, you may need to temporarily increase the level at which you are monitoring specific components of your system.  

For example, if a routine monitoring report notifies you that there is significant latency in regard to e-mail messages sent from one mailbox server to another, you can increase the depth at which you monitor the servers involved. Specifically, to create a more detailed report of the latency issues, you can use the Windows Server 2003 Performance Monitor (Perfmon) tool. In addition, you can use the Exchange 2003 tools Queue Viewer and Message Tracking Center. You can use Queue Viewer to monitor the specific message queue for any message flow problems. You can use Message Tracking Center to view the path of a message as it is flows through your messaging infrastructure. 

After using these monitoring tools and examining additional monitoring reports, you should be more able to determine the root cause of the issue. In general, an increase in monitoring can help you regain your expected performance levels. 

For information about Queue Viewer and Messaging Tracking Center, see "Exchange 2003 Monitoring Features" in Monitoring Features and Tools. For information about Performance Monitor, see "Windows Monitoring Features and Tools" in Monitoring Features and Tools.

For information about how to monitor your Exchange 2003 organization, including how to determine the root causes of performance issues, see Troubleshooting Exchange Server 2003 Performance.

For information about tuning your Exchange 2003 organization, see the Exchange Server 2003 Performance and Scalability Guide.

Monitoring for Long-Term Trend Analysis

Whenever possible, you should establish long-term monitoring strategies to help you with trend analysis and capacity planning. 

Establishing a long-term monitoring strategy has the following advantages:   


Increases your ability to predict when system expansion is necessary


Assists in identifying strategies for load balancing


Helps detect changes in Exchange service usage by client computers


Helps troubleshoot for problems such as memory leaks or abnormal disk consumption

A monitoring strategy that includes measuring the capacity of Exchange resources is important to the long-term success of a highly available messaging system. Specifically, this strategy allows you to anticipate future system usage, scalability, and growth requirements. 
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Note: 

Do not limit capacity planning to components such as disks. Make sure that your plans encompass all system components that could become bottlenecks, such as CPU, memory, network, and domain controller services.

Exchange 2003 and Windows Server 2003 provide monitoring and management tools that can help you monitor for long-term trend analysis. However, it is recommended that you consider additional tools as well. For example, to create a historical trend analysis of your Exchange 2003 messaging system, you can use Microsoft Operations Manager (MOM) 2000 in conjunction with Application Management Pack for Exchange 2003 or a third-party monitoring tool. 

For information about MOM 2000 and Application Management Pack for Exchange 2003, see "Microsoft Operations Manager 2000" in Monitoring Features and Tools.

For information about third-party monitoring tools, see "Third-Party Monitoring Products" in Monitoring Features and Tools.

Monitoring Features and Tools

Before deploying Exchange 2003 in a production environment, you should establish routine, automated monitoring and error detection strategies for your operating system and applications. Immediately detecting application and system errors increases your chances of resolving errors before the system shuts down. Monitoring can also help alert you of scalability needs. For example, if one or more servers are operating at capacity some or all of the time, you can decide if you need to add more servers or upgrade the hardware of existing servers.

For more information about monitoring, see "Monitoring and status tools" in Windows Server 2003 Help.

You can use the following tools and programs to monitor your Exchange 2003 organization:  


Exchange 2003 monitoring tools


Windows Server 2003 monitoring tools


Additional monitoring tools


Monitoring with MOM


Third-party tools

Exchange 2003 Monitoring Features

Exchange System Manager includes the following features to help you monitor your Exchange 2003 organization:   


Monitoring and Status


Queue Viewer


Diagnostic logging


Protocol logging


Message Tracking Center

For procedural information about using these features, see Exchange 2003 Help.

Monitoring and Status

The Monitoring and Status feature in Exchange System Manager includes basic monitoring and reporting functionality that allows you to view the status of servers and connectors in your organization. In addition, you can use Monitoring and Status to notify administrators when services fail or when specific resource thresholds are reached (for example, when the free disk space on a particular disk reaches a specific capacity). To access the Monitoring and Status feature in Exchange System Manager, expand Tools in the console tree.

The following sections provide an overview of the Monitoring and Status feature. For procedural information about how to use Monitoring and Status, see Exchange 2003 Help.

Verifying Server and Connector Status

To make sure that your servers are operating properly, you can use Monitoring and Status to view the list of servers in your organization and their current status. You can also use Monitoring and Status to verify that your connectors are available to transmit messages. To view the status of servers and connectors, in Exchange System Manager, expand Tools, expand Monitoring and Status, and then click Status.
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Note: 

If you set warning and critical state thresholds to monitor server resources, the server status displays a warning or critical state icon if thresholds are met or exceeded. You can access server monitors from the same window in which you verify server status.

Setting Notifications

When setting notifications, you can alert an administrator by e-mail or you can use a script to respond to server or connector problems. To configure notifications, in Exchange System Manager, expand Tools, expand Monitoring and Status, and then click Notifications. You can only send notifications in the following circumstances:  


If a server enters a warning state


If a server enters a critical state


If a connector enters a down state

You cannot send a notification if a server resource is low. After an alert is sent, you can use the Status window to view the state of a server or connector and use the Monitor tab to view server resource monitor states.

Components You Can Monitor in Exchange System Manager

To configure the resources you want to monitor, use the Monitoring tab in the server's Properties. Specifically, you can use this tab to define the parameters within which your server's hardware and software should function before a warning or critical state icon is displayed. After resource monitoring thresholds are met or exceeded, a warning icon is displayed on both the Monitoring tab of a server's Properties and on the Status node under Monitoring and Status. 

[image: image110.png]


Note: 

Regular maintenance should include checking the status of all server resources to see if resources are low and if additional resources, such as memory, are required. 

You can use Exchange System Manager to monitor the following components:  


Virtual memory


CPU utilization


Free disk space


Simple Mail Transfer Protocol (SMTP) queue growth


Windows Server 2003 services


X.400 queue growth

Virtual Memory

Because applications use virtual memory to store instructions and data, problems can occur when there is not enough virtual memory available. To monitor the available virtual memory on your Exchange server, use the Monitoring tab to add performance limits. When the amount of available virtual memory falls below a specified limit (for a specified duration), the virtual memory monitor is identified on the Monitoring tab with a warning or critical state icon. You can set a limit for a warning state, a critical state, or both.

CPU Utilization

You can monitor the percent of your server's CPU utilization. When CPU utilization is too high, Exchange 2003 may stop responding.

[image: image111.png]


Note: 

During some server events, CPU utilization may increase to high levels. When the server event is complete, CPU utilization returns to normal levels. The duration that you specify should be greater than the number of minutes that such system events normally run.

To monitor CPU utilization, use the Monitoring tab to add performance limits. When the amount of CPU utilization exceeds a specified limit (for a specified duration), the CPU utilization monitor is identified on the Monitoring tab with a warning or critical state icon. You can set a limit, in percent, for both a warning state and a critical state.

Free Disk Space

To make sure that enough disk space is available to use virtual memory and store application data after an application is closed, use the Monitoring tab to add performance limits. When the amount of available disk space falls below a specified limit, the free disk space monitor is identified on the Monitoring tab with a warning or critical state icon. You can set a limit for a warning state, a critical state, or both.

SMTP Queue Growth

If a SMTP queue continuously grows, e-mail messages do not leave the queue and are not delivered to another Exchange server as quickly as new messages arrive. This can be an indication of network or system problems. To avoid delays in delivering messages, you should monitor SMTP queue growth. When the queue continuously grows for a specified period of time, the SMTP queue monitor displays a warning icon on the Monitoring tab. You can set a growth threshold for a warning state, a critical state, or both.

Windows Server 2003 Service Monitor

You can use the Windows Server 2003 service monitor to monitor the Windows Server 2003 services running on your Exchange server. To monitor a Windows Server 2003 service on your server running Exchange 2003, use the Monitoring tab. If a service is not running, you can specify the type of warning you receive. You can also monitor multiple Windows Server 2003 services using a single Windows Server 2003 service monitor.

X.400 Queue Growth

If an X.400 queue continuously grows, e-mail messages do not leave the queue and are not delivered to an Exchange Server 5.5 or X.400 server as quickly as new messages arrive. This can be an indication of network or system problems. To avoid delays in delivering messages, you should monitor X.400 queue growth. When the queue continuously grows for a specified period of time, the X.400 queue monitor displays a warning icon on the Monitoring tab. You can set a growth threshold for a warning state, a critical state, or both.

Queue Viewer

Queue Viewer is a utility in Exchange 2003 that allows you to maintain and administer your organization's messaging queues, as well as the messages contained within those queues. Queue Viewer is available on all SMTP virtual servers, X.400 objects, and all installed Microsoft Exchange Connectors for Novell GroupWise, Lotus Notes, and Lotus cc:Mail.

To access Queue Viewer, in Exchange System Manager, expand the server you want, and then click Queues. Expanding Queues reveals one or more system queues, which are default queues specific to the protocol transporting the messages (SMTP, X.400, or MAPI). The system queues are always visible.

The link queues are also visible in the Queues container. These queues are visible only if the SMTP virtual server, X.400 object, or connector is currently holding or sending messages to another server. Link queues contain outbound messages that are going to the same next-destination server.

Diagnostic Logging

You can use Exchange 2003 diagnostic logging to record significant events related to authentication, connections, and user actions. Viewing these events helps you keep track of the types of transactions being conducted on your Exchange servers. By default, the logging level is set to None. As a result, only critical errors are logged. However, you can change the level at which you want to log Exchange-related events. To do this, on the Diagnostics Logging tab of a server's Properties, select a service and one or more categories to monitor, and then select the logging level you want.

After you configure the logging level, you can view the log entries in Event Viewer. In Event Viewer, events are logged by date, time, source, category, event number, user, and computer. To help resolve issues for any server in your organization, you can research errors, warnings, and diagnostic information in the event data. Use the event's Properties page to view the logging information and text for the event. For more information about using Event Viewer, see Windows Server 2003 Help. 
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Note: 

It is not recommended that you use the maximum logging settings unless instructed to do so by Microsoft Product Support Services. Maximum logging considerably drains resources.

Protocol Logging

The protocol logging feature provides detailed information about SMTP and Network News Transfer Protocol (NNTP) commands. This feature is particularly useful in monitoring and troubleshooting protocol or messaging errors. To enable protocol logging, in an SMTP or NNTP virtual server's Properties, on the General tab, select the Enable logging check box.

Message Tracking Center

Message Tracking Center can track messages in both Exchange 2003 organizations and mixed Exchange 2003 and Exchange 5.5 organizations. To access Message Tracking Center, in Exchange System Manager, expand Tools, and then click Message Tracking Center. Message Tracking Center can also track messages going to or coming in from a foreign e-mail system, such as Lotus Notes. You cannot track the path of a message that is forwarded after the message arrives at a foreign e-mail system, but you can determine whether the message was delivered successfully. When using Message Tracking Center, you must complete two main tasks: First, you must search for and select a particular message to track. Then, you can view the history of the message path. You can also save the history of the message path to a text file for reference if message tracking logs are cleared.
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Note: 

By default, message tracking is not enabled. To enable message tracking, in Exchange System Manager, on the General tab of each server's Properties, enable mailbox store and public folder store message tracking.

Windows Monitoring Features and Tools

In addition to the monitoring features in Exchange System Manager, there are various Microsoft Windows® features and tools you can use to monitor your Exchange 2003 organization. These features and tools include:  


Performance Monitor (Perfmon)


Event Viewer 


Network Monitor (Netmon)


Service Control Manager


Shutdown Event Tracker


Windows error reporting


Windows Management Instrumentation (WMI)


Simple Network Management Protocol (SNMP)

Windows Server 2003 Performance Monitor

Windows Server 2003 Performance Monitor (Perfmon) is a tool you can configure to collect information regarding the performance of your messaging system. Specifically, you can use Perfmon to monitor, create graphs, and log performance metrics for core system functions. You can also use Perfmon to monitor Exchange-specific parameters, such as the number of inbound or outbound messages per hour or the number of directory lookups performed by DSAccess and DSProxy. However, Perfmon is commonly used to gather baseline performance data and to monitor key parameters when performance problems occur.

With Perfmon, you can monitor a single computer, or you can monitor several computers simultaneously. This flexibility can be helpful when you want to locate a specific problem in your messaging system. Depending on your needs, you can use the Chart window to monitor performance, or you can store data in logs to review later. 
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Note: 

To increase administrator response, you can use Perfmon to generate an e-mail message or a customized notification whenever a counter exceeds or drops below a specified measurement. After the data is generated, you can export it to a spreadsheet or database for further review and analysis. 

When planning your performance logging strategy, determine the information you need and collect it at regular intervals. However, performance sampling consumes CPU and memory resources. It is difficult to store and extract useful information from excessively large performance logs. For more information about how to automatically collect performance data, see "Performance Logs and Alerts overview" in Windows Server 2003 Help.

Client-side Monitoring with Perfmon

In previous versions of Exchange, you could not use Perfmon to monitor end-user performance for Microsoft Office Outlook® users. However, Exchange 2003 and Outlook 2003 provide this functionality.

Exchange 2003 servers record both remote procedure call (RPC) latency and errors on client computers running Outlook 2003. You can use this information to determine the overall experience quality for your users, as well as to monitor the Exchange server for errors. For detailed information about using Perfmon to monitor client-side performance, see "Monitoring Outlook Client Performance" in What's New in Exchange Server 2003What's New in Exchange Server 2003.  
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Note: 

Although you can use Perfmon to monitor client-side RPC data, MOM includes functionality that allows you to monitor this data more easily. 

Event Viewer

Event Viewer reports Exchange and messaging system information and is often used in other reporting applications. Whenever you start Windows, logging begins automatically, and you can view the logs in Event Viewer. Event Viewer maintains logs about application, security, and system events on your computer. You can use Event Viewer to view and manage event logs and gather information about hardware and software problems. 

To diagnose a system problem, event logs are often the best place to start. By using the event logs in Event Viewer, you can gather important information about hardware, software, and system problems. Windows Server 2003 records this information in the system log, application log, and security log. In addition, some system components (such as the Cluster service) also record events in a log. For more information about event logs, see "Checking event logs" in Windows Server 2003 Help.

Network Monitor

Network Monitor (Netmon) is used to collect network information at the packet level. Monitoring a network typically involves observing resource usage on a server and measuring network traffic. You can use Netmon to accomplish these tasks. Unlike System Monitor, which is used to monitor hardware and software, Netmon exclusively monitors network activity. You can use System Monitor to monitor your network's hardware and software. However, for in-depth traffic analysis, you should use Netmon.

Service Control Manager

Service Control Manager (SCM) is a Microsoft Windows NT® Server 4.0 tool that maintains a database of installed services. You can configure SCM to automatically restart failed services, thereby increasing availability. For more information about SCM, see the topic "Service Control Manager" in the Microsoft Platform Software Development Kit (SDK).

Shutdown Event Tracker

Shutdown Event Tracker is a Windows Server 2003 feature that enables you to consistently track why users restart or shut down their computers. You can use codes to categorize the reasons for each shutdown and record a comment for each. For more information, see "Shutdown Event Tracker overview" in Windows Server 2003 Help 

Windows Error Reporting

With Windows error reporting functionality, you are immediately notified (through a dialog box) of severe errors that occur on your servers running Windows Server 2003 applications. Windows error reporting allows you to send information about any failures that may occur to Microsoft. Microsoft then uses this information to determine and prioritize potential updates to future versions of Windows and Exchange.

[image: image116.png]


Note: 

Depending on your system configuration, you can manually send error information to Microsoft, you can have the information sent automatically, or you can turn off the error reporting functionality.

In addition, the integration of Exchange 2003 errors into Windows error reporting allows you to report and review error reporting data related to the following:  


Exchange System Manager


Microsoft Exchange System Attendant service


Directory Services Management


Microsoft Exchange Management service 


Exchange Setup


Microsoft Exchange Information Store service

Corporate Error Reporting (CER) is a tool designed for administrators to manage error reports created by the Windows Error Reporting client and error-reporting clients included in other Microsoft programs. For information about installing and using CER, see "Corporate Error Reporting" on the Microsoft Software Assurance Web site.

For more information about error reporting in relation to Exchange issues, see "Reliability and Clustering Features" in What's New in Exchange Server 2003. 

Windows Management Instrumentation

Windows Management Instrumentation (WMI) helps you manage your network and applications as they become larger and more complex. With WMI, you can monitor, track, and control system events that are related to software applications, hardware components, and networks. WMI includes a uniform scripting application programming interface (API), which defines all managed objects under a common object framework that is based on the Common Information Model (CIM). Scripts use the WMI API to access information from different sources. WMI can submit queries that filter requests for specific information. WMI can also subscribe to WMI events based on your particular interests, rather than being limited to events predefined by the original developers. 

Exchange 2003 provides many WMI classes that you can use to monitor and analyze Exchange servers, track messages, and check mail flow status. The Exchange 2003 SDK contains complete information about the Exchange WMI providers, including many sample scripts to help you get started. You can download or view the Exchange 2003 SDK from the Microsoft Exchange Server Downloads page on MSDN®.

Simple Network Management Protocol

Simple Network Management Protocol (SNMP) allows you to capture configuration and status information about your network and have the information sent to a designated computer for event monitoring. For more information about SNMP, see "SNMP" in Windows Server 2003 Help.

Additional Monitoring Tools and Features

In addition to the tools and features of Exchange 2003 and Windows Server 2003, Microsoft provides additional tools and features that can help you monitor and troubleshoot your Exchange 2003 organization. These tools and features include:  


Exchange Server Connection Status


RPC Ping


WinRoute

Exchange Server Connection Status

Exchange Server Connection Status is a client-side feature in Outlook 2003 that enables users to quickly determine the status of their connection. This is useful for computers that are experiencing connection problems. Specifically, you can use this feature to check RPC connectivity from client to server, including any intermediate RPC (or RPC over HTTP) proxies in between. 

This feature is available for Outlook 2003 users who have e-mail accounts on Exchange 2003 servers. To access this feature, users must press and hold CTRL, right-click the Microsoft Office Outlook icon in the notifications area, and then click Connection Status. The Exchange Server Connection Status dialog box appears, providing users with information about the connection status. 

For more information about using Exchange Server Connection Status, see "Verify connection to Exchange through the Internet" in Microsoft Office Outlook 2003 Help.

RPC Ping

You can use the RPC Ping tool to check RPC connectivity from client to server. Specifically, this tool is used to confirm the RPC connectivity between the Exchange 2003 server and any supported Exchange clients, including any intermediate RPC (or RPC over HTTP) proxies in between. 

For usage and download information regarding RPC Ping, see Microsoft Knowledge Base article 831051 "How to Use the RPC Ping Utility to Troubleshoot Connectivity Issues with the Exchange Over the Internet Feature in Outlook 2003." 

WinRoute

You can use the WinRoute tool to monitor the routing services on your servers if you suspect a problem. When establishing your routine monitoring strategy, be sure to include the use of this tool. To obtain a visual representation of your Exchange routing topology and the status of the different routing components, you can use WinRoute to connect to the link state port (TCP 691) on an Exchange 2003 server. In addition, WinRoute extracts link state information for your Exchange organization and presents it in a readable format. 

You can download WinRoute at http://go.microsoft.com/fwlink/?linkid=25049. 

For information about how to use WinRoute, see Microsoft Knowledge Base article 281382, "How to Use the WinRoute Tool." 

Microsoft Operations Manager 2000

Microsoft Operations Manager (MOM) 2000 includes a full set of features to help administrators monitor and manage both the events and performance of their information technology (IT) systems running Windows Server 2003 or Windows 2000 Server. 
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Note: 

MOM 2000 is sold separately from Windows Server 2003 and Windows 2000 Server. 

MOM uses rules and scripts to define which events and performance counters should be monitored. MOM also provides administrative alerts (including recommended actions that should be performed) when an event occurs, when performance falls outside the acceptable range, or when a probe detects a problem. 

The MOM 2000 Application Management Pack (which is a set of management pack modules and reports that facilitate the monitoring and management of Microsoft server products) improves the availability of Windows-based networks and server applications. The MOM Application Management Pack includes the Exchange 2003 Management Pack, which extends the capabilities of MOM by providing specialized monitoring for Exchange 2003 servers. 

For information about MOM 2000 and the Application Management Pack, see the MOM Web site.

The following sections provide an overview of Exchange 2003 Management Pack for MOM. For detailed information about the Exchange 2003 Management Pack, see the Exchange Server 2003 Management Pack Guide for MOM 2000 SP1.

Exchange 2003 Management Pack

The Exchange 2003 Management Pack is designed to help you achieve the highest possible server availability. A key feature of the Exchange 2003 Management Pack is the ability to monitor all of your Exchange servers from a single console or Web page. The Exchange 2003 Management Pack monitors the performance, availability, and security of Exchange 2003, alerting you of events that have a direct impact on server availability while filtering out events that require no action. Through alerts, knowledge base solutions, and reports, the Exchange 2003 Management Pack helps you correct problems before a disaster occurs. The Exchange 2003 Management Pack also includes reports that allow you to summarize server availability and analyze trends. 

The Exchange 2003 Management Pack includes the following functionality:   


Provides a complete Exchange solution by monitoring access to Active Directory® directory service, Microsoft Exchange Information Store service, Extensible Storage Engine (ESE), message transport, Exchange clustering, Microsoft Office Outlook Web Access, and Internet protocols (such as SMTP, POP3, and IMAP4).


Detects, alerts, and automatically responds to critical events. The Exchange 2003 Management Pack helps indicate, correct (by referring administrators to Microsoft Knowledge Base articles that can help resolve problems), and in many cases, prevent possible Exchange service outages. 


Monitors critical Exchange performance counters. Using performance thresholds and related alert definitions to emphasize performance conditions that may indicate service problems or even possible denial of service attacks, Exchange 2003 Management Pack allows you to identify issues before they become critical.


Contains an array of scripts to monitor single and cross-server usage, performance, reliability, and configuration.


Monitors all Exchange 2003 server configurations, including stand–alone and cluster servers, as well as front-end and back-end servers.


Increases the availability and performance of your Exchange installation. Exchange 2003 Management Pack reduces your total cost of ownership (TCO) by enabling proactive Exchange management.

Components and Operations That Are Monitored

The Exchange 2003 Management Pack monitors events that are placed in the application event log by various Exchange components, such as Active Directory access, Microsoft Exchange Information Store service, ESE, message transfer agent (MTA), Outlook Web Access, Internet protocols, and Exchange cluster servers.

The Exchange 2003 Management Pack also quickly notifies you of any service outages or configuration problems, thereby helping to increase the security, availability, and performance of your Exchange 2003 organization. To alert you of critical performance issues, the management pack also monitors all key Exchange performance metrics. Using the MOM reporting feature, you can analyze and graph performance data to understand usage trends, to assist with load balancing, and to manage system capacity.

The Exchange 2003 Management Pack proactively manages your Exchange installation to avoid costly service outages. For example, the Exchange 2003 Management Pack monitors the following components and operations in your organization:  


Vital performance monitoring data, which can indicate that the Exchange server is running low on resources.


Important warning and error events from Exchange 2003 servers. Alerts operators of those events.


Disk capacity. Alerts operators when disk capacity is running low. Provides knowledge as to which Exchange files are on the affected drives.


Exchange services that are expected to be running on a specific server.


Exchange database that can be reached by a MAPI client logon. This verifies both the Exchange database and Active Directory functionality.


High queue lengths that are caused by an inability to send e-mail messages to a destination server.


Simultaneous connections. Alerts operators of a high number of simultaneous connections, which often indicates a denial–of–service attack.


Errors or resource shortages that affect service levels.


Mail flow between defined servers, to confirm end-to end mail flow capability within your Exchange organization.

Views and Reports

The Exchange 2003 Management Pack includes several views and reports to help you quickly identify Exchange issues. With these views and reports, you can analyze and graph performance data to understand usage trends, do accurate load balancing, and manage system capacity.

Exchange reports cover the following items.  


Exchange 2003 and Exchange 2000 Health Monitoring and Operations Reports 
You can use the monitoring and operations reports to analyze database sizes, disk usage, mailboxes, server availability, and the configuration of Exchange servers. For example, you can list database sizes for Exchange servers, where database size (in megabytes) is presented for each server, storage group, and database. The reports in this category are as follows:


Exchange Disk Usage   This report provides data about servers running Exchange based on disk performance counters, presenting daily averages for each counter.


Exchange Server Availability   This report provides the percentage of server availability for Exchange servers during a specified time period and also lists the categories of failure types that could lead to a server being unavailable. 


Exchange Server Configuration   This report provides configuration information including computer and operating systems configuration and local disk information. 


Exchange 2003 Outlook Client Monitoring   This report gives you the results of analysis data collected by Exchange 2003 servers monitoring Outlook clients for the end user's experience in terms of response times and errors.


Exchange Mailboxes   This report shows the distribution of mailboxes across storage groups and databases for Exchange servers.


Exchange Database Sizes   This report shows the total database size on each server, in addition to the individual components of the database. For example, if a database contains both a mailbox store and a public folder store, this report shows the size of each.


Exchange 2003 and Exchange 2000 Protocol Usage Reports 
The protocol usage reports obtain data about usage and activity levels for the mail protocols that are used by Exchange, such as POP3, IMAP4, and SMTP. You can also obtain usage and activity level reports for Exchange components, such as Microsoft Exchange Information Store service, mailbox store, public folder store, MTA, and Outlook Web Access. These reports use key performance counters for operations conducted in a specific time period. The reports include data for Exchange 2000 servers only when the Exchange 2000 Management Pack for Microsoft Operations Manager is installed.


Exchange 2003 and Exchange 2000 Traffic Analysis Reports 
The traffic analysis reports summarize Exchange mail traffic patterns by message count and size for both Recipient and Sender domains. For example, the report Mail Delivered: Top 100 Sender Domains by Message Size provides a list of the top 100 sender domains sorted by message size during a specific time period, as reported in the Exchange message tracking logs. The reports include data for Exchange 2000 servers only when the Exchange 2000 Management Pack for Microsoft Operations Manager is installed.


Exchange Capacity Planning Reports 
By analyzing your daily client logons and messages sent and received, in addition to work queues, the capacity planning reports show the Exchange server resource usage. These reports help you plan for current and future capacity requirements.


Exchange Mailbox and Folder Sizes Reports 
You can use these reports to monitor the size of Exchange mailboxes and folders and to determine your highest growth areas. The reports in this category include the top 100 mailboxes by size and message count, and the top 100 public folders by size and message count.


Exchange Performance Analysis Report 
The Queue Sizes report summarizes Exchange performance counters and helps you to analyze queue performance.


Exchange 5.5 Reports 
There are several Exchange 5.5 reports that can help you obtain data about operations such as average time for mail delivery, as well as pending replication synchronizations and remaining replication updates. There are also several Exchange 5.5 traffic analysis reports available. 

For detailed information about monitoring your Exchange messaging system, see Monitoring Messaging at Microsoft.

Third-Party Monitoring Products

Rather than using the monitoring tools and features provided by Exchange 2003, Windows Server 2003, and MOM 2000, you can use third-party products to monitor your Exchange 2003 organization. Third-party monitoring and management tools vary widely in price and capability. This section provides an overview of the features and capabilities available in third-party monitoring and management products.

For information about vendors that offer third-party monitoring solutions, see the Exchange Server Partners Web site.

Third-Party Application Monitoring Products

Some third-party monitoring products are designed to monitor all of the applications in your organization. Other products focus entirely on monitoring Exchange 2003. In general, third-party monitoring products provide similar levels of monitoring functionality and are highly competitive. For example, most third-party monitoring products include features that enable you to proactively monitor your server environment, as well as features that provide a detailed analysis of the logged data. To make sure that you select a monitoring product that meets the needs of your organization, consider evaluating the features of multiple third-party application monitoring products before making a purchasing decision. 
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Note: 

Some third-party application monitoring products offer functionality similar to MOM. However, when selecting a monitoring strategy, it is recommended that you compare the features and functionality of MOM to any third-party solutions.

For more information about selecting third-party monitoring products, see "Selecting Third-Party Monitoring Products" later in this topic.

Third-Party Hardware Monitoring Products

Third-party hardware monitoring products are often designed exclusively to help you monitor and manage your hardware. These monitoring products (often referred to as system management tools) may include both hardware and software as part of the solution.

Essentially, system management tools can be separated into three organizational levels: entry-level, mid-level, and high-level.   


Entry-level system management tools 
Entry-level system management tools provide the basic information you need to monitor the performance of you server's hardware. The fundamentals of hardware management include monitoring system voltage, fan speed, and thermal conditions, as well as examining the system hardware for specific failure types. When the system management software or firmware detects such faults, the response varies. In some cases, the software may only generate an alert. (For example, if the voltage drops or spikes, an e-mail message is sent to an administrator.) In other cases (for example, a faulty fan is detected), the software alerts the network administrator and transfers the cooling load to the other fans in the server.


Mid-level system management tools
In addition to providing the same functionality as entry-level tools, mid-level system management tools may also be able to analyze system information and alert the administrators about potential system failures before they occur. This capability is often called prefailure monitoring or predictive failure analysis. If a component, such as a power supply, hard disk, fan, or memory, begins to fail, an administrator is notified before the component failure or system shutdown actually occurs. Coupled with warranties and service contracts that offer prefailure replacement parts, predictive failure analysis can help warn administrators about key components (for example, hard disks, memory, and CPUs) that could potentially fail and need replacing.  


High level system management tools  
In addition to providing the same functionality as mid-level tools, high-level system management tools also include hardware-based system management cards and add-on processors. In general, vendors who sell enterprise-level server hardware also offer system management solutions that include different combinations of high-end hardware and system management features. System management cards and add-on processors extend the basic capabilities of the system's standard management tools. When selecting high-level system management tools, look for features such as in-band and out-of-band management, and modems that support direct dial-out to alphanumeric pagers. With the use of such high-level system management tools, it is theoretically possible to contact technical support without human intervention. Additionally, some system management tools offer the following functionality:


You can dial in to a server that is down and run diagnostics or reboot the server. 


You can redirect the server console to another system through an in-band connection, out-of band connection, or both.


You can access server controls and diagnostic features through a Web-browser interface, which enables you to monitor and, in some cases, control systems from different computers.

For detailed information about selecting fault tolerant hardware for your Exchange 2003 organization, see Component-Level Fault Tolerant Measures.

Selecting Third-Party Monitoring Products

To help you identify which third-party monitoring products best meet the needs of your organization, consider the following factors:  


Does the vendor have a good record of shipping products that work well with Exchange? 


What is the vendor's support policy? Do they offer adequate support to meet uptime and service level guarantees that may be affected if there are problems with their tools?  
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Important: 

If you implement a third-party solution for Exchange 2003, the vendor of the monitoring application is your primary support provider for software-related issues, and your hardware provider is your primary support provider for hardware-related issues.


How much does the tool cost? Are its costs and capabilities in concordance with the downtime costs that you calculated at the beginning of the planning process?
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Note: 

This guide does not provide recommendations about non-Microsoft tools. For information about non-Microsoft management tools, see the Exchange Server Partners Web site. 

Questions to Consider When Developing Availability and Scalability Goals

Begin establishing goals by reviewing information that is readily available within your organization. For example, your existing service level agreements (SLAs), define the availability goals for your services and systems. You can also gather information from individuals and groups who are directly affected by your decisions, such as the users who depend on the services and the employees who make IT staffing decisions.

The following questions can help you develop a list of availability and scalability goals. These goals, and the factors that influence them, vary from organization to organization. By identifying the goals appropriate to your situation, you can clarify your priorities as you work to increase availability and reliability.

Central Purpose Questions

Answer these questions to prioritize the applications and services that are most important to your organization.  


What are the central purposes of your organization?


To be successful, what goals must your organization accomplish?

Current Requirements Questions

Answer these questions to help you quantify your availability needs, which is the first step in addressing those needs.  


If your organization previously evaluated the need for high availability, do you have existing documents that already outline availability goals?


Do you have current or previous SLAs, operating level agreements, or other agreements that define service levels?


Have you defined acceptable and unacceptable service levels?


Do you have data about the cost of outages or the effect of service delays or outages (for example, information about the cost of an outage at 09:00 [9:00 A.M.] versus the cost of an outage at 21:00 [9 P.M.])?


Do you have data from groups that practice incident management, problem management, availability management, or similar disciplines?

User Questions

Answer these questions to help you define the needs of your users and to provide them with sufficient availability.   


Who are your users? What groups or categories do they fall into? What are their expertise levels?


How important is each user group or category to your organization's central goals?


Among the tasks that users commonly perform, which are the most important to your organization's central purposes?


When users attempt to accomplish the most important tasks, what UI do they expect to see on their computers? Described another way, what data (or other resources) do users need to access, and what applications or services do they need when working with that data?


For the users and tasks most important to your organization, what defines a satisfactory level of service?

Service Questions

Answer these questions to clarify what services are required to meet your availability goals.   


What types of network infrastructure and directory services are required for users to accomplish their tasks?


For these services, what defines the difference between satisfactory and unsatisfactory results for your organization?

Time Requirement Questions

Answer these questions to help you anticipate when availability is most important and when failures are most likely to occur.  


Are services needed on a 24-hours-a-day, 7-days-a-week basis, or on some other schedule (such as 09:00 [9:00 A.M.] to 17:00 [5:00 P.M.] on weekdays)?


What are the normal variations in load over time?


During peak and non-peak hours, what increments of downtime are significant (for example, five seconds, five minutes, or one hour)?
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