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Abstract
With Microsoft® Windows Media® 9 Series you can build an end-to-end platform to create, publish, manage, and deliver secure digital media content for enterprise applications such as Broadcast Communications, e-Learning, and Sales/Marketing.

This document is designed to be a guide to help you build your enterprise platform for digital media experiences and applications. It is intended for IT professionals in business, education, and government, and describes the entire process for deployment, beginning with planning (requirements and design), followed by implementation (prototyping, pilot, and deployment).

Introduction

Microsoft® Windows Media® 9 Series is the end-to-end platform for creating, delivering, and playing digital media content over the entire range of enterprise networks; from low-bandwidth, dial-up Internet connections, leased wide area network (WANs) to high-bandwidth local area networks (LANs) and campuses. When companies, educational institutions, and government agencies use Windows Media 9 Series, they can play multimedia content for applications such as employee training, broadcast communications, entertainment, and educational programs.

The Windows Media 9 Series Deployment guide is intended to help you take your Windows Media solution from planning through implementation in your production environment. The document presents common business problems addressed by Windows Media and the design decisions and considerations to build an infrastructure for such solutions.

The guide contains the following topics:

About Windows Media – Presents an overview of Windows Media 9 Series building blocks and highlights new key features.

Windows Media in the Enterprise – Describes business scenarios and solutions enabled by Windows Media. .

Planning – Documents detailed considerations for the requirements and design of a Windows Media infrastructure.

Implementing – Provides direction to create a lab where you can validate solution features, and deploy into your production environment.

About Windows Media 9 Series

Introduction to Windows Media 9 Series

Windows Media 9 Series is an end-to-end platform containing the following components:

· Windows Media Player 9 Series

· Windows Media Encoder 9 Series

· Windows Media Services 9 Series

· Windows Media Audio and Video 9 Series codecs
· Windows Media Rights Manager 9 Series

· Windows Media 9 Series SDK

Together, these components provide benefits that extend broadly to anyone looking to use digital media. This section lists some of the top capabilities of the new platform at a glance.
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Figure 1: Windows Media 9 Series Components

Windows Media Player 9 Series

Enterprise customers considering or currently deploying digital media into their work environments recognize the economic value and high ROI of delivering executive broadcasts, on-demand training, and news directly to the desktop of their employees. It’s important however to maintain a productive work environment, providing fast and easy access to work-related content in a company-standard player while limiting distractions that may be caused by other types of media.

Enterprise customers want a solution that is economical to deliver and deploy. They want a player that provides customization facilities that will meet the needs of their IT infrastructure while providing simple rollout and update facilities.

A no-nonsense player that delivers fast and simple playback of digital media without sacrificing customization features is required. The player must be easy to deploy across the enterprise IT infrastructure of older and more recent Windows PC operating systems. It must also be simple to configure and integrate with existing domain, group, or directory-based management systems. It must be flexible and able to meet the needs of employees with specific audio or video requirements. Lastly, for those enterprise deployments that wish to provide a higher level of customization, the player UI should be customizable to reflect enterprise branding and logos as well as provide direct access to enterprise resources.

Windows Media Player 9 Series delivers fast and flexible deployment and playback options designed to maximize productivity for both the end-user and the IT administrator in charge of deployment. The Enterprise Deployment Pack for Windows Media Player 9 Series makes it easy to customize settings such as proxy and auto-update options, lock the player into a custom UI (skin) limiting access to more consumer-focused features, and integrate into new or existing Active Directory/Group Policy-based Windows networks. With localized support for over 26 languages including Multiple Language UI (MUI) support, Windows Media Player 9 Series is designed for today’s multi-national organizations as well.

New playback features include: 
· Instant-on, Always-on streaming (when used in conjunction with Windows Media Services 9 Series for Windows Server 2003)

· Intelligent bandwidth management and recovery

· Multiple-language playback in a single stream, multiple-language support for closed-captioning (SAMI) in a single stream, and new support for full-screen captioning

· For Windows XP Professional users, the added support of Variable Speed Playback with pitch control means employees can save time by speeding up or slowing down playback of on-demand news and training material to make sure they get all the information they need in less time. 

Windows Media Encoder 9 Series

Microsoft Windows Media Encoder 9 Series is a powerful tool for enterprise content producers who need to take full advantage of the Windows Media 9 Series platform. For converting both live and prerecorded content, the encoder provides control and flexibility, the highest quality audio and video at any bit rate, and powerful levels of extensibility and automation.

Content can be captured from the encoder with frame accurate control, and the encoder allows you to initiate and protect live broadcasts. To meet the demands of a broad range of production environments, the encoder provides advanced capture abilities, powerful server integration for live broadcasts, and more flexibility to optimize compression for a wide range of delivery scenarios. Encoder features include:

· Flexible encoding modes - Including constant and variable bit rate (CBR, VBR), one or two-pass encoding allows enterprise content to be produced to deliver the highest quality user experience for streaming, progressive streaming, download-and-play or delivery to peak-constrained devices, i.e. CD/DVD.

· Improved MBR - Create the right file for any audience with MBR audio, multiple language support, and scalable video resolution for multiple video frame sizes in a single stream. Microsoft Windows Media Encoder 9 Series is a powerful tool for enterprise content producers who need to take full advantages of the Windows Media 9 Series platform. For converting both live and prerecorded content, the encoder provides control and flexibility, the highest quality audio and video at any bit rate, and substantial control over extensibility and automation.

· Live DRM - For on-demand files or live broadcasts, the encoder enables real-time encryption for secure content distribution.

· Push Distribution - Access a remote server to initiate a publishing point and set up a broadcast at any time. New monitoring provides visual feedback of server-side statistics.

· Windows Media Video 9 Screen - To capture bitmap images and screen motion, the encoder can capture your entire desktop screen, individual windows or a region, and broadcast or encode it to a file, providing excellent clarity for viewers.

· Improved Source Switching - For greater control over live event production, the encoder features improved switching between live and prerecorded sources. 

· Device Control - Digital Video (DV) camera and Video Tape Recorder (VTR) device control gives you direct command of capture devices for both one-pass and two-pass encoding, with support for edit decision lists (EDLs). Timecode data is captured from the original source for frame-accurate seeking.

· Multichannel Audio Sourcing - Capture multichannel audio in real time, including sourcing of discrete PCM WAV files for a surround sound playback in 6 channels.

· Support Multiple Destinations - Optimize content for streaming or download-and-play experiences on a PC. Or extend your reach to consumer electronics—including portable devices or physical format delivery (such as CD or DVD).

· Extensibility and Automation - The Windows Media Encoder 9 Series includes a rich plug-in architecture providing a highly extensible encoding platform for enterprise and third-party developers. With the Windows Media Encoder SDK and included encoder utilities, content producers can fully automate and customize the encoding process.

Windows Media Services 9 Series

Windows Media Services 9 Series is the server component of the Windows Media 9 Series platform, and is an optional service in Microsoft Windows® Server 2003, Standard Edition, Microsoft Windows® Server 2003, Enterprise Edition, and Microsoft Windows® Server 2003, Datacenter Edition. It works in conjunction with Windows Media Encoder and Windows Media Player to deliver audio and video content to clients over the Internet or an intranet. These clients might be other computers or devices that play back the content using a player, such as Windows Media Player, or they might be other computers running Windows Media Services 9 Series (called Windows Media servers) that proxy, cache, or redistribute content. Clients can also be custom applications that have been developed using the Windows Media 9 Series SDK (software development kit).

Windows Media Services can deliver a live stream or preexisting content, such as a digital media file. If you are planning to stream live content, configure a broadcast publishing point and then connect to encoding software, such as Windows Media Encoder, that is capable of compressing a live stream into a format supported by the server. You can also stream preexisting content that has been encoded by Windows Media Encoder, Microsoft Producer for PowerPoint® 2002, Windows Movie Maker, or many other third-party encoding programs. You stream preexisting content from an on-demand publishing point. Sample broadcast and on-demand publishing points are provided by default.

Fast Streaming

Fast Streaming refers to a set of features in Windows Media Services that significantly improves the quality of the streaming experience. Fast Streaming is based on the latest technologies and delivers compelling audio and video content over a variety of networks. Windows Media 9 Series effectively eliminates buffering time and reduces the likelihood of an interruption in play due to network conditions, whether a user is playing a single piece of content or switching seamlessly between on-demand clips and broadcast streaming executive broadcasts.

Fast Streaming is possible because of the following four features:

· Fast Start - Provides an instant-on playback experience with no buffering delay, whether playing a single piece of content or switching between on-demand clips or broadcast channels.

· Fast Cache - Provides an always-on playback experience by streaming content to the Windows Media Player cache as fast as the network will allow, reducing the likelihood of an interruption in play due to network issues.

· Fast Recovery - Works in conjunction with Forward Error Correction (FEC) to provide redundant packets of information to clients that are using wireless connections. 

· Fast Reconnect - Reconnect automatically restores live or on-demand player-to-server and server-to-server connections if disconnected during a broadcast insuring uninterrupted viewing experience.

Server-Side Playlist

The Windows Media server-side playlist is a robust mechanism for assembling content for playback on the PC and portable devices. Both broadcast and on-demand publishing points can stream content from a playlist that executes on the server. A server-side playlist can contain live or preexisting content and be delivered using unicast or multicast transmission. The server-side playlist is based on the SMIL 2.0 standard.

Cache/Proxy Support

Windows Media Services enables developers to easily build streaming cache/proxy solutions and control the customization and extension of native cache and proxy policies. Cache/proxy solutions conserve network bandwidth, decrease network-imposed latency, and decrease the load on Windows Media origin servers.

Improved Protocols

Network protocols support between servers include, Real Time Streaming Protocol (RTSP) and Hypertext Transfer Protocol (HTTP). Support for new client protocols and standards including RTSP, HTTP version 1.1, Internet Group Management Protocol (IGMP) version 3, and Internet Protocol (IP) version 6. Flexible distribution between servers using User Datagram Protocol/Transmission Control Protocol (UDP/TCP) is also supported.

Mixed Environments

To allow for smooth migration from and co-existence with legacy Window Media implementations, Windows Media 9 Series is compatible with previous Windows Media Services (version 4.1), Windows Media Player (version 6.4 or later) and Windows Media Encoder (version 7.1).

Windows Media Services 9 Series is a component in Microsoft Windows Server 2003, Standard Edition, Windows Server 2003, Enterprise Edition, and Server 2003, Datacenter Edition. When you have been using Windows Media Services 4 or 4.1, and you upgrade to Windows Server 2003 from Windows NT Server 4.0 or Windows 2000 Server, your streaming media server will be upgraded automatically as well.
Scalability

Windows Media 9 is now more scalable, reliable, and secure than ever, enabling streaming for the largest enterprises and content delivery networks. In performance testing with the new Series 9 Load Simulator tool, a single Windows Media Series 9 server with duel 2.4 GHz processors supported over 7,000 100 Kbps streams using RTSP.
Security

Industrial-strength security is built in to Windows Media Services. Authentication and authorization mechanisms ensure secure transfer of data from encoder to server, server to server, and client to server. You'll also find support for HTTP Digest and for digital rights management that ensures on-the-wire and persistent client-side security.

Monitoring

Real-time monitoring has been improved significantly. Whether you use Windows Performance Monitor or a Simple Network Management Protocol (SNMP) console to keep track of your server's performance, information is available, thanks to 72 performance and SNMP counters that are installed automatically.

Administration

Administering Windows Media Services has never been easier. With three different administration tools, you can administer your Windows Media server in virtually any environment:

The Windows Media Services snap-in for Microsoft Management Console (MMC) is a brand new, full-featured interface that has been completely redesigned to simplify your server administration tasks. And new wizards ease setup and configuration of common management activities.

Windows Media Services Administrator for the Web, an HTML 3.2-based interface, is a brand new way to administer your server when you're not in the office, or when you want to administer Windows Media Services through a firewall or low-bandwidth network. 

The command line enables you to use scripts to administer your Windows Media server.

Windows Media Audio and Video 9 Series Codecs

The Windows Media Audio and Video 9 Series codecs deliver the highest fidelity audio and best quality video at any bit rate – from dial-up to broadband, for streaming, download-and-play, and delivery of content on physical media – with compression improvements of 20 percent for audio and 15 to 50 percent for video, compared with Windows Media Audio and Video 8. The most dramatic improvements are seen at higher bit rates.

Video Frame Smoothing can dramatically improve the quality of low-bit-rate video. The new Windows Media Audio 9 Voice codec is the first mixed-mode voice/music codec that supports superior-quality delivery of combined speech and music content at low data rates (less than or equal to 20 kilobits [Kbps] per second). Screen content can also be delivered over dial-up rates with the Windows Media Video 9 Screen codec – a lossless screen capture codec that can deliver a pixel-perfect image.

Producing high quality mixed-mode voice and music content, is simplified with Windows Media Audio 9 voice which offers superior quality for low data rate streaming (less than 20 Kbps).

Get better TV playback with native interlace support, and non-square pixel support that preserves resolution of DV and MPEG2 content without distortion.

Windows Media Audio 9 Professional provides digital surround sound with true 5.1 channels (even 7.1 channels!) for streaming or download-and-play, at bit rates as low as 128 Kbps. Windows Media Audio 9 Pro also supports full-resolution audio, with 24-bit sampling resolution and 96 kilohertz (kHz) sampling rates.

Windows Media Audio 9 Lossless, a new mathematically-derived lossless audio codec, delivers the ultimate audiophile performance. Because this technology is capable of compressing CD audio without loss into one-half to one-third of its original size, the listener will enjoy the original sound quality, bit-for-bit. It’s the ultimate “archival” codec.

Windows Media Rights Manager 9 Series

Business, education, and government can leverage the strong digital rights management (DRM) technology found in Windows Media 9 Series to further protect its digital assets no matter how it’s distributed within or outside the enterprise. Depending upon distribution methods, if left unprotected, some enterprise digital media can be easily copied and distributed. 

With Windows Media Rights Manager 9 Series, enterprise content producers can use license registration and media file encryption to protect their digital media rights. Windows Media Rights Manager 9 introduces enhancements to digital rights management solutions.

· Live DRM - Existing audio and video files aren’t the only material that can be sensitive and proprietary. Live event broadcasts can contain information that needs to be protected from unauthorized viewing or copying.

Secure content distribution for either live or on-demand streamed audio and/or video content is possible through the Windows Media Encoder 9 Series. During a live event, content that is being captured from a device such as a digital video camera attached to a PC can be protected “on the fly.” This also works for live broadcasts of pre-encoded content; an encoder can apply DRM during a real-time broadcast of a file. In either case, the content goes to precisely the audience that the content provider had intended. 

· Device DRM - This new platform brings the user closer to the vision of playing DRM-protected content on any device, anywhere, anytime. Devices that use Windows Media Rights Manager 9 Series can be used by consumers to securely transfer files from their PC or the Internet. Once the content is on the device, the device follows the license to enable the user to play the content for a given number of times or for a certain length of time – whatever business rules the content provider of that content has established.

· Offline Licensing for Physical Formats - Windows Media DRM now includes a tool for distributing licenses on CDs and DVDs without requiring the user to connect to a licensing server through the Internet. 

Windows Media 9 Series SDK

Windows Media 9 Series provides the best and most comprehensive platform for developing and deploying digital media solutions. The platform is industrial strength, delivering the industry’s highest scalability, reliability, and ease of administration. Its architecture is extensible throughout, enabling developers to build on the existing functionality and integrate technology into complete solutions. Within each Windows Media 9 Series component is a suite of related programs, plug-ins, tools, and utilities. Together, these components provide an end-to-end solution for streaming multimedia, from content authoring to delivery and playback.

The Windows Media 9 Series Software Development Kit (SDK) includes:

· Windows Media Player 9 Series SDK

· Windows Media Format 9 Series SDK

· Windows Media 9 Series Embedded Product Adaptation Kit

· Windows Media Encoder 9 Series SDK

· Windows Media Services 9 Series SDK

· Windows Media Rights Manager 9 Series SDK

Corporate developers can incorporate Windows Media with a variety of technologies including:  
· HTML in Web browsers. Internet Explorer and Netscape Navigator version 4.7x browsers are supported. 

· Programs created with the Microsoft Visual C++® development system. 

· Programs based on Microsoft Foundation Classes (MFC). 

· Programs created using the Microsoft .NET Framework, including programs written in the C# programming language. 

· Microsoft Office.

Windows Media 9 Series in the Enterprise

Scenarios

Business Communications

Corporate communications lie at the heart of effective strategic management, planning and control. Digital media technologies are having a big impact on news management and the monitoring and evaluation of corporate identity, organizational reputation and overall performance. Corporate communications leaders are using digital media to create, manage, and enhance relationships with key stakeholders. Digital media enables companies to continuously refine and position key message points; develop and update public relations materials for investor relations, manage the press release process more effectively and deliver a more consistent message to employees internally. 

Executive Broadcast

Executive broadcasts allow an executive to not only deliver an important message, but  also connect with employees and build a sense of identity. Using audio and video for an executive broadcast is typically a requirement, therefore limiting executive communications of this nature to medium and large companies. However, even for medium and large companies this is challenging, especially when dealing with a highly distributed organization. Video broadcasts have historically been reserved for companies that have a satellite distribution network or closed circuit television network, for all others it hasn’t been feasible without outsourcing the distribution. 

Digital media solutions make it possible to reach employees with video broadcast over an IP network, thus making it affordable for any size company. Digital media also provides a range of distribution options, increasing the reach to remote offices and employees.  As a result, smaller companies can now use voice and video digital media cost-effectively to keep their entire workforce informed, focused, and aligned with key business initiatives.

Voice and video can now be delivered using industry-standard servers, combining the power of audio and image with the reach of IP networks. Corporations can leverage the Internet and their intranet investments to more effectively communicate to their employees, reaching larger audiences more quickly at lower cost. 

The benefits of using digital media for organizational communications include:

· Increased reach, by delivering content right to the individual’s desktop or mobile computer. 

· Ability to track and monitor the delivery of communications for measurable results.

· Ability to deliver a consistent message with the use of audio and video. 

· An increased level of comprehension—audio and video presentations are more engaging than printed materials or static Web sites. 

Changing How We Communicate

The reusability and portability of communications using digital media means that content remains current, and can be correctly positioned on a website, securely streamed in real-time over the company intranet, or stored for on-demand viewing on a company’s network. Communications can also be delivered to external parties over the Internet for truly limitless reach. 

Using digital media enhances employee understanding and retention. Content can be available to individuals, anytime and anywhere, so they can view it when it fits in with their schedules. 

Understanding ROI Factors

Digital media-based corporate communications technologies provide an immediate financial advantage as compared to traditional communications methods. By leveraging a digital media foundation, companies can utilize the Internet to efficiently distribute information and promote understanding. It is no longer necessary for everyone to be present in the same physical location to get the message across. The elimination of the physical constraints of traditional communications methods reduces overhead and expenses. The production and distribution of materials is streamlined, travel time and expenses are reduced, and people’s time and effort are used more effectively.

Using digital media ensures that the most recent information is quickly made available to employees. The speed of information dissemination is increased, and production costs are reduced. The availability of more timely data leads to better operational support by providing more accurate and relevant information. For example, access to up-to-date company information helps employees stay informed and connected, enabling them to deliver better product and customer services support.

The implementation of broadcast communications helps organizations establish informational synergies and economies of scale, promoting consistency, efficiency, and effectiveness. In the competitive business environment, a company’s ability to develop and capitalize on intangible assets—such as worker knowledge—has become a decisive factor in its performance. By creating and maintaining a central repository of information, communication can be better managed and enhanced throughout the enterprise. Top management is able to effectively communicate and shape the organization’s mission, strategic vision and culture. This message is then delivered consistently, accurately and efficiently to all levels of the organization. Interactive capabilities allow for the integration of feedback loops and compliance documentation. 

Expenditures for implementing a digital media communications infrastructure are justifiable through the cost avoidance of items such as:

· Travel and hotel expenses

· Production of materials (print, CD-ROMs, video tapes etc.)

· Facilities: building, hire, and maintenance

Although the savings identified above are immediate and substantial, there are long-term benefits that provide additional return:

· Increased productivity 

· Increased sales

· Increase reach of communications

· Improved decision making

· Improved customer service

· Improved product quality

E-Learning

Conducting business is more competitive and complex than ever before. Companies are continuously challenged to deliver new and innovative products faster, with better quality and customer service. Keeping a company’s workforce trained and prepared is critical to staying competitive. Learning groups are at the forefront of this challenge, looking for innovative ways to reach more employees more quickly and efficiently, with higher quality content at a lower cost of production and delivery

Today’s corporate enterprise is more dynamic than ever, undergoing continuous change with constant pressure for sustained growth. The need to train and educate employees remains important, and with diverse, distributed workforces the challenge has never been greater. For companies to stay competitive, their workforce must have quick access to the most current information on a broad range of topics, and be able to rapidly develop new skills. Training, Organizational Development, Knowledge Management and Recruiting groups are addressing these challenges and developing tools and processes that can deliver content in a timely and cost-effective way through e-learning. Trends point towards increasingly dispersed yet collaborative workforces, shorter lifecycles, and continuing complexity. These issues and trends present HR professionals with challenges that, when addressed have a significant impact on the bottom line. 

Turning to technology as an enabler to overcome obstacles is not new to HR. HR professionals have continually leveraged technology in the past, using videotape, computer-assisted instruction and interactive multi-media CDs, and lately have taken advantage of the Internet and corporate intranets to develop their organizations.

The catalyst behind the e-learning revolution that enables HR professionals to prepare their organizations for the future is digital media. Digital media is a set of technologies that can create and deliver digital media presentations over the corporate Intranet or Internet to a user’s computer. These presentations are an integrated combination of audio, video, simulations, slides and web content forming an interactive experience for the user. The result is a medium, which is well suited to deliver learning content and accommodate various learning styles. 

Digital media allows organizations to create e-learning solutions and use their intranets to deliver customized, interactive training content to employees when, where and how they need it. This reduces the travel and opportunity costs of traditional training methods.  
Supplementing conventional training with digital media-based e-learning can lead to savings in time, effort and dollars. Digital media is quickly emerging as an effective and efficient learning aid in the industry. As a result, many HR professionals are turning to digital media content as a primary means of improving their organization’s learning experience. 

Benefits of digital media for learning:

· Enables visual imagery, which facilitates retention. Most people tend to remember 70% to 80% more of what they see than what they read. Live and on-demand scenarios bring the learning event closer to the participant.

· Allows learning organizations to broaden their reach by providing students with greater and more flexible access to the material.

· Enables instructional designers, implementers of adult learning theories, and performance support specialists to capture their expertise, reducing instructor and content variation and inaccuracy.

· Provides an efficient means of delivering educational content to a large and dispersed audience. 

Digital media based e-learning solutions provide an almost immediate financial advantage over traditional training methods. Digital media simplifies communication paths and can dramatically increase the speed of information dissemination, at lower production costs overall. No longer is it necessary for trainers and employees to be present in the same physical space. The elimination of the physical constraints of traditional learning methods reduces overhead and expenses. The production and distribution of materials is streamlined, travel time and expenses are reduced, and the time and effort of the trainers and participants is used more effectively.

Not only will the implementation of digital media-based e-learning solutions allow companies to deliver content in a timelier and more cost-effective manner, it will also help those companies establish informational synergies and economies of scale. This promotes consistency and effectiveness. In the competitive business environment, a company’s ability to develop and to capitalize on intangible assets, such as worker knowledge, has become a decisive factor in its performance. By creating and maintaining a central depository of information, communication in the enterprise can be better managed and the quality of its learning tools enhanced. Top management is able to align its training and learning with the company’s mission, strategic vision and culture. This message is then delivered consistently, accurately and efficiently to all levels of the organization. Interactive capabilities will allow for the integration of feedback loops and compliance documentation. By coordinating, communicating and tracking standard practices, a company can standardize and leverage its collective institutional knowledge. 
Expenditures for implementing a digital media e-learning infrastructure are justifiable through the cost avoidance of items such as:

· Travel and time away from work place

· Reproduction of course materials

· Facilities: including building, hire and maintenance

Although, the savings identified above are immediate and substantial, there are long-term benefits that provide additional return:

· Increased knowledge retention and productivity 

· Enhanced consistency of corporate communications

· Lower per-user costs of training materials due to economies of scale

· Shorter cycle times due to increased speed of information dissemination

· Improved customer service and sales support

· Improved product quality

Flexibility and Accessibility 

The new style of digital media-based e-learning also offers other, less obvious advantages. Individuals can access learning content anytime from any location. Digital media allows employees to take charge of their own training by accessing a library of video-on-demand content. Employees can access both critical institutional knowledge or policies and their own training sessions in accordance with their immediate knowledge needs and work schedules E-learning offers learners a risk-free setting, enabling them to make mistakes and experiment with new ideas without risk, and allowing for reflection and review. 

Adaptability for Complex Topics

Training on complex topics or processes is an area traditionally left to small-group, hands-on classroom training. In the past, these areas needed expert instructors and special training facilities. These topics are challenging because students find it difficult to visualize complex concepts when they are just presented verbally or in writing. Simply porting the existing course to an online environment can often make the situation worse, because students cannot clarify their understanding with the instructor. 

However, it has been shown that careful use of digital media can improve the learning process. By introducing audio and video-enabled digital media content, students can be shown to process complex information more efficiently. For instance, one Fortune 500 company found that it could meet its corporate-wide financial-advisor certification goals in less than half the time, because it no longer had to send trainers to sites in person to train employees. 

Creating content using digital media enables instructors to present complex topics more effectively than the instructor’s words alone. For example, in an engineering setting, engineers can record a video of a nuclear reactors turbine engine while it is being serviced during the yearly outage. Since access to the turbine is limited to once a year, a video with the accompanying engineer’s commentary is very valuable for year round training use. Audio-video presentations, securely streamed over the Internet to clients, can involve them by incorporating Question-and-Answer functionality using voice, text, or video and help increase sales. In a chemical course, an engineer may need to observe the results of mixing chemicals together. In many cases, the reaction may not complete until after the class, preventing the engineer from experiencing the entire reaction. Using digital media, the same reaction can be captured and edited into a condensed version, enabling the engineer to experience the entire chemical reaction process.  
Performance-Based Training

HR professionals frequently take on the role of performance consultants within their organizations. Performance-based training involves assessing the effectiveness of individuals and organizational structures, diagnosing the causes of performance problems, and recommending interventions to improve the situation. Using digital media technologies to diagnose problems, present solutions, and measure results can have an immediate effect on organizational performance. Data is easier and less expensive to collect with focus groups and interactive surveys conducted online. Training can be more easily focused on problem areas.  
Marketing and Sales

Sales, marketing, and customer service organizations depend on continuous product training to function effectively and keep up with changes in the marketplace. Improving product training is critical to enable a company to stay ahead of its competition, while providing customers with the quality and service they expect. Quicker dissemination of product information cuts time-to-market and allows for better customer support of new products.

Product Introduction

Communicating the latest product information across a company is a continuous challenge as new products get launched. Increasing the amount of print media or brochures for internal distribution can be too expensive and using simple web pages or emails is often not enough. In addition, the requirements for internal communications on new products may be different than for external customers. 

Using digital media, a new product can be announced to a widely dispersed and varied audience with remarkable timing and accuracy. Consistent messages are delivered across language and cultural boundaries. Resource utilization increases, since the subject matter expert’s broadcasts are stored for later reference. Content stays consistent; and less time traveling means that sales staff has more time to focus on strategic and business goals. All of these benefits mean a more effective use of the marketing department’s resources.

Training utilization can be tracked and monitored to determine the sales/field personnel’s current product knowledge. Conducting product training with digital media content ensures consistency and timeliness while reducing costs. Digital media enables just-in-time training on the features of new products for remote sales forces and customer service representatives, allowing familiarization on new products while maintaining critical schedules. 

Solutions

Live Executive Broadcast

Executive broadcasts allow an executive to not only deliver an important message, but also connect with employees and build a sense of identity. Using audio and video for an executive broadcast is typically a requirement, therefore limiting executive communications of this nature to medium and large companies. However, even for medium and large companies this is challenging, especially when dealing with a highly distributed organization. Video broadcasts are usually reserved for companies that have a satellite distribution network or closed circuit television network, for all others it is not feasible without outsourcing the distribution. 

Digital media solutions make it possible to reach employees with video broadcast over an IP network, while making it affordable for any size company. Digital media also provides a range of distribution options, increasing the reach to remote offices and employees.  
Business Challenge

The new CEO of a large enterprise needs a mechanism to speak more directly to the company’s 30,000 employees spread across 90 locations in three countries.

Opportunity

The CEO can communicate company results and strategic direction to all employees in a short time period, ensuring that a consistent message is delivered while building a rapport with the employees. Executives may be concerned about their message being diluted or misunderstood as it descends the corporate hierarchy. A live CEO broadcast eliminates this problem and delivers the message unfiltered with the visible personality of the executive. 

Solution

To reach all employees across all locations, the company implemented centralized Windows Media Services and enabled multicasting on over 85% of the network. The company enhanced their existing television studio used for the creation of corporate videos by deploying a series of media encoders and media servers that can stream a live broadcast across the network. 

Employees are notified of the event via email, or by browsing a list of events on a corporate portal. At the time of the event, viewers receive a calendar reminder to view the communication. When the event starts, viewers have video and audio streamed live to the desktop. The live stream from the studio is multicast across the network globally. The network segments that do not support multicasting use a Windows Media Cache/Proxy plug-in to view the event via a unicast stream. 

The CEO presentation includes slides and other visual information which are synchronized with the embedded media player stream, creating a fully-integrated digital media experience. As soon as the presentation is finished, the audio, video and associated slides are instantly archived for later use. Users who missed the live presentation can view it on-demand or during a scheduled re-broadcast of the event.
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Figure 2: CEO Broadcast

Over 60% of the company views the live CEO broadcast generating excitement around the event and more importantly awareness. Within two weeks of the live communication, content logging measures that 85% of the intended audience has viewed the CEO broadcast, aligning the company with the new CEO’s vision for their future. Best of all, the broadcast was completed with almost no incremental cost, leveraging the investments in the studio, network and CDN. 

HR Training

Business Challenge 

Roll out a newly updated performance review process and broadcast to 3,500 managers across the country. 

Opportunity

Establish consistent performance feedback to encourage employee development.

Solution

In order to distribute a timely update to the performance review process, the company broadcasts a presentation by the Director of Human Resources discussing the changes. The live broadcast targets only all managers and supervisors and authorization is ensured with the authorization plug-in. The production includes live video along with PowerPoint slides on how to fill out the appropriate forms. The broadcast is well promoted on the enterprise intranet and is viewed by nearly 75% of the intended audience. With only a few days of promotion and preparation, the HR department has made a significant impact in building awareness of the new employee review process. The managers that were unable to see the live broadcast can view the recorded presentation on-demand from the corporate intranet. 

Secure access to the presentation is assured using secure protocols, and the attendee’s participation is tracked to ensure delivery. Managers keep up to date with revisions by accessing a modified version of the presentation. Supporting e-learning modules accompany the stored presentation, which includes video scenarios and role-play activities. Managers make choices from the role-plays, and receive feedback reinforcing optimum responses. The managers’ progress is tracked as they complete modules, and follow-up material is tailored to their performance. Consistency is assured, attendance is tracked, and learning objectives are met.

Product Launch

Communicating the latest product information across a company is a continuous challenge as new products get launched. Increasing the amount of print media or brochures for internal distribution can be too expensive and using simple web pages or emails is often not enough. In addition, the requirements for internal communications on new products may be different than for external customers. 

Using digital media, a new product can be announced to a widely dispersed and varied audience with remarkable timing and accuracy. Consistent messages are delivered across language and cultural boundaries. Resource utilization increases, since the subject matter expert’s broadcasts are stored for later reference. Content stays consistent; and less time traveling means that sales staff has more time to focus on strategic and business goals. All of these benefits mean a more effective use of the marketing department’s resources.

Business Challenge

A medium size international company must quickly and cost-effectively introduce a new line of products to their distributors and resellers located around the world. 

Opportunity

Adapt the product introduction to the language and culture of each of their direct sale forces, distributors and OEMs. Significantly reduce travel and lodging costs while increasing product awareness and knowledge. 

Solution

The company implements a global CDN for the distribution of digital media content and a private extranet for distributors and OEMs to access content. The marketing and product management team use video, audio and PowerPoint to get their message out. The marketing team creates video and audio content highlighting the key differences between the old and new products. All of the talking points are scripted and then recorded in the four primary languages identified. Using Microsoft Producer for PowerPoint 2002, the product team integrates PowerPoint slides with the video and audio content. 

Several weeks prior to the event, sales personnel, distributors and OEM customers register via email for the initial programmed broadcast. The event will not be live, since it needs to be delivered in four languages; instead the content is produced ahead of time and broadcast on a scheduled basis. A participant can join the event by simply clicking a web link. All the necessary video and audio are streamed to the viewer’s desktop with synchronized graphics, and pictures of the new products. The viewers can participate in interactive polls and real-time surveys providing instant feedback and market data to the central marketing group. When the event is over, the streamed content is stored for future reference and review.

With in two weeks 90% of the sales channel has been updated on the new product information, preparing them to drive new sales. The marketing group is confident the product information has been consistently delivered and is able to respond to feedback given during the initial broadcast.
Planning

Requirements

In the implementation of any technology, Information Technology (IT) managers have to justify the investment made in the technology, align the technology with business objectives, and measure the costs and benefits of the solutions enabled by the technology. Most organization have their own established solution development processes so what is presented below is a general framework to ensure the business and technology objectives are clearly aligned, solution designs are fully considered and the production deployment of the solution is properly planned. The benefits of a Windows Media solution are realized when the solution directly addresses business issues. 

Business Case for Windows Media

To ensure that solutions produce business benefits and value, document the solution justification into an easily understood business case structure. The business case should include the following sections;

· Introduction – Provides the background and charter of the Windows Media deployment.

· Business Assessment – Describes the business opportunities, critical success factors, and metrics of success. 

· Solutions Definition – Describes the proposed Windows Media solutions capable of addressing business opportunities, the value statement for each solution, and the required technology to enable the solutions.

· Benefit-Cost Analysis – Identifies benefits and costs of the solutions, and aligns the value statements to measurable benefits.

· Risk Analysis – Documents risks associated with the solution and the impact of risks regarding feature, schedule, budget, and benefit.

Business Assessment: What to Look For?

The Windows Media platform can improve many activities of the enterprise, particularly:

· Areas of the business where message reach, retention, and cost to deliver are important. 

· Areas of the business that need a way to deliver a "better" message that rich media can provide. Consider replacing traditional executive e-mail updates and sales manager quarterly e-mail updates.

· Geographically dispersed areas of the business that need to collaborate.

· Business issues that need accountability and reporting about how many, when, where, and for how long. Windows Media 9 Series offers new features that support more sophisticated reporting and tracking.

· Areas of the business that have a high cost of travel, high cost of communication, and high advertising costs. Look for parts of the business that need to leverage technology to displace older, more manual processes to reduce costs. Examples are training, distance learning, and regional sales meetings (allowing enterprises to save money on flights and hotels).

Solution Definition: What to Consider?

For each activity that was identified in the business assessment, consider:

· The nature of Windows Media and what it offers. 

· How the technology features can be used and applied to identify required enablers and to achieve the desired state. 

· The value statement for each business activity.

Benefits - Costs

For the solution, review each value statement and determining how to translate it into a measurable benefit for the enterprise. Align the value statements identified in the solution definition to measurable benefits. Measuring benefits of IT investments can be tricky. Most commonly, IT investments are measured by estimating cost reductions or increases in revenue. It is important both to measure all benefits and to include the costs. 

Risks Categories

Assessment of risk is a continuous process throughout the project. A risk is broadly defined as any issue that threatens the overall success of the project or affects the ability of the team to fulfill the vision and scope. The identification of risk becomes a critical success factor for a project team. Schedules for all phases must use risk assessments as their fundamental planning assumptions.  To qualify the true business value of a solution, there must be a clear understanding of the risks associated with the project. The risks can be categorized as: 

· Alignment Risk - The higher the alignment, the lower the risk. However, in certain cases it may be necessary to develop solutions for which alignment is difficult to measure; for example, upgrades to infrastructure without which future alignment may be impossible.

· Implementation Risk - The probability that implementation costs will vary from the estimated costs. 

· Operating Risk - The probability that operating costs will vary from the estimated costs.

· Solution Risk - The probability that all the features of the solution are not known at the beginning. The more that is known about the solution and its impact, the lower the risk. Risks associated with Windows Media are considered part of the solution risk.

· Benefit Risk - The probability that the benefits were not estimated accurately or that unforeseen financial issues may arise. For example, the organization might be forced to pay more for capital or other issues might require more management attention than originally planned, so that benefits will not be realized.

For more information about building a business case for Windows Media, see the Rapid Economic Justification (REJ) document on the Windows Media page on the Microsoft Web site (http://download.microsoft.com/download/winmediatech40/rej/1/WIN98MeXP/EN-US/REJ.exe).

Design

Each enterprise will have unique requirements and scope for its respective Windows Media deployment.  Windows Media 9 Series effectively supports small and large deployments providing enterprise ready features and scalability to meet the needs of any sized organization. As a design philosophy, consider Windows Media not as a point solution, but rather as critical extension to the enterprise infrastructure effectively supporting a variety of business communication and e-Learning scenarios.

In general, Windows Media design should consider:

· End to end architecture from content creation, distribution and consumption

· Security of both content and Windows Media components

· Administrative and security roles 

· Namespace and directory standards

· Windows Media component hardware and software specifications 

· Network topology, protocols, bandwidth, addressing and flow 

· Integration with Intranet, extranet and Internet network layout design

· Firewall traversal

· Migration, phasing and co-existence 

· Operations and systems management

· Risk assessment 

What to Consider

When designing a Windows Media solution, there are several issues and considerations that affect design. A streaming media deployment project requires decisions to be made. These decisions are guided by the type of digital media content to distribute, the nature of the audience, and the equipment available to deliver the content. The topics in this section are designed to provide the necessary background to make informed choices about deployment.

Centralized and Distributed Architecture Models

The Windows Media solution can be categorized as having Centralized and Distributed architecture. There is not one right answer for all enterprises, and most implementations will find certain services centralized and other services highly distributed. Below are examples of centralized and distributed models for Windows Media.
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Table 1: Centralized Windows Media Architecture
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Table 2: Distributed Windows Media Architecture

Streaming Live vs. Prerecorded Content

Windows Media Services can be used to stream either live or prerecorded content. However, there are some differences in how you should approach developing a streaming solution depending on whether the content is live or pre-recorded.

Live Content

Live content can be captured in several different ways. A connection between a live capture device such as a microphone or digital camcorder and a computer that is running an encoder, such as Windows Media Encoder, which in turn has a network connection to the Windows Media server. Other digital media playback devices such as video and CD players can be connected to the encoding computer in the same fashion to create a live broadcast of recorded material.

Normally, live content is streamed as a broadcast instead of as an on-demand stream because the user cannot control the playback of live content. Network connections between the encoder and the server should have an allocated amount of bandwidth that can not be interrupted by other network traffic. 

However, the system is less able to recover from streaming errors during a live broadcast because the content is only in the buffer memory of the server for a short amount of time. Forward error correction provides error correction during playback without forcing the player to request error correction information from the server.

Finally, consider archiving the broadcast so you can either rebroadcast the content or provide it on demand to users after the broadcast ends

Prerecorded Content

Prerecorded content is the easiest type of content to manage and set up. It typically takes the form of pre-encoded digital audio or video files that can be rendered using a player, such as Windows Media Player. A single file or several files can be streamed, or playlist file can organize content into a cohesive user experience.

If prerecorded content is stored in a network source rather than on the local server, verify that the server has access to the network and can retrieve the content in a timely manner. Typically, this is not a concern because the server can retrieve prerecorded content at a high data rate because the server does not have to render the content.

When streaming prerecorded content, decide what type of user experience to create. Prerecorded content can be streamed using both on-demand and broadcast publishing points. 

Selecting Unicast vs. Multicast Distribution

Unicast and multicast are two distinct forms of streaming media distribution. Each has unique strengths and weaknesses based on the nature of your audience and the type of content.

Unicast

A unicast broadcast transmits a single stream to each player. Unicast streaming offers the benefits of interactivity between the player and server, easier setup, and multiple-bit-rate streaming capability. However, the number of users that are able to receive unicast streams is limited by the bit rate of the content and the speed of the server network. A large unicast audience can quickly overwhelm a network or server. Consider using unicast streaming: 

· To take advantage of multiple-bit-rate encoding and intelligent streaming. 

· When the projected audience size and content bit rate is compatible with the capabilities of your network and server. 

· To create a detailed client log. 

· When the network is not multicast-enabled. 

Multicast

A multicast transmission creates a one-to-many relationship with clients. The server broadcasts a single stream, and users may then access the stream in progress. Users do not have control of content playback. Multicast streams are much less demanding on the server and network but may require network modification for multicasts and regular network traffic to coexist effectively. Consider using multicast streaming: 

· To broadcast content to a large audience when network bandwidth and server capacity are limited. 

· When the network is or can be multicast-enabled. 

Multicast streaming is only available in Windows Media Services in Windows Server 2003, Enterprise Edition or Windows Media Services in Windows Server 2003, Datacenter Edition. If you are running Windows Media Services in Windows Server 2003, Standard Edition, this feature is not supported.

Streaming vs. Downloading Content

Digital media files are delivered to clients over a network by using one of two methods: streaming or downloading. This topic provides an overview and a comparison of each method.

Downloading

To deliver content to users by using the downloading method, content is saved to a Web server and a link to the content is published on a Web page. The user then clicks the link, downloads the file to his or her local hard disk, and then plays back the content using a player. 

Downloading requires that users copy entire files to their computers before they can play the content, which consumes both time and disk space. In addition, because the entire file must be downloaded to a computer before it can play, downloading can not be used with live content.

Downloading does not make efficient use of available bandwidth. When a client begins to download a digital media file, all available network bandwidth is used to transfer the data as quickly as possible. As a result, other network functions may slow down or be disrupted.

Streaming

To deliver content to users by using a streaming method, content can be saved to a Windows Media server, and then assigned to a publishing point. The user then accesses the content by either opening an announcement file or by linking to the URL of the publishing point. The announcement file or the URL can be embedded in a Web page or sent in an e-mail message. When the user clicks the link or the announcement file, the player opens and connects to the stream. 

Streaming uses bandwidth more efficiently than downloading because it sends data over the network only at the speed that is necessary for the client to render it properly. This helps prevent the network from becoming overloaded and helps maintain system reliability. There is typically a delay between the time the stream is received by the player and the point at which it begins playing because the player must first buffer the data in case there are delays or gaps in the stream. Because data streaming and rendering occurs at the same time, streaming also enables the delivery of live content. 

To stream content smoothly, the bit rate of the content must be lower than the bandwidth of the network. If the bit rate is higher than the available bandwidth, the player will attempt to thin the stream so it can render the stream properly by using a process called stream thinning. Because of this, the player may render only key frames of the video stream with audio so that the video is not in motion, creating a viewing experience similar to a slide show. If the bit rate requirements greatly exceed the available bandwidth, video playback may stop altogether and only the audio portion will be played. 

The impact of inadequate available client bandwidth can be minimized if multiple-bit-rate (MBR) content is streamed. MBR content enables the player to request a lower bit rate stream from the server so that stream thinning is not necessary.

Fast Streaming

Windows Media Services 9 Series includes Fast Streaming, which provides several features that combine the advantages of streaming and downloading. 

The server can use the Fast Start feature to ensure that the client can begin playing the content as quickly as possible after the stream begins. This feature enables the player to download and buffer a small portion of the content from the server as fast as the network will permit before the content begins to play. Once the buffer has been established on the player, the server slows down the stream until it matches the rendering speed of the player.

When the server uses the Fast Cache feature, it streams all of the content to the player at the highest possible bit rate so that the effects of network congestion or interruption can be minimized. As with normal streaming, the player begins rendering the content as soon as the necessary amount of data has been buffered. The rest of the data is stored in a temporary cache on the client computer.

When streaming variable-bit-rate (VBR) content, the amount of bandwidth required to transmit the stream can fluctuate based on the complexity of the content. Fast Streaming can take advantage of periods of lower bandwidth by sending extra data to the player to replenish the content buffer, enabling the VBR content to play back smoothly when streamed from the server.

Although downloading content from a web or file server can easily implemented, in most cases streaming provides the best overall user experience with manageable services and predictable service levels.

Media Servers

As mentioned in earlier, Windows Media Services 9 Series is a feature of Windows Server 2003, Standard Edition, Windows Server 2003, Enterprise Edition, and Windows Server 2003, Datacenter Edition. Windows Media Services 9 Series combines unparalleled power, security, and intelligence to break through the barriers to bring digital media mainstream in the enterprise and on the Internet. 

Features

In brief, the Windows Media Services 9 Series new features include the following:

· Fast Streaming—Windows Media Services 9 Series can deliver instant-on/always-on streaming for broadband users and a dramatic improvement in the streaming experience for dial-up users. 

· Server-side playlists—Server-side playlists provide an entirely new level of dynamic, personalized, and reliable content programming.

· Extensive Advertising Support—Windows Media Services 9 Series offers support for a wide variety of advertising types, including bumper, trailer, and interstitial ads. It also provides the advanced usage reporting necessary to ensure broadcasters can accurately and effectively track and report on advertisement reach.

· Industrial Strength Scalability and Reliability—Windows Media Services 9 Series can serve twice or more concurrent streams per server as Windows Media Services for Windows 2000 Server.

· Powerful Cache/Proxy Architecture—Windows Media Services 9 Series is designed for hosting and content distribution scenarios and is therefore particularly well-suited to support third-party cache and proxy solutions.

· Easy-to-Administer—Familiar MMC administration and flexible HTTP administration, Windows Media Services 9 Series allows users to administer servers from any device with a Web browser.

· Scenario-based Wizards and Help— Make it easy for non-streaming-experts to get started doing powerful and advanced streaming tasks.

· Flexible Plug-in Architecture—Flexible plug-in architecture enables customized playlists, content-reading from custom storage devices, powerful custom logging solutions, billing plug-ins, and much more.

Windows Media Services 9 Series can deliver both live and on-demand content in many formats, and to a variety of player applications and devices. Live streams from previous versions of Windows Media Encoder can be broadcast to previous generations of the Windows Media Player with far greater scalability than was possible from Windows 2000 Server. As well, Server-side playlists can be delivered to any client thanks to the seamless transmission of personalized lists of media content.

But when used with other Windows Media 9 Series components, Windows Media Services 9 Series can provide an even greater range of capabilities. Windows Media Encoder 9 Series can do “push” distribution to Windows Media Services 9 Series for zero-configuration live broadcasting (even with digital rights management). Windows Media Player 9 Series running on Windows XP can receive and play streams with 5.1 channel surround sound, and users can experience full “instant-on/always-on” streaming convenience and reliability. The synergy of the combined Windows Media 9 Series components brings the true potential of streaming media to life.

The combination of Windows Media Player 9 Series and Windows Media Services 9 Series enables Fast Streaming, which can provide an instant-on/always-on streaming experience for broadband users and a dramatic improvement in streaming for dial-up users. Fast Start delivers an instant-on playback experience for both live and on-demand content. Related Fast Cache technology also delivers dramatic improvements in streaming reliability, helping to ensure an always-on, uninterrupted streaming experience.

Fast Start

One of the key limitations of streaming today, regardless of the available bandwidth, is buffering time. Users typically have to wait five to 10 seconds for a given stream to begin playing. This makes basic single-stream experiences clumsy, and makes any sort of stream-switching scenario, in which the user switches between streaming content, cumbersome and frustrating. Users expect their streaming experience to be as reliable and ever-present as TV or radio broadcasts. Imagine how unacceptable it would be to TV viewers if they had to wait five to 10 seconds every time they changed channels, before the picture on the screen actually changed. It is equally unacceptable to have to wait to experience streaming content.

Fast Start addresses this limitation. With Windows Media Services 9 Series, broadband users can get an instant-on playback experience (no initial buffering delay), whether playing a single piece of content, or switching seamlessly between on-demand clips or broadcast channels. The Fast Start technologies in Windows Media Services 9 Series even work with live content—no other streaming server solution can.

For on-demand content, Fast Start also enables quick seeking within a stream. Users can “seek” forward or backward, or stop and restart; and the content plays instantly, exactly where they wanted it to.

Fast Cache

Streaming today is sometimes unreliable. When a broadband user clicks on a link to watch a 300 Kbps video, they often find the video is choppy or dropping down to a “keyframe” slideshow view. Sometimes it stops playing all together. Why can’t they receive a 300 Kbps stream on their 750 Kbps DSL connection?

In most cases, users have probably experienced problems because of a momentary network congestion or network outage. Although their service provider offers average throughput of 750 Kbps, the actual bandwidth the user experiences when connected to the Internet can vary greatly. There are periods of “feast” and “famine” in which the bandwidth is much higher or lower than average. Traditional streaming tries to address this by providing a simple five to 10 second buffer to get the player through periods of famine. But if a famine lasts longer than the buffer, the player begins to run out of content to render and quality suffers.

Fast Cache uses the feast periods to offset the famines by buffering data ahead at a rate faster than real time on the client machine. Content is streamed to the Windows Media Player 9 Series cache as fast as the network bandwidth will allow, reducing the likelihood of an interruption in play due to network issues. This means users can get an always-on playback experience. 
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Figure 3: Feast and Famine Periods

Windows Media 9 Series is the only platform to provide parameters controlling both Fast Start and Fast Cache on the server. This control eliminates the possibility of one misbehaving player application consuming all bandwidth and negatively impacting the streaming experience for everyone.

Implementing Fast Streaming

Instant-on/always-on streaming is important to the end user, but scalability is imperative to the server owner. Technologies that provide instant-on could threaten scalability if hundreds of users hit the server simultaneously, filling their buffers at many times the media bit rate.
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Figure 4: Managing Fast Streaming

There are several key components of scalability by fast streaming scenarios. First, automatic intelligence is included in the server that monitors server load and gradually scales back the use of bandwidth overhead as the number of simultaneous users increases. Thus, even when thousands of users are hitting the server, Fast Start can’t bring down the server. In addition, the server administrator has the ability to scale Fast Start and Fast Cache back in the server administrator, so for example he or she could deliver these benefits only to a subset of users or for certain pieces of content. Another benefit of this capability is that it enables content or service providers to selectively offer services where only subscribers get higher quality, Fast Streaming content.

Fast Reconnect - Streaming technologies in the enterprise today provide awkward experiences when the network becomes congested. Imagine if movies on television worked this way. Every time there was static, the movie would stop and you would have to retune the television and then start watching the content from the beginning. Fast Reconnect technology ensures the uninterrupted viewing experience that users demand. Client-server and server-server connections are automatically restored and playback continues where it left off if disrupted during a broadcast or download.

· Fast Recovery - Within the enterprise, if a client is receiving a stream over a wireless or satellite connection, the inherent high latency often means that the content received by the client has become corrupted in transmission. To correct the problem today, the client is required to make a new connection back to the server and request a retransmission of the content, which is awkward and time consuming—and this introduces buffering on the client. Fast Recovery uses Forward Error Correction technology and sends redundant packets to the client, enabling local packet correction so users can enjoy uninterrupted viewing of their content.

Server-Side Playlist

Playlists are managed on the client-side (.asx extension) in the previous version of the Windows Media platform. To play an element in the playlist, the client had to make a new connection to the server to play each individual element in the playlist, which is an intensive process that reduces the performance of both the client and server. Furthermore, it requires the client to process potentially complex playlist syntax, limiting playlists to “smart” clients such as PCs and ruling out “thin” clients such as wireless devices.

In addition, once a playlist broadcast had begun, the order of content in the playlist could not be changed and no new content could be added without stopping the broadcast altogether, which would disconnect the audience. Windows Media Services 9 Series introduces Server-side playlists (.wsx extension) that break through these limitations.  Server-side playlists are managed and executed by the server, so the server manages the changes from one piece of content to the next. The client is freed from managing the changes, and is required to make only one connection to the server to receive a single smooth, continuous stream. This dramatically increases the reliability and performance relative to conventional client-side playlists.

In addition, for both on-demand or live streams, Server-side playlists enable a radio/TV Program Director level of functionality and provide the unprecedented ability to dynamically change the content within the playlist—change the order of clips, insert a new clip, insert an ad, etc.—during broadcasts, without interruption to the viewer.

Server-side playlists allow Internet broadcasters to enrich an audience’s experience by seamlessly inserting timely public service announcements or breaking news into a broadcast. Once the announcement has completed, the audience is returned to exactly where they were in the broadcast before the PSA played.
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Figure 5: Server-side playlists

Server-side playlists are easy to create, whether using the built-in playlist editor in the server administrator, or using a text editor to write the Synchronized Multimedia Integration Language (SMIL) 2.0 syntax. As you’ll see in the next section, they can also be created, modified, and executed programmatically.

· Personalized playlists - Because Server-side playlists are formatted using XML-based SMIL 2.0, they can be dynamically created by server scripts and applications. When a user surfs to a site that hosts a content service they subscribe to, that Web server can dynamically create a Webcast or Server-side playlist just for that user, and then begin broadcasting it. This enables Web services with relationships with users to create dynamic, constantly updated personalized radio, news, or educational broadcasts—among many other possibilities.

Server Scaling

Scalability describes the ease with which you can add or remove components from a system while maintaining system reliability. As your audience grows, you may need to add servers so that the increased demand does not overload your system. Alternatively, you may want to break up a large server system into several smaller, more specialized ones. In either case, you will have to address software and hardware scalability as separate issues:

· Software scalability - Windows Media Services is scalable by design to support a wide range of deployments—from small one site intranets to that have only tens of connection requests to large-scale streaming media enterprise web sites that generate millions of requests. The Windows Media Services snap-in allows you to administer both groups of servers and publishing points as well as single servers and publishing points.

· Hardware scalability - Windows Media scales up and out well.  To scale an individual Windows Media Services host “up”, add more processors, memory and disk drives to increase capacity with an emphasis on the disk and network subsystems.   To scale out, add additional Windows Media servers with load balancing and/or leverage the media/cache plug-in for distributed Windows Media environments.

In the context of Windows Media Services, scalability refers primarily to the addition or removal of individual servers from a system. Adding servers to a system that has been overwhelmed by an increase in connections or content can dramatically improve its performance. The number of servers required in a system is based upon the bit rate of the content, the content type, and the number of concurrent client connections. 

When using multiple servers, it is important to use some form of load balancing to prevent any one server from becoming overloaded. The servers should also closely match in performance and capacity to ensure that your load balancing method is as effective as possible. The number of servers that can be combined in one Windows Media Services system is unlimited.

Load Balancing

Load balancing involves distributing traffic among media servers in a media server farm for high availability. Several software and hardware solutions exist that can help scale Windows Media Services.

Software based load balancing software typically works with the clustering software to manage the server workload within the cluster so that it is evenly distributed among the nodes. It monitors the operation of each node and divides the streaming media workload according to a predetermined formula or algorithm. It also ensures that, even though the stream may originate from any of several different nodes, the content is represented by a single IP address.

Network Load Balancing Clusters is a server clustering method offered within Microsoft Windows Server 2003. Each cluster can support up to 32 computers under a single, logical Internet name. The cluster automatically detects server failure or change of status and redirects requests to the remaining servers while maintaining a seamless operational appearance to the user. 

Hardware-based IP load-balancing solutions also exist which accomplish the same thing as NLBS. Check with your network vendor for IP load-balancing solutions.

DNS Round Robin is another technique that can be used to balance the load of requests to a server. It is much less sophisticated than WLBS, but generally simpler to implement. DNS Round Robin involves returning a different IP address from a collection of designated IPs each time the DNS name is requested. Statistically, if there are four IP addresses in a DNS CName group and there are 100 requests for the DNS name, each IP address will get one quarter, or 25 requests. Another variation on the same theme is to use Windows Media metafiles (.wsx, .wmx) to cycle through server names. Since .wmx files can be generated dynamically using CGI or ASP, a different server name can be returned every time. 

DNS Round Robin has some disadvantages: 

· It does not provide fault tolerance if one server goes down 

· It does not measure traffic to and from servers, only requests – so it may not distribute load evenly. 

Clustering is a technology similar to load balancing which attempts to distribute processing load among servers. Clustering is best for data processing applications such as database processing and may not be cost-effective or beneficial for streaming.

Fault Tolerance

In any production environment, some form of fault tolerance is necessary to prevent prolonged service outages. For streaming media, fault tolerance can be achieved at the hardware level and in the design level. Redundant network devices and RAID disk configurations contribute to a fault tolerant design, but are common to most applications, not specifically streaming. Generally, the same fault-tolerant design techniques apply to streaming as to other applications. 

There are ways to build an infrastructure that supports unplanned outages and still supports your users. One technique, already discussed, is the use of Microsoft Windows Network Load Balancing Cluster software with Windows Media Services. If one server goes down from a planned or unplanned outage, NLB automatically removes the server from the NLB cluster and continues to redirect users to other servers in the cluster. 

Metafiles can also be used to provide fault-tolerance for users. If a user tries to connect to a server and the server is unavailable, they will be presented with an error. However, a metafile can contain multiple REF entries in its URL to specify multiple locations where users can connect to a stream. If the connection to the server’s first REF tag fails to connect, the Windows Media Player will automatically roll-over to the next server in the list and try to connect, transparent to the user. If all of the servers fail to connect, then Windows Media Player will return the user an error.

Cache/Proxy Plug-in

A third-party cache/proxy plug-in can be installed to a server to provide cache and proxy server support for other Windows Media servers. Using a cache/proxy plug-in is an easy way to conserve bandwidth, decrease network-imposed latency, and offset the load on the origin server. Network bandwidth is minimized because only one connection from the origin server is required to upload content to and receive information from the cache. Network latency is decreased because a client can receive content from a nearby cache/proxy server more quickly than it could if it had to traverse the network or the Internet to receive content from the origin server. Additionally, the load on the origin server is offset because fewer clients are connecting directly to the origin server. These three factors result in a better viewing experience for users and operating cost reduction. For further discussions, see the Cache and Proxy section of this document.

Capacity Planning

A common problem encountered when deciding on a base media server platform is estimating the amount of storage required for on-demand media files. It is important to not only plan for immediate storage needs, but for future demands as well.

There are three parameters that contribute to the size of a media file: the actual bit rate encoded, the type of content, and the length of the content. A video with high motion, such as a rock video, generally produces a larger file size than a video with little motion, such as a talking head.

To estimate the file size of a captured stream, use the following calculation:

· (X Kbps ( S seconds) / 8192 = Y MB

where X is the encoded bit rate in kilobits per second (Kbps) and S is the length of the stream in seconds. Y is the approximate total file size in megabytes (MB).

Take special notice of multiple bit rate encoded media files. Although Windows Media Services is intelligent enough to stream just the optimal band in a multiple bit rate file, when stored as an media file, the file size equals the aggregate bandwidth of each band chosen plus an “insurance” band at approximately two-thirds of the lowest selected bit rate. For example, a multiple bit rate media file encoded at 80 Kbps, 37 Kbps, and 22 Kbps has an aggregate bandwidth of 127 Kbps (80 + 37 + 22 + an insurance band of 17 Kbps).

Once the bit rates are decided, the content must be encoded. Use the following chart to determine storage requirements for on-demand media files.

	Aggregate bit rate
	Minutes of content
	Approximate file size

	22 Kbps
	30
	4.8 MB

	37 Kbps
	30
	8.2 MB

	50 Kbps
	30
	11 MB

	100 Kbps
	30
	22 MB

	300 Kbps
	30
	67 MB

	1 Mbps
	30
	220 MB


Table 3: Storage Requirements

Performance Statistics

Use the estimated bandwidth requirement and the estimated audience volume to determine how much capacity your network and server system must have to accommodate demand.

To estimate the total required server capacity, multiply the required bit rate per user by the estimated audience volume. The actual capacity of a given server will vary from computer to computer. As a general rule, a single processor (233 megahertz) computer with 256 MB of RAM that is running Windows Media Services can serve at least up to 1,000 28.8 modem users (22 Kbps unicast streams).

The following table demonstrates the need for additional server capacity as the number of users and content bit rate increases.

	Bit rate of stream (Kbps)
	Type of network connection
	Number of concurrent users per server

	28.8 (22 actual)
	Telephone modem
	1,200

	56.6 (33 actual)
	Telephone modem
	600

	100
	ISDN
	300

	300
	DSL/cable/LAN
	100


Table 4: Capacity Requirements

For example, if online training content is delivered at a bit rate of 300 Kbps to 500 concurrent users, the server system and network must be capable of handling 150 megabits per second. If the server meets the minimum requirements for running Windows Media Services, at least six Windows Media servers would be required to service this demand.

Windows Media Services is the most scalable streaming platform in the industry today. On a standard dual-processor (2x2.4 GHz) server with enough RAM, you can expect to serve over 20,000 simultaneous on-demand clients connecting at 28.8 Kbps. If you are streaming live content, the number of clients is even higher, since disk I/O in many cases is a limiting factor when dealing with on-demand streams. In practice, it is not recommended to run production systems at maximum capacity for sustained periods, but rather at a more conservative level of up to 50% average peak utilization. Therefore, in this example, a more appropriate capacity plan would be to support 10,000 simultaneous on-demand clients.

Streaming long-playing files improves server performance because long-playing files have less impact on the server. Long-playing files, however, do not guarantee that users can view the entire file. If you are streaming longer on-demand files, you can expect to stream content to more clients from a given configuration in contrast to streaming content to many clients accessing many shorter on-demand files.

Stream bit rates affect performance in several significant ways. High-bit rate streams are more efficient with respect to the overhead of the transmission protocol. This means that in a high bit rate stream there is less overhead incurred in sending the data; but because more data is sent, the total aggregate network bandwidth is greater. Because of the larger stream size, fewer total streams can be delivered simultaneously in comparison to lower bit rate streams.

In the best possible case, you are supporting access to low-bit rate, live streams, and in a worst possible case, access to many short, high bit-rate streams. Both establishing a connection and having clients use the fast-forward or rewind features can adversely affect the performance of the server, especially when these activities occur at high levels. 

Encoder

Encoding and producing multimedia content can be highly CPU-intensive operations. Depending on the quality, size, and bandwidth of the video, encoding can overwhelm a computer’s resources. With this in mind, it is important to plan video production platform accordingly. The following table outlines the requirements for Windows Media Encoder 9 Series. The supported operating systems for the encoder are: Windows XP and Windows 2000 and Windows Server 2003. 

Note    To run the encoder on Windows Server 2003 RC2, Windows Image Acquisition (WIA) Services must be enabled via the Control Panel/Administration Tools/Services.

Codecs

Uncompressed audio and video content can consume a lot of bandwidth when streaming or create large files. By compressing the content, it can be broadcast over common Internet bandwidths or saved to a Windows Media file of a reasonable size. You can compress content by applying compression algorithms to the data, taking into account the desired output quality and available bandwidth. Before the content is played, it is decompressed by using decompression algorithms. These compression and decompression algorithms are called codecs. The following table provides more detailed information about the codecs available in Windows Media Encoder.  

	Codec
	Description

	Windows Media Audio 9 Professional
	Provides a full surround sound experience and dynamic range control. Intelligently folds down multichannel audio to 2 (stereo) or 1 (mono), depending on the speaker configuration of the playback device. Intended for data rates of 128 to 768 Kbps. 

	Windows Media Audio 9 Lossless 
	Provides lossless encoding of audio content. Supports multichannel audio encoding and dynamic range control.

	Windows Media Audio 9
	Provides a 20 percent improvement in compression over the Windows Media Audio 8 codec. Supports VBR audio encoding. 

	Windows Media Audio 9 Voice
	Offers superior quality for audio content with a voice emphasis. Provides for mixed-mode encoding of voice and music. Intended for playback at bit rates at 20 Kbps or lower.

	Windows Media Video 9
	Creates high-quality video for streaming, download-and-play, and physical format delivery scenarios. Provides a 15 to 50 percent improvement in compression over the Windows Media Video 8.1 codec, with the more significant improvement occurring at higher bit rates. Enables playback of interlaced content on televisions and set-top boxes. 

	Windows Media Video 8.1
	Supports a wide variety of network bandwidths. Deinterlaces interlaced content before encoding.

	Windows Media Video 7
	Enables users of Windows Media Player 7 to view encoded video content without first having to download the latest codecs. Best choice when the encoding computer cannot support the performance requirements of the newer Windows Media Video codecs.

	Windows Media Video 9 Screen
	Provides improved handling of shaded images, screen motion, and scrolling for screen captures. Supports one-pass CBR and VBR encoding with no frame dropping. This codec is fully optimized for both streaming and download-and-play scenarios. 


Table 5: Windows Media Audio Codecs

Windows Media 9 Series introduces new codecs and creates high-quality video and using Windows Media Encoder, encoding audio and video content at either a constant bit rate (CBR) or a variable bit rate (VBR). 

· CBR encoding - CBR encoding is designed to work most effectively in a streaming scenario. With CBR encoding, the bit rate remains fairly constant and close to the target bit rate over the course of the stream, within a small window of time set by the buffer size. The disadvantage of CBR encoding is that the quality of the encoded content is not constant. Because some pieces of content are more difficult to compress than others, some parts of a CBR stream are of lower quality than others. In addition, CBR encoding results in inconsistent quality from one stream to the next. In general, quality variations are more pronounced at lower bit rates. 

· VBR encoding - Use VBR encoding to distribute the content for downloading and playing either locally or on a device that has a constrained reading speed, such as a CD or DVD player. (You can also use the peak VBR encoding mode when you plan to stream the content.) VBR encoding is most advantageous when encoding content that is a mix of simple and complex data, for example, a video that switches between slow and fast motion. With VBR encoding, fewer bits are automatically allocated to less complex portions of the content, leaving enough bits available to produce good quality for more complicated ones. This means that content that has consistent complexity (for example, a "talking head" news story) would not benefit from VBR encoding. When used on mixed content, VBR encoding produces a much better encoded output given the same file size when compared to CBR encoding. In some cases, a VBR-encoded file that has the same quality as a CBR-encoded file in half the file size. 

· Encoding mode options - With CBR encoding, you can use one- or two-pass encoding. You have three VBR encoding options: quality-based VBR (one-pass), bit rate-based (two-pass), and peak bit rate-based VBR (two-pass). Not all codecs support two-pass CBR encoding or VBR encoding.

Cache and Proxy

A Proxy is a server agent that responds to specific client application requests on behalf of the client. The proxy can also be considered an application layer gateway. A Cache contains content that has been positioned away from the origin server closer to the client to accelerate the delivery of media content. These terms are widely abused and are often used interchangeably, creating confusion. Simply put, a proxy is a server process that acts on behalf of the client that may or may not cache content depending on the business rules. The cache stores content on the edge of the network.

Forward Proxy

When designing an enterprise CDN, a configuration intended to distribute content to the edge in order to improve the client experience and reduce network bandwidth requirements is considered a forward proxy. A forward proxy configuration places the content closer to the end user, better leveraging the LAN speeds of the network for higher quality content. Internet Service Providers like Speedera Networks and Akamai have essentially built out global networks for content delivery using a forward proxy configuration, by placing edge caches near content consumers. This model is also best when content is being pushed out to specific groups of users who are specifically intended to receive content, like Training and Corporate Communications. 

Reverse Proxy

A reverse proxy is intended to accelerate the server performance, without specifically knowing which clients will be requesting content. Reverse proxies are often used when hosting an Internet site, when the only part of the network under your control is the immediate server environment. 

A reverse proxy topology can make sense in a large enterprise when content is being hosted by a specific division or group, which does not have the ability to place edge devices near the client. For the largest of organizations with hundreds of thousands of employees a reverse proxy design is often the only economical decision, as the networks are built out to support a forward proxy approach

Transparent Proxy

Transparent proxy does not require client configuration to redirect client requests to the local cache. This can be achieved in several ways, one of them being the WCCP (Web Caching Communication Protocol) from Cisco. WCCP 2.0 is a protocol that runs on Cisco routers and filters on IP address and port. WCCP keeps track of the cache servers connected to local network segments and the origin servers they proxy. When clients request content from those origin servers, the router will redirect the client request to the local proxy. The proxy will then serve the content to the client if it is in the cache, or request the content from the origin server if it has a cache miss. WCCP makes it very easy to implement edge caching for large networks, without having to make client changes. Without WCCP, each client will have to be configured with the IP address of the local proxy. 

Windows Media Player

Windows Media Player 9 Series provides media management for audio and video in the newly improved media library, improved rich media information, and a highly configurable user interface. In addition, it includes Crossfading, Volume Leveling, and a plug-in model to allow ISVs and corporate developers to improve the playback experience, to make playback of users’ existing media collection better.

Windows Media Player 9 Series can play back content encoded using a wide variety of previous-generation codecs, such as WMA 8, MP3, WAV, WMV 8, and many others. It can even play back DVDs via a DVD drive and DVD decoder on a PC.

But Windows Media Player 9 Series delivers even more when used with the other Windows Media 9 Series components. Combined with Windows Media Services 9 Series, for example, the new player can deliver instant-on/always-on streaming to broadband users with Fast Streaming. Behind the scenes, Windows Media Services 9 Series can also deliver personalized content that has been dynamically arranged in Server-Side Playlists to Windows Media Player 9 Series. Of course, all that users know is that they are getting exactly the content they want—more reliably and without waiting for buffering.

Windows Media Player 9 Series with Windows Media Audio and Video 9 Series allows users to experience immersive true 5.1 channel (even 7.1 channel) surround sound, high-quality video—even high-definition video, and audiophile quality music. In addition, users can create WMA 9, WMA 9 VBR, and WMA 9 Lossless files by copying CDs for remote corporate road warriors who  need to access to high quality content but don’t have broadband access to the corporate net or during  off line periods such as while flying. The new Windows Media Audio 9 Voice codec will even provide dial-up users with significant quality boost for low-bit-rate content.

Tightly integrated with other components of the new platform and the enterprise, Windows Media Player 9 Series provides a dramatically improved playback experience overall for business users, utilizing be the most manageable player available for desktop administrators.

Enterprise Grade

Windows Media Player 9 Series introduces industry-first features for corporate environments, helping to reduce deployment, network, and help-desk costs.

Flexible Deployment Options

Deploying software in the enterprise can be a daunting task. The Enterprise Deployment Pack for Windows Media Player 9 Series allows administrators to create a custom player installation package pre-configured for installation across an entire organization, using familiar tools such as MSI and their software distribution solution.
Expanded Policy Support

Corporate administrators can use group policy or local policy to manage automatic updates, network and proxy settings, and many more Windows Media Player 9 Series configuration options.

Zero-Reboot Installation

Deployment can be a daunting proposition in the enterprise if it requires rebooting 50,000 computers. Windows Media Player 9 Series reduces overall downtime during upgrades with zero-reboot and silent-installation features. Administrators can also create a custom skin with their corporate identity (or use a built-in one) and lock clients into that skin, disabling access to undesired consumer functionality.

Support for Netscape Navigator 6 Embedding

Some enterprise users are running various versions of the Netscape Navigator browser. Windows Media Player 9 Series includes an updated Navigator plug-in for embedded media content.

Localization Support

Windows Media Player 9 Series is localized into 26 languages. It supports localized deployment and micro user interface (MUI) installation, so nearly any employee will be able to use Windows Media Player 9 Series in their native tongue.

Web Streaming

The power of digital media really comes alive when it includes synchronized multimedia and Web content for a rich, interactive experience. Enterprises can deliver rich HTML synchronized with video and audio content in the stream.

This also means that all the content—HTML slides, audio, and video— in a rich media presentation can be multicast to deliver extremely scalable rich media content with minimal usage of enterprise network resources.

Variable Speed Playback

Users can turn a one-hour presentation into a 30-minute summary, and still understand every word.  The Variable Speed Playback feature in Windows Media Player 9 Series makes it easy to speed up or slow down a presentation without changing the pitch and tone of the presentation.

Multiple-Language Support for SAMI Captioning

The Microsoft Synchronized Accessible Media Interchange (SAMI) standard makes it easier to include captioning in multimedia content. With Windows Media Player 9 Series, users can select from multiple language options when viewing closed-captioning. Content can be authored to include multiple languages in the closed caption or even multiple language audio tracks so users get the information they need in the language of their choice. SAMI captioning is available in both window and full-screen mode.

Assistive Technology Support

Improved support for Microsoft Active Accessibility® (MSAA) programming interfaces allows for assistive technologies such as screen readers to work with Windows Media Player.

Customization

In addition to high-contrast mode, the player color chooser allows users with visual difficulties to adjust to colors that best suit their needs.

More Keyboard Support

Windows Media Player for Windows XP was keyboard accessible, and in Windows Media Player 9 Series, keyboard support increases with the Column Chooser, which provides a menu/dialog box for users to add, remove, and reorder columns in the Media Library (previously, this could be done only via mouse).

Corporate Skin

As with Windows Media Player for Windows XP, this skin provides high contrast, has a menu (keyboard access), and shows both SAMI and DVD captions. This improves accessibility for corporate users locked down to a corporate skin.

Network

Streaming in one or another form can be deployed in any company, even in low bandwidth conditions. Windows Media employs a technology known as intelligent streaming, which dynamically optimizes stream quality based on network conditions. This means that content is displayed at the best possible video and audio quality regardless of the network connection. When Windows Media Services and Windows Media Player connect, they automatically determine the available bandwidth. The server then selects and serves the appropriate video stream. Even under the worst network congestion, Windows Media Player tries to maintain audio quality but avoid buffering by decreasing video frame rate or even stopping video all together.

Consult the Firewalls section for suggested firewall configuration to allow Windows Media Players to request streams using the MMS protocol. Windows Media Player can also be configured to receive UDP data on a specific port, to prevent opening too many inbound ports on the firewall.

Network Services

Protocols

When designing a digital media infrastructure it is important to understand how to optimize performance and impact on the network from a protocol standpoint. Windows Media Services supports these transport protocols: Real Time Streaming Protocol (RTSP), User Datagram Protocol (UDP), Transmission Control Protocol (TCP), and Hypertext Transfer Protocol (HTTP).

A data transfer protocol is a standardized format for transmitting data between two devices. The type of protocol used can determine such variables as the error checking method, the data compression method, and end-of-file acknowledgements. If all networks were constructed in the same manner and all networking software and equipment behaved similarly, only one protocol would be necessary to handle all of our data transmission needs. In reality, the Internet is comprised of millions of different networks running a wide array of hardware and software combinations. As a result, the ability to stream digital media content reliably to clients depends on a set of several well-engineered protocols. The protocols used to stream Windows Media-based content are: 

· Real Time Streaming Protocol (RTSP) 

· Microsoft Media Server (MMS) protocol 

· Hypertext Transfer Protocol (HTTP) 

Windows Media Services manages the use of these protocols by using control protocol plug-ins. Windows Media Services includes the WMS MMS Control Protocol plug-in, the WMS RTSP Control Protocol plug-in, and the WMS HTTP Control Protocol plug-in. With the exception of the WMS HTTP Control Protocol plug-in, plug-ins are enabled by default.

The control protocol plug-in receives the incoming client request, determines what action is indicated by the request (for example, to start or stop streaming), translates the request into a command form, and then passes the command to the server. Control protocol plug-ins can also return notification information to clients if there is an error condition or a change of status.

While the previously listed protocol plug-ins listed handle the high-level exchange of data, basic networking protocols such as User Datagram Protocol (UDP) and Transmission Control Protocol (TCP) are used to manage more fundamental tasks such as network connectivity and packet error correction. The MMS and RTSP protocols are used in combination with both the UDP or TCP protocols. 

The following diagram depicts how Windows Media uses different protocols to negotiate connections between a Windows Media server, encoders, content sources, and clients. 
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Figure 6: Protocols between Windows Media 9 Series Components

Windows Media Services in Windows Server 2003, Enterprise Edition or Windows Media Services in Windows Server 2003, Datacenter Edition includes the following additional networking capabilities: 

· Multicast transmission - Delivers content as a multicast stream from a broadcast publishing point on your server. Similar Windows on-demand publishing points, this replaces the Windows Media 4.x multicast based stations.

Clients that receive content as a multicast stream do not use a connection-based protocol. Instead, they receive the stream by joining to a multicast broadcast. The information the client needs to locate and join a multicast stream is contained in a multicast information file with an .nsc file name extension. The client first opens the file from a Web server or from a link in an e-mail and then uses the information contained in the file to connect to the multicast stream. 

· Wireless optimizations - Uses forward error correction to send additional data packets in your stream to correct errors caused by the lossy transmission methods used by wireless networks. 

When setting up distribution servers to use the Fast Streaming feature, use either the RTSPT or HTTP protocols to connect to the origin server.

UDP is not a session-based protocol. It is often called a connectionless transport protocol. Only unicast UDP is discussed in this section. UDP and TCP run on top of Internet Protocol (IP) networks.

Applications that use UDP typically rely on other mechanisms to guarantee packet delivery. This has several implications that make UDP-based communication especially applicable to streaming media. Because UDP provides very few error recovery services, it is an efficient and direct way to send and receive datagrams over an IP network.

UDP does not provide guaranteed delivery, but it is useful when TCP would be too complex, too slow, or unnecessary. Packets that are not recovered in time to be useful are left out. This allows content to degrade gracefully.

TCP is a connection or session-oriented protocol. Each client connection to the server requires a session setup and breakdown. TCP sessions ensure that packet delivery is completed without intervention from the application using the data. TCP is a more reliable transport that has higher overhead and is more complex than other protocols. Processor utilization and the additional bandwidth required for session setup, maintenance, and breakdown can affect servers.

For the client, TCP adds reliability, which can adversely affect the user experience. If the server is operating under a heavy load, or if there is latency or heavy congestion on the network, TCP causes the client to wait for all packets to be delivered before continuing. If packet delivery is delayed long enough, the player can pause and re-buffer, although it would continue if UDP was used.

In addition to standard transport protocols, Windows Media Services uses three protocols to transfer information between services and to transfer unicast data: RTSP (default), HTTP, Media and Microsoft Media Server (MMS) protocol.

HTTP is a TCP-based protocol, and is used to distribute streams between Windows Media Encoder and Windows Media Services. Windows Media Encoder can support a maximum of 50 HTTP clients (servers and players). The MMS protocol is used to transfer unicast data for downlevel client players. 

When a Player connects by using an MMS URL, (MMS://...), protocol rollover is used to obtain the most efficient connection type. In the attempt to connect with MMS, the 9 Series Player using fast streaming will first try RTSPt (RTSP over TCP), RTSPu (RTSP over UDP), then like downlevel clients, MMSu (MMS over UDP), MMSt (MMS over TCP) and finally HTTP is attempted. If the 9 Series Player doesn’t attempt to use Fast Streaming, it will reverse the RTSP attempt order (RTSPu, then RTSPt).  

Windows Media is streamed over the RTSP, MMS or HTTP protocols. MMS is a Microsoft proprietary protocol and it provides the signaling from the client to the server. It is important to understand the distinction between TCP and UDP. TCP is a reliable transport and provides a dedicated connection between the client and server. The delivery of each packet is acknowledged and checked for validity. Although TCP is common, it has more overhead which impacts the network. Note that if Fast Streaming is used, RTSPt and TCP are the preferred protocols.

UDP is considered an unreliable transport. UDP packets are sent on a best effort basis and lost packets will not be retransmitted. This may appear to be less desirable; however UDP is the preferred protocol for streaming media (Fast Streaming disabled). Since streaming content is time-sensitive, it is preferable to play the content immediately even if a few frames are missing. To wait for TCP to retransmit and sequence the packets would create undesirable delays. Since UDP does not have the error correction or session management, there is less overhead and less impact on the network. 

For intranet-based solutions, UDP should be the preferred choice for all streaming media. If the traffic must traverse a firewall, it must allow RTSP, MMS or HTTP streaming to traverse it.  Most firewalls allow HTTP streaming without modification. 

Router, Switches and Hubs

Very little changes if any are necessary to support streaming on enterprise routers and switches.  One exception is enabling multicast support on routers and router interfaces for multicasting.  Currently for most enterprise implementation, sparse mode multicast routing protocols are preferred because of more efficient network characteristics (such as PIM-SM, protocol independent multicasting sparse mode) over dense mode protocols,  Note that by default, routers do not forward multicast.

Layer 2 switches and hubs by default normally do forward multicast traffic.  Many switches allow for optimization of how host multicast is managed, often through a switch feature called IGMP (Internet Group Management Protocol) snooping.  

Multicast and Unicast

IP traffic can be classified based on different parameters. This document uses classification built upon data-sending methods: unicast (a distinct copy of the data is sent from the source to each client that requests it), broadcast (a single copy of the data is sent to all clients on the network), and multicast (in a one to many environment, a single copy of the data is sent across the network and only those clients who request the data, receive it). Since Window Media Services does not use broadcast, this section focuses only on unicast and multicast.

The definitions indicate the strengths and weaknesses of each method. Unicast sends multiple copies of the same data for each request (in streaming media terms, unicast is a one-to-one connection between the Windows Media server and each client; every client gets its own stream). Multicasting is more efficient in its bandwidth usage because multiple copies of data are not sent across the network. Data is not sent to clients who do not want it (in streaming media terms, multicast is a one-to-one connection between the Windows Media server and a group of clients; every group receives just one stream). The user is simply instructing the network card on the computer to listen to a particular IP address for the multicast. The client does not have to be identified to the computer originating the multicast. Any number of computers can receive a multicast transmission without bandwidth saturation (again, only one copy of the data is sent over the network). For streaming media across an enterprise network, which generates a considerable amount of traffic, multicast is an affordable and effective solution. The following figure reflects unicast and multicast bandwidth usage based on the number of clients. You can see significant savings in the bandwidth when using multicast.

Multicasting has its drawbacks: clients have no control of the data stream – they cannot stop, pause, rewind, or advance it. Multicast streams must be scheduled rather than offered on-demand. Clients can only connect to the multicast stream, or disconnect from it. In addition, to enable multicast, you may have to update your routers and make changes to router configurations. 

Tunneling refers to the process of distributing multicast packets through a non-multicast environment. Two segments on a network, for example, can have multicast support but the router between them does not pass multicast datagrams. In this situation, a solution is to tunnel the multicast between them. Tunneling can be performed in two ways: through hardware (routers) and through software. Both solutions will be explored:

Tunneling through routers

IP multicast static routes enable multicast paths to diverge from the unicast paths. A multicast static route enables tunneling by configuring a static multicast source. Multicast static routes are local to the router on which they are configured, and not advertised or redistributed in any way to any other router. 

Tunneling through Windows Media Services

Another way of tunneling through a unicast environment is to set up both multicast and unicast distribution servers in one multicast zone, and have the distribution server in another multicast zone pulling over the unicast stream by using RTSP or HTTP and delivering what is received via multicast.

	Feature
	Unicast
	Multicast

	Live streaming
	X
	X

	Scheduled streaming
	X
	X

	On-demand streaming
	X
	

	Over the Internet
	X
	Within MBone; tunneling

	Video
	X
	X

	Audio
	X
	X

	Multiple bit rate
	X
	

	Required bandwidth grows with the number of users
	X
	

	Requires multicast-enabled routers
	
	X

	User control
	X
	


Table 6: Comparison of Unicast and Multicast

Currently, multicast is enabled on the Internet on what is called the Internet multicast backbone (MBone). MBone consists of multicast-enabled islands connected by unicast (tunneling). However, most of the Internet is not yet on the MBone. Therefore, private enterprise networks are best suited for multicast. The remainder of this section assumes that unicast will be used to deliver streams to clients unless otherwise stated. 

Multicast traffic allows multiple clients to view the same stream and can scale independent of the number of clients. Multicasting, when implemented on the network can be a very powerful tool for live broadcasts and distributing content. Multicasting must be enabled on the routers and in most cases switches are enabled in their default mode. Multicast has the benefit of allowing a large number of users to tap into one stream conserving network bandwidth and reducing server load. 

· Routing - To enable multicasting, a ”multicast routing” protocol must be selected. This can be PIM (Protocol Independent Multicast), Sparse and/or Dense. Similar to unicast routing protocols OSPF and RIP, the multicast routing protocol is responsible for helping to propagating the active multicast groups and moving the multicast stream to network segments that have requested the stream.

· Multicast Groups - Multicast addresses start at 224.0.0.1 and go through 239.255.255.255. The addresses starting at 224.0.0.1 through 224.0.1.255 are considered ‘well-known’ or reserved addresses and should be avoided when issuing multicast addresses. Administratively scoped addresses range from 239.0.0.0 through 239.255.255.255 and can be considered reserved for private use such as within corporate networks.  This is similar in use as the reserved IP unicast range of 10.0.0.0/8.  As in the unicast 10.0.0.0/8 case, IANA (Internet Assigned Number Authority) will not assign 239.0.0.0/8 addresses to organization or protocol.

Note that if client computers are on shared network segments, (hubs), those multicast streams will be seen by all clients, effectively reducing the total available bandwidth for everyone. If the clients are on layer 2 switches the impact can vary. Layer 2 switches normally propagate by default, even those that have not joined the multicast group. Several switch options are available to manage this depending upon the switch model. IGMP snooping, CGMP and 802.1p configure the switch to only send the multicast traffic to ports which have requested it. Reviewing the switch documentation is helpful before enabling multicasting. IP multicasts do not work well on token ring networks and it is recommended to avoid enabling multicast on token ring. 

WAN Considerations

When enabling a multicast across a WAN, it is important to understand the impact on the logical network as opposed to the physical network. A frame relay network can be viewed logically, the frame relay cloud and the individual permanent virtual circuits (PVCs). In the model where multiple PVCs come together into a central data center, those PVCs will terminate on a single physical port. It is common to have the aggregate bandwidth of the PVCs exceed the total port speed. This can be done because statistically the aggregate bandwidth of the PVCs will rarely exceed the port speed. However, in a multicast scenario, each PVC will be treated as an individual WAN circuit requesting the multicast stream, possibly exceeding the total port speed. For WANs with dedicated circuits, this is not an issue. 

Other Tips for Multicasting

· Watch for network loops, these can be reduced by proper value of TTL (hops) to max within a given enterprise.

· Multicast is UDP-based and some packet loss is normal.

· A low amount of packet duplication is normal for UDP networks. Multicast is an intentional packet duplication, but duplication over the network segment can indicate a problem.

· MCAST.EXE is a utility provided by Microsoft to test multicasting. It simulates a multicast server and destination, exercising the routing protocols to propagate the multicast stream across the network.

Firewall

Many corporations use firewalls to prevent unauthorized access to their corporate networks. Firewalls filter the packets of information that pass across bridges, routers, or gateways, and control traffic between the corporate network and the Internet. Firewalls provide control by monitoring all packets and providing access to only those packets whose source and destination IP address have been given authorization.

If you have problems streaming information past or receiving information through your firewall, you can open different ports on your firewall to allow streaming traffic to pass through. Consult your firewall vendor and the following list to decide if you need to adjust your firewall to accept Windows Media streaming.

Port Settings

To configure a firewall to allow users with the Windows Media Player behind a firewall to access Windows Media servers outside the firewall: 

To configure enterprise firewalls for unicast streaming, you must open the ports on the firewall that are required for the connection protocols enabled on your server. If you are using either the MMS or RTSP protocols, you need to support both User Datagram Protocol (UDP) and Transmission Control Protocol (TCP).

The following example firewall configuration allows users outside of a firewall to use Windows Media Player to connect to a Windows Media server behind a firewall by using the MMS, RTSP or HTTP protocols. 

In: TCP on port 80, 554

In: UDP on port 1755

Out: TCP on port 80, 554

Out: UDP between ports 1024-5000 

The server accepts incoming connections and communicates with Windows Media Player and other clients using the In ports. The server only uses the TCP Out port to connect to another server or encoder. The server uses the UDP Out port to send data to clients. Clients may select a UDP port number between 1024 and 5000.

In cases where firewalls cannot be adjusted to allow open ports for Windows Media streams, HTTP streaming is useful for delivering streams through firewalls. HTTP uses the default port 80, which most firewalls do not block. Although Windows Media Services is configured to use the RTSP protocol by default, you can configure it to use HTTP streaming. If the user viewing your video is behind a firewall, it is recommended you enable HTTP streaming in the Windows Media server.

Firewall traversal for Windows Media can often leverage existing infrastructures and methods previously put in place for other internet protocols such as HTTP and FTP. Windows Media players may access Windows Media servers via HTTP as a default, often requiring little or no configuration changes to existing firewall policies. Other firewall traversal methods are also available over UDP and TCP, which offer better performance, but usually require more complicated firewall traversal policy considerations and changes.

Providing firewall traversal support for Windows Media is well supported by most enterprise firewall products and is secure and reasonable for administrators to manage. Integrating firewall traversal into internet proxy and CDN strategies can offer substantial performance improvements. Additionally, it will help reduce the overall load on the firewall and Internet gateway services. 

Generally, two scenarios cover Windows Media firewall traversal needs: 

· Providing secure access to Windows Media content found outside the enterprise network
· Allowing users outside the enterprise network access to Windows Media content found within the network. 
Windows Media MMS 

Windows Media client players normally access the Windows Media server through Microsoft’s RTSP or MMS protocol. MMS attempts to connect to the media server in via protocol rollover as described above. Real-time applications such as digital media normally don’t use the additional error recovery and management of TCP and HTTP protocols. Firewalls supporting UDP for Windows Media can provide performance improvements over HTTP proxies, and improve user experience.
Bandwidth

In planning for the deployment of Windows Media Services, you should determine how much bandwidth your network might need to support. To determine this, estimate how many concurrent users you will have on a regular basis and during peak times.

The amount of bandwidth you need to allocate equals the number of users multiplied by the stream size in kilobits per second (Kbps). Suppose you are offering streaming content encoded at a target of 50 Kbps. If you support 100 concurrent viewers on a single network segment, you would require 5 megabits per second (Mbps) of available bandwidth on that segment, according to the following calculation:

 (100 users ( 50 Kbps) = 5,000 Kbps, or 5 Mbps

When calculating bandwidth requirements, use the actual encoded bit rate, not the target bit rate. For example, the Windows Media Encoder templates for single ISDN lines (56 Kbps) and dial-up connections (28.8 Kbps) encode audio at an actual bit rate of approximately 37 Kbps and 24 Kbps respectively. The discrepancy between actual and target bit rates is because, over dial-up connections, there must be some additional bandwidth available for other traffic (such as compression and error correction) to be transmitted.

Streaming traffic is different from other network traffic. If you have used a network analyzer (for example, Network Monitor, included in the Windows operating system) to monitor traffic on your network, you may have noticed spikes in your bandwidth utilization while large files are being copied. Streaming traffic, unlike the inconsistent traffic of a typical data network, is a consistent stream of data. Fast Streaming on the other hand will transmit traffic faster than the streaming rate.

It is important to determine how much bandwidth your network can dedicate for streaming without adversely affecting other applications. You should begin by determining a baseline of network usage for a business week. A baseline is a measure of network capacity and performance that is used to compare different configurations. Once you have determined a baseline for network usage you can estimate the additional bandwidth available for the peak of your streaming traffic. Also, keep in mind that when your streaming traffic is at its peak, such as during a company-wide announcement, there will be less traffic from other sources, such as e-mail, Web browsing, and document transfers, because most people will be watching the stream.

For networks with bandwidth constraints, certain techniques can be used to reduce the impact of streaming on the network. For example, frequently requested on-demand media files can be scheduled and delivered via multicast rather than made available on-demand. Other technologies, such as content replication, and caching can also reduce the load on the network. 

Server Throttling

Windows Media server components allow you to set limits on the number of clients connecting to, and bandwidth served from Windows Media server. For unicasts, limits can be set on a server-wide level, or at the publishing point level. This is useful in preventing your network and server from being saturated by too many client connections.

At the server level, it is also possible to set a maximum bit rate that for any single stream being delivered from the server. The Maximum File Bit Rate parameter limits the amount of bandwidth at which any one file can be streamed. For details on server throttling, see the Windows Media Services Help. 

Content Creation

Content creation can be seen as a set of guidelines, processes and tools which enable personnel to efficiently create and prepare digital media content. Companies will want to address video production needs if they are creating original content in a professional studio setting. This is not addressed in this paper, but is worth considering when implementing a digital media solution. 

Encoding

Encoding is the process of digitizing analog audio and video input into a desired format for distribution and play back. Encoding is a two-phase process; analog content is first digitized by a hardware-based encoder card that produces a “raw” uncompressed format, this is typically .AVI or .WAV. These raw files are then encoded by a software-based encoder (Windows Media Encoder) into the specified format with the desired bandwidth and quality settings. This two phase process is typically done as one seamless process, where the hardware encoder will feed the software encoder in real time, sometimes avoiding the production of the raw digital files. The Windows Media Encoder outputs the Windows Media format, .WMA and .WMV. 

When producing original audio or video content, encoding existing VHS or Beta tapes or encoding final produced content, storage requirements are significant. It is advantageous if all original content can be saved in its raw, highest-quality format so it can be re-purposed in the future if required. 

Content production groups will generally want to maintain their own libraries of content, in its various phases of production. Often, multiple versions of a content element will exist to facilitate review and simultaneous work by several groups, in a similar way to when a large document is written. Scalable and reliable storage is essential. 

Authoring/Development Tools

The right authoring and development tools are key to a good final product. The value of digital media lies in the integration and synchronization of content to make compelling presentations. There are two ways to achieve this, either use authoring tools or more sophisticated development tools. 

Authoring tools simplify the process by allowing drag and drop functionality in a graphical user interface. Two examples are Microsoft Producer and Microsoft Movie Maker, which are both intended to be end user applications. Distributing the content creation process out to end users will help increase the rate at which content is published and also reduce the burden on central IT groups. 

Development tools, typically in the form of SDKs are intended for web developers to program custom solutions. There are situations where it will be desired to create more sophisticated content for special events, such as integration of Flash or DHTML into a presentation. 

The use of authoring applications is preferred if the creation process is going to be part of the business process on a regular basis. Leveraging development resources to create digital media presentations can be costly and generally more time consuming. 

Microsoft Producer

Microsoft Producer is a desktop tool used to create rich-media content. It enables enterprise media professionals and business users to easily create compelling digital media presentations. Producer allows users to combine and synchronize audio and video with Microsoft PowerPoint slides, HTML, and images, either manually or through its built-in Wizards. Producer simplifies the process of creating and distributing digital media presentations, enabling even the novice business user to leverage digital media in professional-looking presentations. 

Producer reduces the cost of creating rich media presentations by allowing end users to do the work themselves, without any intervention from IT. This reduces the cost of content creation, and increases the number of rich media presentations that an organization can publish.  Producer also includes an SDK that gives IT managers control over where content gets published – so Producer effectively offers the enterprise both an easy-to-use authoring tool for end-users and the means to integrate rich-media content into existing content management processes.

Content Bit Rates

Content can be encoded at different fidelities depending on the business and network requirements. The fidelity controls the quality of the stream, for both audio and video. It can be controlled by changing the size of the video frame or window and the bandwidth of the audio. It is common to encode content at several fidelity levels to support a broad set of user requirements. Users over a dialup VPN may only be able to support a 16kbps stream, while users on the corporate network can support 300kbps. 

Consider the fidelity of the content as a way to control the quality of the stream delivered. Attempting to deliver a 300kbps stream over a 128kbps link would create a bad user experience. A 90kbps version of the same content would be much more satisfactory. The bit rate of a .wma, or .wmv stream depends on a number of factors including compression, frame size, frame rate, quality, codec, and type of content. When choosing a bit rate, find the rate at which bandwidth is kept as low as possible while at the same time offering the best user experience. The Windows Media 9 Series Audio and Video codecs are optimized to provide the highest quality sound and video at both low- and high-range data rates. It is important to keep in mind the target bandwidth for which you are authoring. For example, you can achieve CD-quality audio for music at 48 Kbps, but 28.8 kbps modem users will not be able to listen to the stream because it will require excessive buffering that entails a long wait.

If you are planning on supporting a wide range of bandwidths, such as those required by users with dial-up modem and LAN connections, multiple bit rate encoding is a good solution, but not a cure-all. When using multiple bit rates to encode at dial-up (28.8 Kbps) and LAN (300 Kbps) speeds simultaneously, you cannot increase the audio higher than the lowest target bit rate. For high quality encoding, this may not be the best solution. Therefore, it is suggested that you offer multiple versions of your media content, each with a range of connection speeds. For example, you could offer a stream targeted at dial-up modems encoded for 28.8-Kbps and 56-Kbps speeds with a small frame size (176 x 144 pixels) but good image quality and little pixel distortion; a second targeted at ISDN, WAN, and cable modems/DSL users (from 80 Kbps to 128 Kbps) with a larger frame size (320 x 240 pixels) but lower frame rate (15 frames per second [fps]) and some pixel distortion; and a third targeted at users with high-speed LAN connections (250 Kbps to 512 Kbps) at 320 x 240 or larger frame size with full motion (30 fps) and near-digital-quality video.

You should experiment with different types of content and encoding templates, using the Windows Media Tools or third-party tools. When deciding on an acceptable bit rate for your media, consider your network capacity. For samples of audio and video encoded at various bit rates, see the Windows Media 9 Series Audio and Video page on the Microsoft Web site (http://windowsmedia.com/9series/DemoCenter/AudioQuality.asp?page=6&lookup=AudioQuality). The audio comparison page includes comparisons with other common audio formats.

Security

Securing servers from unwanted user access should be a concern when designing an enterprise-wide streaming infrastructure. If there is a presentation by the finance department that should only be seen the members of that department, then you must ensure that only the people who have permission to see the content can do so. By implementing security on your streaming servers, you can control access to the content on the servers. 

Microsoft Windows Media includes built-in security features that integrate fully with Microsoft Windows Server 2003 and provides enterprise grade security that integrates with corporate security policies and standards. Using Windows Server security helps you protect your computer and its resources through Windows Media authentication and authorization plug-ins. You can control access to all computer resources and content by requiring users to authenticate and limiting the user rights of these accounts. The settings for these features are configured by using familiar Windows Administrative Tools such as Active Directory Users and Computers and the Windows Media Services MMC or web management tools. 

Authentication

Windows Media server components can be configured to require clients to be authenticated before they can access Windows Media content. Authentication is the process of verifying the identity of a user, usually through a user name and password. When a user is authenticated, the security permissions for the user are read from the security database. This information is passed to the server, and either the requested title is opened or the request is rejected. 

Windows Media Services includes authentication plug-ins that you can enable in order to validate user credentials. Authentication plug-ins work in conjunction with authorization plug-ins: after users are authenticated, authorization plug-ins control access to content. 

Windows Media Services authentication plug-ins are categorized as follows: 

· Anonymous authentication - Do not exchange challenge and response information between the server and a player, such as the WMS Anonymous User Authentication plug-in. 

· Network authentication - Validate users based on logon credentials and include the Windows Media Services Negotiate Authentication and Digest plug-ins.  

If you want users to be able to access content based on their network logon credentials, you can enable the WMS Negotiate Authentication plug-in. This plug-in uses an encrypted challenge/response scheme to authenticate users. It is a secure form of authentication because the user name and password are not sent across the network; the player acknowledges the password by using a cryptographic exchange with the Windows Media server. The WMS Negotiate Authentication plug-in relies upon established user logon credentials that are authenticated using either NTLM or Kerberos authentication. 

By using this plug-in, you can authenticate users on a variety of operating systems. NTLM authentication was the default authentication in Microsoft Windows NT Server 4.0. It is retained in Windows Server 2003 for compatibility with computers that are running Windows NT 4.0 and earlier. It can also be used to authenticate users that log on to stand-alone computers that are running Windows 2000 Server or later. Kerberos authentication is the default authentication method used in the Microsoft Windows 2000 Server and Microsoft Windows XP operating systems. 

This form of authentication is appropriate for an intranet site that needs to support a variety of Windows clients as well as provide protection for confidential content. 

The authentication and authorization plug-ins work together to grant clients access to streaming media content. If either the WMS NTFS ACL Authorization plug-in or the WMS Publishing Points ACL Authorization plug-in is enabled but no authentication plug-in is enabled, unicast clients cannot access the server.

When a user attempts to access a server or publishing point, the server will firstly authenticate users with the anonymous authentication plug-in. If more than one anonymous authentication plug-in is enabled, the server only uses the first one listed. If that attempt fails or an anonymous authentication plug-in is not enabled, the server attempts to authenticate the user by using a network authentication plug-in. If more than one network authentication plug-in is enabled, the server attempts to use the first one that is also supported by the client. The order in which a plug-in is listed in the details pane can be changed using the Server Object Model, which is documented in the Windows Media Services Software Development Kit (SDK).

If you enable all of the default Windows Media Services authentication plug-ins and a player attempts to access the server, the server uses the WMS Anonymous User Authentication plug-in first to validate the user. If the server is unable to provide access to the user based on the anonymous user account specified for the plug-in, the server then tries to authenticate the user by using the WMS Negotiate Authentication plug-in. If this attempt fails, Windows Media Player version 7 and later will continue to attempt to authenticate using this secondary method. Previous versions of the Player will stop after the secondary method has failed once.

If a player is connected through HTTP, the player disconnects from the server each time the user stops, pauses, fast–forwards, or rewinds your content. If the user tries to continue receiving the content, the authentication and authorization process occurs again.

You can enable multiple authentication plug-ins at the server and publishing point levels. If you enable an authentication plug-in for a server and then enable another authentication plug-in for a publishing point of that server, only the plug-in for the publishing point is used to authenticate users. 

The authentication and authorization plug-ins work together to grant clients access to streaming media content. If either the WMS NTFS ACL Authorization plug-in or the WMS Publishing Points ACL Authorization plug-in is enabled but no authentication plug-in is enabled, unicast clients cannot access the server. 

The WMS Digest Authentication plug-in is only available in Windows Media Services in Windows Server 2003, Enterprise Edition or Windows Media Services in Windows Server 2003, Datacenter Edition. If you are running Windows Media Services in Windows Server 2003, Standard Edition, this feature is not supported.

Authentication can be extended via the Windows Media Services Software Development Kit (SDK) to work with any ODBC-compliant user database.

Authorization

Authorization refers to a security feature for granting or denying access to protected resources based on the privileges of an authenticated user. For Microsoft Windows Media Services, the protected resources include content or media to which you want to control access, such as broadcast or on-demand content. Authorization works hand in hand with authentication, which confirms the user identity. In general, a user who fails authentication does not have permission to access the requested resource.

You can enable authorization plug-ins to control the access to content by authenticated users. If you enable an authorization plug-in, it is required that you also enable an authentication plug-in for users to be able to access your publishing points. However, the WMS IP Address Authorization plug-in does not require an authentication plug-in to authenticate a player. 

You can enable authorization plug-ins at both the server and the publishing point levels. If you enable an authorization plug-in for a server and another for a publishing point on the server, both authorization plug-ins are used to authorize a user, but the plug-in for the server is used first. If you enable multiple authorization plug-ins for a server or for a publishing point, all the plug-ins are used in the order they appear on the Properties tab for the server or publishing point. If a user is denied access by any of the plug-ins, the authorization process terminates, and the server checks whether another authentication plug-in is enabled to authenticate the user. 

Windows Media Services provides the following authorization plug-ins:

· WMS NTFS ACL Authorization plug-in - Set access permissions on files and directories in an NTFS file system, you can enable the WMS NTFS ACL Authorization plug-in to enforce the permissions. This plug-in enforces discretionary access control lists (DACLs) and system access control lists (SACLs) that have been set on files and directories in an NTFS file system.

· WMS IP Address Authorization plug-in - Allow or deny access to content based on specific Internet Protocol (IP) addresses or groups of IP addresses by enabling the WMS IP Address Authorization plug–in.

· WMS Publishing Points ACL Authorization plug-in.- Create access control lists (ACLs) for the publishing points on your server and assign the access permissions to users or groups through the properties sheet of this plug-in.

By enabling Access Control List (ACL) checking, a Windows Media server can check the access privileges of an instance of Windows Media Player against the access rights for any .wmv, .wma, or .wmv file, directory, or .wmv, .wma, or .wmv stream. In addition, you can restrict access to multiple files simultaneously by assigning an ACL to the directory where the files are stored. You can set an ACL for stored content on an NTFS file system partition by assigning an ACL for the file or the physical directory where the file is stored. Furthermore, you can set an ACL for on-demand content stored on a FAT partition by setting an ACL for the registry key associated with the on-demand unicast publishing point. You cannot use ACL checking without enabling an authentication mechanism because unknown users cannot be authorized. Lastly, a Windows Media server can grant or deny access to streams based on the IP address of the client.

In security conscious enterprises, the combination of the WMS Negotiation Authentication and either NTFS ACL Authorization or Publishing Points ACL Authorization will be most often appropriate.

Digital Rights Management (DRM)

Microsoft's Windows Media Rights Manager lets content providers deliver songs, videos, and other media over the Internet in a protected, encrypted file format. Windows Media Rights Manager helps protect digital media (such as songs and videos) by packaging media files. A packaged media file contains a version of a media file that has been encrypted and locked with a "key." This packaged file is also bundled with additional information from the content provider. The result is a protected media file that can only be played by a person who has obtained a license. 

Windows Media Rights Manager can be very useful to organizations that need to provide secure downloadable media to their local and remote users, vendors, clients or partners. An organization, for example, can use Windows Media Rights Manager 7 to gather information about the people who request the media or to make content licenses expire after a specific duration.

Another aspect of managing digital media content is handling the usage rights associated with a specific piece of content. With the increase in peer-to-peer file sharing and content piracy, the issue of copyright protection is a high priority for content creators, owners and distributors. Microsoft provides a robust means of Digital Rights Management (DRM) via Windows Media Rights Manager software. 

DRM essentially encrypts content and creates a license key which is required to access the content. Business rules are created in association with the license keys which govern the rights users have to access the content. The content can be distributed freely. When users access content there is an acquisition URL which points to the license key, at that point, the user is authenticated, and their rights are determined. The Microsoft Windows Media Rights SDK provides the leading DRM platform for secure distribution of content. 

Auditing and Logging

Logging is an important step in determining the effectiveness of your Windows Media implementation. Windows Media unicast and multicast events are written to standard W3C-compliant plain-text log files that can be imported into statistical analysis packages for report generation. A unicast log can record every action taken by a user on a Windows Media server. Examples of these statistics include the stream watched, client’s IP address and DNS name, player version, start time, any fast forwards, rewinds, stops, pauses and duration of the stream watched. Recall that a multicast differs from a unicast in that in a multicast, users do not connect directly to the media server. Rather, Windows Media Player is configured by an .nsc file to listen to a multicast IP address. For this reason, multicast logs do not contain the same detailed information as unicast logs do. Specifically, multicast logs can only record initial connection information, examples of which include the stream name, client IP address, client DNS name and start time. Since users never talk back to the Windows Media server once the multicast is loaded, multicast logs cannot report things like duration of the stream, average quality received or total buffer time.

Multicast logs are generated on Microsoft IIS 6.0 Web servers rather than on the Windows Media servers themselves. This is because a log entry is generated when Windows Media Player downloads an .nsc file sitting on a Web server file. An ISAPI DLL (NSIISLOG.DLL) included with Windows Media Services handles the Windows Media Services multicast log generation for IIS. 

Check the Windows Media Services help documentation for specific field names and values found in Windows Media log files and for details on enabling unicast and multicast logging.

Reporting

Reports generated from Windows Media Services log files can be used to filter, sort, and view user trends on Windows Media servers. Reports are an important part of the stabilization phase because they can provide usage information to business managers and administrators to identify potential problems and bottlenecks in the streaming design. For example, a high number of stream errors or abnormal stream terminations can mean an improperly configured Windows Media server; excessive client buffering may point to network bandwidth issues, and so on.

Sophisticated reports can be generated by a variety of third-party statistical analysis packages that support the W3C streaming log file standard. A list of software vendors that specialize in Windows Media reporting tools can be found on the Microsoft Window Media Technologies partners Web site.

Content Management and Distribution

As content is created and made available to end users, large amounts of network and server storage will be required. Typically, content will be centrally managed but highly distributed. This means that the source content is found in one central location, but copies of the content are found near the edge for user consumption. 

Content Delivery Network (CDN)

The CDN handles the distribution and management of the digital media content. This is the heart of any digital media solution.  Content delivery networks may be either software or hardware based solutions.

The CDN will typically need to handle two forms of streaming content: live and on-demand. Delivering “live” digital media is similar to a live television broadcast in that the streamed content is delivered in real time, so that all participants view it at the same time while the event itself is taking place. On-demand delivery of digital media is similar to a VCR player, allowing viewers to select content and then to control its playback by rewinding, pausing and fast forwarding. 

Digital media will impose demands on the network. Introducing it will most likely require a cache-based CDN solution. Caching technology enhances network capabilities without needing to increase bandwidth or upgrade network components. Content can be proactively scheduled to be distributed to specific locations within the enterprise ensuring availability and improving viewing quality while minimizing WAN expense. 

Storage solutions can be implemented in a variety of ways, but one large central repository with many smaller repositories on the edge is a common design principle.

When designing a storage solution, consider the access requirements, as this will often dictate the solution with the appropriate bandwidth for getting storage off the disks. Typical options include direct attached storage, network attached storage (NAS) or a storage area network (SAN). NAS is an appliance that is network addressable by multiple devices across the IP network, while a SAN is based on a fibre channel storage system, connecting multiple hosts to central storage via 2 Gb/s fibre channel. 

Streaming, Web Server, and Packaged

One fundamental question to ask before embarking on a streaming infrastructure implementation is whether streaming is required at all. Depending on your needs, using a Web server to deliver media clips to your viewers may be suitable for real-time multimedia delivery.

By hosting media content on a Web server, the client starts playing the audio or video while it is downloading, after waiting only a few seconds for buffering. This small buffer allows the media to continue playing uninterrupted even during periods of high network congestion. With this delivery method, the client retrieves data as fast as the Web server, network, and client will allow without regard to the bit rate setting of the compressed stream. It is possible, if network conditions permit, for most of the media file to be transmitted to the client in the first few moments of playback, so that the file plays back from the local buffer. 

Using a streaming media server, rather than a Web server, data is delivered at the exact bit rate associated with the compressed audio and video streams. The server and the client stay in communication during the delivery process, and the streaming media server can respond to any feedback from the client. Aside from the buffer, data is never stored on the client; rather, it is played and then “thrown away.” Streaming, unlike bursting, is a steady method of delivery.

Using a streaming media server offers many advantages over Web server delivery, such as more efficient network throughput, support for VCR-like controls including fast forward and rewind, dynamic quality adjustment based on network conditions, multicast delivery, and improved scalability. Nevertheless, Web servers may be an acceptable solution in environments where there is a strong Web server infrastructure and there is a need for infrequent on-demand clips.

Redirecting Clients

When designing your solution with WAN users in mind, you will want to make sure that users in remote sites connect to their own local media server, rather than having a remote user pull a stream from a media server over the WAN. There are a number of ways to redirect users to the closest media server. One method, if there are different Domain Name Service (DNS) servers in each remote location, is to have each site resolve to its own local Windows Media server farm. For example, if a user clicks on a link to watch a stream from media.company.com in New York, DNS would resolve this to the IP for the New York server, whereas in San Francisco it would resolve to the IP of the San Francisco media server. 

Another way of redirecting clients is using .wmx files. These files are useful because they can be dynamically generated on a per-request basis. When a user requests a stream, for example, a CGI script or ASP page checks the user’s IP address against a database of IP address ranges. If the client’s IP address is in New York, the .wmx file is returned with the name of the New York server in its URL. If the IP falls within the San Francisco IP range, the .wmx file returns the name of the San Francisco server farm.

Portals, Embedded, and Standalone Player

Windows Media player applications can be experienced in corporate portals, embedded into internet web pages, and within the standalone player.  Windows Media Player includes a Microsoft ActiveX® control that renders video and audio. This control is available on any computer running Windows Media Player. In addition to being a stand-alone technology, Windows Media Player includes a Component Object Model (COM) server in the form of an ActiveX control (the relationship between the Player and the ActiveX control is the same as the relationship between Microsoft Internet Explorer and the Web Browser ActiveX control that it provides).  This means two opportunities for creating applications that use the Windows Media Player ActiveX control: 

· Use the control in a Web application

· Use it in a Windows-based application.

Scenarios

Placement of Streaming Servers

In a single site deployment, your Windows Media servers should tie into your backbone segment via a Fast Ethernet switch.

In a multiple site deployment, there are several technical and administrative tasks to consider before building your design. One can take a centralized or distributed approach to supporting more than one geographical location in your company.

A media server farm is a group of media servers clustered to support high availability. In a centralized architecture, your media server farm resides in one physical location and users in remote locations connect via the WAN. You could configure the Windows Media servers with a publishing point for each remote location and set an individual bandwidth limit on each publishing point based on the available bandwidth over the WAN. In this case you would need to redirect each remote user to the proper publishing point. In unicast live scenarios, this solution does not scale well, as the number of simultaneous users you can support is limited by the speed of your WAN. This solution is best when you have high-speed connections between remote sites or have a relatively small number of users in each remote site that would not warrant an implementation in that location. 

In a distributed architecture, each remote location has its own media server farm, and techniques such as replication, scheduling, and distribution enable remote users to view streams originating from a central location. For example, rather than having every remote user pull live streams over the WAN from a central location, you could configure a distribution server in the remote site to pull a single stream from the server in the central location and “re-broadcast” the stream to all of the users in the remote site. For the on-demand scenario, content replication could be used to maintain the same content in each site for local users. Again, some form of redirection would be needed to direct remote users to the proper local media server farm to request streams. 

In a multicast scenario, live events scale very well if the entire enterprise is multicast enabled. In this case, only one Windows Media server is needed to broadcast the multicast throughout the network. In mixed multicast environments where multicasting is enabled at the subnet level but not between subnets, hardware or software tunneling can be a used to propagate the multicast. Multicast stations can also be set up so that they support both multicast and unicast requests. Therefore, if users on a non-multicast-enabled subnet request a multicast stream, they are still able to view the stream.

Most organizations employ a firewall to protect their network from unauthorized outside traffic. Windows Media servers can be deployed inside or outside a firewall, depending on your company policy. In an intranet environment your Windows Media servers should be placed on your production network inside the firewall. Configure your firewall to enable MMS connections to the Windows Media servers. If configuring your firewall to enable MMS is not an option, enable HTTP streaming on your Windows Media servers. Since MMS is a more efficient protocol for Internet streaming, it is suggested that your Windows Media servers be placed outside the firewall. Windows Media Encoder 9 delivers its streams via HTTP, which passes easily through the firewall to Windows Media servers. You can use FTP to maintain files on your servers. Open a port for DCOM to administer the servers using Windows Media Administrator.

For details on configuring your firewall to support Windows Media Technologies, consult the preceding Firewalls section.

Placement of Encoders

Windows Media Encoders should reside on your production network. To communicate with Windows Media servers outside the firewall, use HTTP to transmit live streams between them. 

Windows Media Encoders have a limit of 50 client connections. Each connection however, degrades the performance of the encoder. Therefore, it is recommended that you have a first level of Windows Media servers that receive the streams from Windows Media Encoders and re-distribute the stream to other Windows Media servers downstream or in remote locations over the WAN. This enables centralized starting, stopping, and management of live stations or server-side play lists.

Linking to your streams requires ASF Stream Redirector (ASX) announcement files that tell Windows Media Player which server to connect to and which ASF stream to play. Other supported announcement files are .wmx and .wmx. Generally, .wmx files are stored on Web servers and are downloaded when a user clicks on a hyperlink from a Web page. Additionally, for multicast events, Windows Media station configuration files (NSC) are also required; these configure Windows Media Player before a multicast stream loads. You can use your existing intranet Web infrastructure to store your ASX and NSC files. If your Web servers are centrally located, you may keep the same design and store your ASX and NSC files in the central position. Since ASX and NSC files are smaller than an average Web page and are only downloaded when a stream is first requested, it does not generate much traffic over a WAN. If you have intranet Web servers in your remote locations, you can replicate .wmx files and .nsc files along with your Web content. 

For multicast distribution, an ISAPI DLL running on Microsoft IIS handles logging. Since stream requests generate little traffic and are only generated when a client first requests a multicast stream, it is okay to have your logging server centralized rather than having a logging server for every Windows Media server farm. However, because the beginning of a live event can generate a high volume of stream requests every second, consider distributing or load-balancing your logging servers for this scenario.

Handling Slow Links

Multicasting high-bandwidth streams to conserve bandwidth on a local subnet may be a good solution, but over a slow wide area network link, it may consume too much bandwidth. In this case, you can offer different versions of a multicast stream for the different types of users: a high-bandwidth encode for local area network users and a lower bandwidth encode for remote users. One way to offer streams to remote users while maintaining high bandwidth and high quality is to consider “delayed live” or “scheduled” multicast. In this scenario, high-bandwidth streams are multicast live to local network users and saved to a .wmv file simultaneously. At certain points during the live event, or when the event is complete, the saved high-quality .wmv file(s) can be distributed to Windows Media servers in the remote locations and multicast to local users in that site, with a time delay. 

By encoding your content at multiple bit rates, you can support users that connect via slow links such as WANs or dial-up connections. Multiple bit rate encoding ensures that remote users get the same access to streams as local LAN users. 

For remote access users that use dial-up connections to the corporate network or VPN users that connect via the Internet, there are a number of ways to support streaming. Due to the nature of multicast packets, multiple bit rate encoding is not supported during a multicast; only the highest band will be transmitted. Therefore, for live events, if multicast is supported over remote access, consider a separate low-bandwidth multicast station that supports your lowest modem speed (e.g., 22K). If multicast forwarding is not supported over remote access, then configure your multicast station as both a multicast and unicast distribution point. That way, LAN users can connect to the stream via multicast to the high-bandwidth version and dial-up users can connect via unicast to the low-bandwidth version. 

In order to alleviate traffic over the corporate network, consider hosting streams over the Internet to VPN users or trusted clients. In this model, live and on-demand streams are delivered via unicast over the Internet. If your ISP and your VPN users’ ISP support MBone, then you could multicast your live events over the Internet to remote users. See the sections entitled Authentication and Authorization to learn more about securing your content when streaming on the Internet. 

Live Broadcast for Remote Users

In this scenario, the company wants to make their live executive broadcasts available to LAN connected users as well as their off-site dial-up and Virtual Private Networking (VPN) users. They are using Windows Server Routing and Remote Access service for 28.8 Kbps to 56 Kbps dial-up connection users and Point to Point Tunneling Protocol (PPTP) for VPN connections from the Internet. 

In this design, the multicast infrastructure with tunneling is retained to support the LAN connected users. The multicast station is configured so that it can be accessed as both a multicast (via LAN) and unicast (via dial-up). The live stream is encoded as a multiple bit rate stream at 28.8 Kbps modem, 56 Kbps modem, and 300 Kbps high-speed LAN bit rates. When the stream is multicast, the 300 Kbps band is served; when dial-up modem users request the stream, the Windows Media server calculates the proper band to deliver based on the modem connection speed. Windows Media servers are placed in the same subnet as the Remote Access servers so that the dial-up connection users do not have to pull streams over the wide area network.

Since VPN users in this scenario can access the Internet from any number of local ISPs, the company has an ISP host the live event for them on the Internet. This allows the company to support remote users while at the same time not stressing their own links to the Internet. To prevent unauthorized access to the live streams from the Internet, the ISP’s media servers are configured to use HTTP authentication against a Microsoft Site Server 3.0 Membership Database. Users connecting via the Internet must supply their username and password to gain access to the live stream

Bandwidth Constrained On-Demand 

In this scenario, the company wants to provide on-demand access to training videos and multimedia versions of corporate policies and procedures in a single site. The network infrastructure group has determined that network utilization at the site is very high and they are concerned that the network might not be able to handle the additional burden of on-demand streaming. A network upgrade is planned for the future, but will not be in place for another 12 to 18 months.

In this design, the illustrated audio technique is employed. Quality audio, encoded at a low bit rate and synchronized with Microsoft PowerPoint slides, provides the delivery users are looking for while having a minor impact on network usage. When additional network bandwidth becomes available, the stream’s bandwidth can be gradually increased to provide high-quality audio and video. 

Network administrators monitor the Windows Media unicast usage logs and determine the top 10 requested on-demand streams. To save network bandwidth, the top 10 streams are streamed via multicast throughout the day. Users can watch the stream during one of its scheduled times throughout the day. This way, higher quality streams, including video, can be delivered over the network.

An internal Web page is used to schedule and advertise the training video’s multicast schedule. The schedule is integrated with the company’s intranet so that upcoming events can be advertised on the company’s Internet homepage. Users can browse the schedule and bring up the event at its scheduled time.

Content authors export the PowerPoint slides to JPG graphic file format and synchronize the audio with the slides. Slides are published on the company’s existing intranet Web servers and .wmv or .wma files are published to the Windows Media server.

Live on the Internet

In this scenario, a company wants to announce their annual earnings to shareholders, investors, clients, vendors, or partners over the Internet. The announcement should be accessible live. Security is a major concern, as the company does not want the information to be released to the general public. The company would also like to know how many people participate in the live event.

In this design, the company chooses to host their own event by leveraging their high-speed connection to the Internet. A centralized server design is used where the Windows Media servers and a single Web server are placed outside the company’s firewall. For the live unicast event, HTTP is allowed on the firewall for the streaming media traffic between the live encoder on the internal network and the media servers external to the network.

After the live event, a third-party reporting tool is used to read the Windows Media Services unicast logs and generate a custom report. The Web-based report is posted on the Web server and delivered to management.

Implementing

Prototype

Building a Lab

The lab environment serves to evaluate and test the production Windows Media 9 platform. The lab is configured to reflect the production network and offer all of the primary scenarios for testing and evaluating the Windows Media platform. The lab should be configured in a way that will make it easy to change network configurations and move test clients across various network segments. 

Specifications and Configuration

A common hardware list for the Lab includes the following equipment:

· Encoding servers with digital capture cards

· Windows servers, running IIS, WM9 services, DHCP, AD

· WAN simulation (hardware or software based)

· Dedicated router with 3-4 available Ethernet interfaces

· Level 4 switches

· Desktop workstations

· Administrative workstation

· Wireless LAN

· Laptop with wireless NIC

· Mini-studio with camera, microphone and tape deck (VHS or Beta). 

Media Server Hardware Specification

Windows Media Services is an optional component in Microsoft Windows Server 2003, Standard Edition, Windows Server 2003, Enterprise Edition, and Windows Server 2003, Datacenter Edition. This table describes the recommended system configuration for streaming using any version of Windows Server 2003. Several components contribute to the performance of a Windows Media server. This section describes how CPU, memory, disk subsystem, and network card affect throughput

Windows Media Services service and Windows Media Services snap-in

The default Windows Media Services installation includes both the Windows Media Services service and the Windows Media Services snap-in. The Windows Media Services snap-in provides you with full control of the server and enables you to manage groups of Windows Media servers using Microsoft Management Console. 

The following table shows the system requirements for the computer running the Windows Media Services service and the Windows Media Services snap-in:

	
	Requirement
	Recommendation

	Operating system
	Windows  Server 2003, Standard Edition
	Windows  Server 2003, Enterprise Edition or Windows  Server 2003, Datacenter Edition

	Processor
	233 megahertz (MHz)
	550 MHz or higher

	Memory
	256 megabytes (MB) of RAM
	1 gigabyte (GB) of RAM or higher

	Network interface card
	Ethernet card and Transmission Control Protocol/Internet Protocol (TCP/IP)
	Same

	Free hard disk space
	21 MB (6 MB for system files and 15 MB for installation); adequate disk space for content storage
	21 MB (6 MB for system files and 15 MB for installation); 500 MB for content storage


Table 7: Windows Media Services Requirements

The Windows Media Services snap-in can be added to clients that meet the following requirements and have the proper administrative rights.

	
	Requirement

	Operating system
	Windows  Server 2003, Standard Edition, Windows  Server 2003, Enterprise Edition, Windows  Server 2003, Datacenter Edition 

	Software
	Microsoft Management Console


Table 8: Windows Media Services Snap-in Requirements

· CPU - If the capacity of a server is reached, adding more processing power does not necessarily increase server throughput. Windows Media Services scales fairly linearly from one to two processors. However, beyond two processors, there is a point of diminishing returns that often does not justify its cost/benefit.

· Memory - Adding more RAM to a Windows Media server increases the number of clients the machine can serve – assuming that other limiting factors such as CPU, disk, and network I/O do not max out first. Since Windows Media Services does not use system memory to cache file system data, adding RAM does not relieve performance bottlenecks related to disk I/O. The optimal configuration for a high-availability Windows Media server is 512 MB of RAM. Beyond this number, the cost/benefit ratio tends to decline.

· Network Interface - To obtain best results from each of your servers, the network connection should be through a dedicated Fast Ethernet (or OC3 ATM) switched network segment. Consider using multiple network cards: one dedicated to streaming content to clients; and one for remote administration, monitoring, replication, receiving streams from Windows Media Encoders, and for distributing streams to secondary distribution servers. The benefit of this configuration is that remote administration is not at risk if the client segment becomes saturated. 

Disk - Because disk output performance is a pivotal concern in streaming on-demand content, it is important to optimize the disk read configuration on each server. The server should have three high-RPM, low-access time disks configured as a RAID array. Typically, more than three disks in each array do not increase performance because of bus saturation (some high-performance drives can saturate a drive chain with only two disks attached). Also, you can increase performance with dedicated memory on the hardware-based disk array controller. This enables the array controller to cache commonly accessed data. Consult your hardware vendor to determine the suggested configuration for optimal disk read throughput. If you are only concerned with streaming live content and don’t plan on storing or streaming on-demand, then a “lighter” disk configuration is appropriate.

Encoder Hardware Specification

Encoding and producing multimedia content can be highly CPU-intensive operations. Depending on the quality, size, and bandwidth of the video, encoding can overwhelm a computer’s resources. With this in mind, it is important to plan your video production platform accordingly. The following table outlines the requirements for Windows Media Encoder.

	Encoding task 
	Minimum configuration 
	Recommended configuration 

	Conversion of files 
	266 megahertz (MHz) processor, such as an Intel Pentium with MMX 

Microsoft Windows® XP or Windows 2000 

64 megabytes (MB) of RAM 
	500 MHz processor or higher, such as a Intel Pentium III 

Windows XP 

128 MB of RAM or more 

	Capture and broadcast of audio files 
	266 MHz processor, such as an Intel Pentium with MMX 

Windows XP or Windows 2000 

64 MB of RAM 

Supported audio capture device 
	866 MHz processor or higher, such as an Intel Pentium II or Advanced Micro Devices (AMD) processor 

Windows XP 

128 MB of RAM or more 

Supported audio and video capture device 

	Capture and broadcast of audio and video files for dial-up modem and mid-bandwidth audiences using the Windows Media Audio 9 and Windows Media Video 7 codecs 
	Single stream and multiple-bit-rate content for 28.8 kilobits per second (Kbps) and 56 Kbps modems: 

300 MHz processor, such as an Intel Pentium II or AMD processor 

Windows XP or Windows 2000 

64 MB of RAM 

Supported audio and video capture device 
	Single stream and multiple-bit-rate content for 100 Kbps through 500 Kbps: 

866 MHz processor or higher, such as an Intel Pentium II or AMD processor 

Windows XP 

256 MB of RAM 

Supported audio and video capture device 

	Capture and broadcast of audio and video files for dial-up modem and mid-bandwidth audiences using Windows Media Audio and Video 9 Series codecs 
	Single stream content for 28.8 Kbps and 56 Kbps modems: 

1.5 gigahertz (GHz) processor, such as an Intel Pentium IV or dual AMD 1900 

Windows XP or Windows 2000 

64 MB of RAM 

Supported audio and video capture device 
	Single stream and multiple-bit-rate content for 100 Kbps through 500 Kbps: 

1 GHz dual processor or higher, such as an Intel Pentium III or IV or dual AMD 1900 



256 MB of RAM Windows XP 

Supported audio and video capture device 

	Capture and broadcast of audio and video for high bandwidth using Windows Media Audio and Video 9 Series codecs 
	Use recommended configuration 
	Single stream and multiple-bit-rate content for 500 Kbps through 2 megabits (Mbps) or more: 

2 GHz dual processor or higher, such as an Intel Pentium IV or dual AMD 1900 

Windows XP 

256 MB of RAM or more 

Supported audio and video capture devices 


Table 9:  Windows Media 9 Series Encoder System Requirements

· CPU - Because the quality of a live video stream depends greatly on the speed of the CPU, the faster the CPU, the better video quality you can achieve. Windows Media Encoder is multithreaded and scales very well on dual- or quad-processor workstations. On a dual processor workstation for example, you can achieve full-screen, 640 x 480-pixel, 30-fps high-quality video.

If there are enough CPU cycles to spare, a single workstation can support multiple instances of Windows Media Encoder for real-time encoding of live video and/or audio. For each simultaneous video stream, the encoder requires a dedicated video capture card and sound card. For audio only, each simultaneous audio stream requires its own dedicated audio card or a multi channel audio card. A single workstation has been known to support up to 8 simultaneous 20 Kbps live audio encoders with a pair of multi-channel audio devices. Check with supported hardware manufacturers for products that support multiple devices in a single workstation.

Desktop Hardware Specification

Microsoft Windows Media Player enables playback of live and on-demand streaming content in addition to many other non-streaming file formats. Its tight integration with the Windows operating system, Microsoft Internet Explorer, and Netscape Navigator browsers enable users to experience rich multimedia presentations, from corporate communications to online training. Several components contribute to the performance of a Windows Media desktop. This section describes how CPU, memory, disk subsystem, and network card affect throughput. 

A basic hardware requirement for streaming audio to the desktop is having a sound card installed in the desktop computer. Most organizations have sound cards in every computer, or may be in the middle of updating their corporate desktop standards to include sound support in the future. With Windows Media Technologies, content authors can easily integrate and synchronize closed captioning to accompany video content. Therefore, Windows Media Technologies can be deployed and supported by machines while sound support is phased in. At a minimum, designated training rooms can be assigned that enable users whose computers do not have sound cards to listen to audio presentations when necessary.

If you want to deploy Windows Media Player 9, here are the system requirements.

	  
	Required 
	Recommended 

	Operating system 
	Microsoft Windows® 98 Second Edition, Windows 2000, Windows Millennium Edition, Windows XP Home Edition, or Windows XP Professional 
	Windows XP Home Edition or Windows XP Professional (some features require these operating systems) 

	Processor 
	A 233 megahertz (MHz) processor, such as an Intel Pentium II or Advanced Micro Devices (AMD) processor 
	A 500 MHz processor or faster 

	RAM 
	64 megabytes (MB) 
	128 MB 

	Free hard disk space 
	50 MB 
	50 MB 

	Optical drive 
	CD-ROM or DVD-ROM drive (DVD playback requires compatible DVD decoder software) 
	CD-R or CD-RW drive 

	Modem 
	28.8 kilobits per second (Kbps) 
	56 Kbps or faster 

	Sound card 
	16 bit 
	Recommendation: 5.1 multichannel audio sound card (for example, Creative Sound Blaster Live! 5.1 or Sound Blaster Audigy; Echo Audio Layla24 or Mona; or M-Audio Delta 1010, Delta 1010-LT, or Delta 410). 

	Video adapter and monitor 
	Super VGA (800 x 600) or higher resolution 
	Super VGA (800 x 600) or higher resolution 

	Sound output device 
	Speakers or headphones 
	5.1 multichannel speakers 

	Software 
	Microsoft ActiveSync® (required only if you are using a Pocket PC or Smartphone). For more information about the required version of ActiveSync, see your portable device documentation. 
	Microsoft ActiveSync® (required only if you are using a Pocket PC or Smartphone). For more information about the required version of ActiveSync, see your portable device documentation. 


Table 10:  Windows Media 9 Player Requirements

Headphones and Speakers

Even with sound cards in their machines, users need speakers or headsets to listen to audio content. Many corporate PCs with sound have integrated speakers. For those that do not, consider purchasing quality headsets or directional speakers that do not disturb other employees around them.

Building a Studio

What to Consider

When designing an Enterprise studio, or any setting to capture video and audio, there are three major design elements to consider; audio and acoustics, video, and lighting.

Audio is often assumed to be the easiest media component to capture or produce, but it is often the most difficult. Ambient noise is difficult to eliminate, and steps should be taken to reduce it to improve audio quality:

· The studio should be insulated with a material like ‘Sonex’, to reduce noise reflection. 

· High-quality directional microphones will reduce ambient noise and are designed to cancel out background noise. 

· Use a mixer to compress the audio, reducing dynamic levels to an acceptable range and filter out noise. 

Producing quality video is generally straightforward and achievable. There are many choices of camera to use, preferably an entry-level digital video .Quality video production is primarily a factor of lighting. Video quality can be improved by taking the following steps:

· Use high-wattage adjustable incandescent professional lighting. 

· Use dark colored walls to control light reflection and balance the overall lighting.

· Use a tripod to hold the camera steady and allow for height adjustment. 

· Position a monitor directly above or below the camera, so the subject can read a transcript or PowerPoint slide as they are on camera. If the subject is six feet or more from the camera, the angle between the camera and monitor is small enough not to create a perceptible discrepancy in focus or eye contact. 

· Use an NTSC monitor for preview.

For more information on implementing a mini-studio read, “Building a Mini-Studio for Creating Online Presentations with Microsoft Producer for PowerPoint 2002” from Microsoft.

Studio Types

Studios may be categorized as follows:

· Professional - A professional studio is a broadcast-quality studio used to create and acquire audio and video. Professional studios are designed so that the authoring environment is completely controlled. Special lights, microphones, sound absorbing coverings and low background noise increase the quality of the studio output. Professional studios can be costly, and are usually built only when an enterprise regularly generates a considerable volume of video and rich media. 

· Enterprise - Enterprise studios are more common in companies. These studios typically serve multiple purposes, rather than providing a dedicated studio space. An enterprise studio might double as a shared conference room, or a small office that contains equipment specifically for creating rich media. An enterprise studio might also be equipped with A/V equipment, in a location to which users can easily gain access. These studios usually have a mid-range camera and microphone configuration that is easy to use and reposition, and they are configured so that users can easily find and use the equipment to generate audio and video.

· Desktop - Desktop studios are a common configuration found in enterprises today. Desktop configurations need little hardware, and can generate reasonable quality output. However desktop configurations are prone to many environmental problems, such as poor lighting, and unacceptable levels of background noise.

The Windows Media Audio and Video 9 Series delivers the highest fidelity audio and best quality video at any bit rate – from dial-up to broadband, for streaming, download-and-play, and delivery of content on physical media – with compression improvements of 20 percent for audio and 15 to 50 percent for video, compared with Windows Media Audio and Video 8. The most dramatic improvements are seen at higher bit rates

Lab Testing

After the lab design is complete, and hardware is procured and configured, begin testing to formulating a baseline design which describes the maximum capacity of the configuration and monitors the effect of changes in the system. The purpose of the lab is to mitigate the solution risks which include:

· Availability of product/solution and its stability, such as a feature that is documented to exist or work, but does not.

· Integration with other enterprise components, such as security standards, network standards, desktop standards, and server standards.

· No technical knowledge to support or extend solution beyond implementation.

Performance Testing measures the WM9 platform scales and works in various network conditions and configurations. The performance testing includes:

· WM9 Server performance, load simulation will be performed to determine the maximum number of clients that can be supported from a single WM9 server at various bit rates. 

· WM9 Server performance over a wireless network. 

· Test Fast Start, Cache, Recovery and Reconnect in different network conditions and topologies. This test will benchmark the rate at which content can be cached on the client and generally understand the capabilities / limitations to the Fast Start features. 

· Test user experience in adverse network conditions, this will stress the multi-bit rate (MBR) logic and thinning features of WM9. 

· Live broadcast end-to-end latency at various bit rates

Encoder testing measures the WM9 encoder performance and functionality. The encoder testing will include:

· Test quality of variable bit rate (VBR) audio vs. constant bit rate (CBR) audio. 

· Performance improvements with two pass encoding

· Encoder automation (batch encoding) and profile testing 

· Benchmark encoder compression rates

Solution testing validates the Windows Media features which typically include:

· Authentication and Authorization 

· Rich media streaming, unicast and multicast

· Server side playlists and wrapper playlists

· Content distribution plug-in and sourcing content from other storage devices

· Test live DRM

· Watermarking of content

Fault Tolerance testing includes:

· Test encoder failover for live broadcasts

· Load balancing across multiple WM9 Servers

Load Simulator

One of the most useful tools in testing Windows Media unicast server capacity is Windows Media™ Load Simulator. Windows Media Load Simulator simulates a high client demand by initiating a large number of client requests for streams to potentially overwhelm the Windows Media server and network resources at your site. Windows Media Load Simulator can simulate file opening and closing as well as stream requests and seeks in order to imitate activities performed by users. During the load test, Windows Media Load Simulator can capture Windows Media component services performance counters and save the results to a log file for detailed analysis. By examining the generated performance logs after every configuration change, you can get a good feel for the optimal network and server settings for your solution.

The Windows Media Load Simulator is available via download from the Windows Media Technologies Web site (Load Simulator is part of the Windows Media Services Tools package). For more information on configuring and using Windows Media Load Simulator, see the product documentation. 

Pilot

The pilot validates the solution design in a limited production test.  The pilot monitors implementation, operation and benefit risks while measuring the value statement for each activity in the business case.  The purpose of the pilot is to manage these risks and correct any unexpected outcomes prior to phased production deployment. The pilot is performed in production environment with production users and should be carefully planned.  A successful pilot discovers any unforeseen issues prior to full production deployment.

The implementation risks include:

· Unforeseen technical impacts, such as network saturation, packet loss, low quality.

· Inadequate inventory of PC capability and location to determine which PCs are capable of multimedia and streaming.

· Scalability issues; for example, the pilot/prototype worked but cannot be deployed for the enterprise.

· Unknown network capabilities.

· Multicast causes adverse effects on the network. Today's enterprise networks are well provisioned and capable of supporting multicast traffic. When it is used correctly, multicast is bandwidth- and network-friendly, because it allows one-to-many traffic patterns that are significantly more efficient than one-to-one client-server traffic.

· Usability issues; poorly implemented solutions can be difficult to use, or it may be hard to find the right content. 

The operation risks include:

· After the deployment of technology, support model and costs associated with support are not identified.

· Deployed solution produces poor quality, and ability to resolve issues is limited, due to inadequate management tools and/or support personnel.

· The enterprise has process to create content using internal/external studio, and studio is resistant to changing equipment, configuration, production and creative processes.

The benefit risks include:

· Cannot measure benefit of the solution. Incorrect, inaccurate benefit metrics developed.

· Users do not use the solution or leverage the content effectively in business. Content is unproductive in use.

· Cannot match/distribute right content to business process, and implementation or operational cost overrun occurs. 

Production and Operations

Deploying digital media capabilities presents many of the same infrastructure challenges networking groups have dealt with when implementing more traditional Web services. However, these challenges are significantly increased because of the complexities introduced by the need for greater and more reliable bandwidth.  The effects of network congestion and general latency on standard HTML content are not acceptable when streaming digital media.  A careful and thorough deployment strategy will help to ensure a quality end-user experience.

Upgrading from WMS 4.1

Windows Media Services has been completely redesigned to offer new features, better performance, increased flexibility, and easy-to-use administration tools. Many of the features you already use have been improved and some have been renamed. Others have been removed or replaced.

Windows Media Services 9 Series is an optional component in Microsoft Windows Server 2003, Standard Edition, Windows Server 2003, Enterprise Edition, and Windows Server 2003, Datacenter Edition. When you have been using Windows Media Services 4 or 4.1 and you upgrade to Windows Server 2003 from Windows NT Server 4.0 or Windows 2000 Server, your streaming media server will be upgraded automatically as well. For more information about upgrading, see the whitepaper on the Windows Media website (http://www.microsoft.com/windows/windowsmedia/9series/server.asp)

For More Information

Where to Get Help

Support for all Microsoft Windows Media components is provided through the standard Microsoft support policy. Microsoft support options are structured based on different types of customers. 

Microsoft Authorized Premier Support

Microsoft Authorized Premier Support is a family of offerings designed for small and medium-sized businesses and enterprise customers who want to head off potential problems and increase availability. These offerings go beyond incident-based support through the addition of designated account management, proactive services, and online resources. Support is provided by industry-leading Microsoft Certified Support Center partners backed by additional personnel and resources from Microsoft, ensuring that customers get a high level of support delivered in the most cost-effective way.

Contact your Microsoft account representative or call Microsoft Enterprise Support Sales at (800) 936-3200 in the United States or Canada. Customers who are deaf or hard of hearing can reach Microsoft text telephone (TT/TDD) services at (800) 892-5234 in the United States or (905) 568-9641 in Canada. Outside the United States and Canada, contact your local Microsoft office.

Microsoft Professional Support for IT Professionals

Microsoft Professional Support for IT Professionals provides information services and incident-based access to Microsoft support professionals to help customers maintain their networks and their increasingly mission-critical applications.

Microsoft Professional Online Support is an extension to the existing TechNet IT Professional community Web site. This offering provides information dissemination, access to technical tools, Microsoft Knowledge Base, and IT Professional Hot Topics to ensure you remain current on technology issues and products. 

Professional Support for IT Professionals provides access to the IT Professional Online Support Web site, including its tools, information services, online events and training at no charge. Some Microsoft products include a number of no-charge Professional incidents or time-limited no-charge Professional support. 

Windows Media Service Providers

Microsoft has Certified Partners worldwide that can also help you get started with their expertise on Windows Media and enterprise solutions. (http://www.microsoft.com/windows/windowsmedia/service_provider/programs/wmsp.asp)

Microsoft Consulting Services

Microsoft Consulting Services (MCS) has a national presence and the expertise to help you implement an enterprise digital media solution.(http://www.microsoft.com/business/services/mcs.asp)

Other Sources

To learn more about Microsoft Windows Media 9 Series, see the following pages on the Window Media Web site for a large selection of resources, including:
· Windows Media Home page (http://www.microsoft.com/windowsmedia)

· Windows Media in the Enterprise (http://www.microsoft.com/windows/windowsmedia/enterprise.asp) 

· Windows Media Download Center (http://www.microsoft.com/windows/windowsmedia/download/default.asp) 

· Microsoft Producer (http://www.microsoft.com/windows/windowsmedia/technologies/producer.asp) 

· Rapid Economic Justification (REJ) white paper (http://download.microsoft.com/download/winmediatech40/rej/1/WIN98MeXP/EN-US/REJ.exe) 

· Executive Broadcast white paper (http://www.microsoft.com/windows/windowsmedia/Enterprise/deploy.asp)

There are additional resources available on the Microsoft Web site, including:

· Microsoft TechNet (http://www.microsoft.com/technet)

· Microsoft MSDN (http://www.msdn.microsoft.com)
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