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Abstract

The goal of this document is to explain the two types of quorums available in Windows Server 2003 clusters – standard and majority node set (MNS) clusters.  Currently, the standard quorum that is used by the Microsoft Cluster Service (MSCS) in Microsoft® Windows NT® Server 4.0 and Windows® 2000 Server family of products is sufficient for the majority of situations users will encounter. With the introduction of Windows Server 2003, Microsoft has introduced the MNS quorum, which is primarily for advanced users and other software vendors to create more sophisticated end-to-end solutions.
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Background

Before giving an explanation of what a cluster quorum is, it is important to understand the background to Windows Clustering Technologies. 

Starting with Microsoft® Windows NT® 4.0 Enterprise Edition, Microsoft introduced the idea of a cluster, which is simply a group of servers that are presented as one virtual server. For example, you can configure two servers, server A and server B, in a cluster, and present them to the outside world as server C (a virtual server). If, for example, server A dies, server B is used to ensure that the virtual server (server C) and the services it offered, are still available to clients, thereby providing transparent access to the user. 

Microsoft offers two types of clustering solutions in its Windows server products:

Server clusters – uses a shared-nothing architecture, which means that a resource can be active on only one server in the cluster at any one time. Because of this, it is well suited to applications that maintain some sort of state (for example, a database).

Network Load Balancing (NLB) – uses a load balancing architecture, which means that a resource can be active on ALL servers in the cluster at any one time. Because of this, it is well suited to applications that do not maintain state (for example, a Web server).

Quorums are only used in the MSCS now known as server cluster. Hence, any references to clusters in the remainder of this document are referring to the server clusters. The following sections explain what a cluster quorum is, and why it is important.

What Is It?

Each cluster has a special resource known as the quorum resource. A quorum resource can be any resource that does the following:
· Provides a means for arbitration leading to membership and cluster state decisions.
· Provides physical storage to store configuration information.
A quorum log is simply a configuration database for the server cluster. It holds cluster configuration information such as which servers are part of the cluster, what resources are installed in the cluster, and what state those resources are in (for example, online or offline). The quorum log is located by default in \MSCS\quolog.log. 


Why Is It Important?

There are two main reasons why the quorum is important in a cluster. These are outlined below.

Consistency
Since the basic idea of a cluster is multiple physical servers acting as a single virtual server, it is critical that each of the physical servers have a consistent view of how the cluster is configured. The quorum acts as the definitive repository for all configuration information relating to the cluster. In the event that the Cluster Service is unable to read the quorum log, it will not start, as it is not able to guarantee that the cluster will be in a consistent state, which is one of the primary requirements for a cluster.

Tie-breaker

The quorum is used as the tie-breaker to avoid “split-brain” scenarios. A split-brain scenario happens when all of the network communication links between two or more cluster nodes fail. In these cases, the cluster may be split into two or more partitions that cannot communicate with each other. The quorum is used to guarantee that any cluster resource is only brought online on only one node. It does this by allowing the partition that “owns” the quorum to continue, while the other partitions are evicted from the cluster. 

Types of Quorums

Standard Quorum

As mentioned above, a quorum is simply a configuration database for MSCS, and is stored in the quorum log file. A standard quorum uses a quorum log file that is located on a disk hosted on a shared storage interconnect that is accessible by all members of the cluster. 

Note: It is possible to configure Server clusters  to use the local hard disk on a server to store the quorum, but this is only supported for testing and development purposes, and should not be used in a production environment. Each member connects to the shared storage through some type of interconnect (for example, SCSI or Fibre Channel), with the storage consisting of either external hard disks (usually configured as RAID disks), or a storage area network (SAN), where logical slices of the SAN are presented as physical disks. 
Note: It is important that the quorum uses a physical disk resource, as opposed to a disk partition, as the entire physical disk resource is moved during failover.

Standard quorums are available in Windows NT 4.0 Enterprise Edition, Windows 2000 Advanced Server, Windows 2000 Datacenter Server, Windows Server 2003 Enterprise Edition and Windows Server 2003 Datacenter Edition.

The following is a sample diagram of a standard quorum in a four-node cluster.
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Figure 1: Standard quorum in a four-node cluster


Majority Node Set Quorums

A majority node set (MNS) quorum is a single quorum resource from a server cluster perspective. However, the data is actually stored by default on the system disk of each member of the cluster. The MNS resource takes care to ensure that the cluster configuration data stored on the MNS is kept consistent across the different disks. 

Majority node set quorums are available in Windows Server 2003 Enterprise Edition, and Windows Server 2003 Datacenter Edition.

The following is a sample diagram of an MNS quorum in a four-node cluster.
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Figure 2: MNS quorum in a four-node cluster
While the disks that make up the MNS could in theory be disks on a shared storage fabric, the MNS implementation that is provided as part of Windows Server 2003 uses a directory on each node’s local system disk to store the quorum data. If the configuration of the cluster changes, that change is reflected across the different disks. The change is only considered to have been committed, that is, made persistent, if that change is made to: 

(<Number of nodes configured in the cluster>/2) + 1

This ensures that a majority of the nodes have an up-to-date copy of the data. The cluster service itself will only start up and therefore bring resources online if a majority of the nodes configured as part of the cluster are up and running the cluster service. If there are fewer nodes, the cluster is said not to have quorum and therefore the cluster service waits (trying to restart) until more nodes try to join. Only when a majority or quorum of nodes are available, will the cluster service start up, and bring the resources online. In this way, because the up-to-date configuration is written to a majority of the nodes regardless of node failures, the cluster will always guarantee that it starts up with the latest and most up-to-date configuration. 

In the case of a failure or split-brain, all partitions that do not contain a majority of nodes are terminated. This ensures that if there is a partition running that contains a majority of the nodes, it can safely start up any resources that are not running on that partition, safe in the knowledge that it can be the only partition in the cluster that is running resources (because all other partitions are terminated).

Given the differences in the way the shared disk quorum clusters behave compared to MNS quorum clusters, care must be taken when deciding which model to choose. For example, if you only have two nodes in your cluster, the MNS model is not recommended, as failure of one node will lead to failure of the entire cluster, since a majority of nodes is impossible.


Quorum Uses

Standard Quorums

Standard quorums should be sufficient for the majority of situations that users will encounter. Typical situations include:

· Highly available data in a single location – most customers that require their data to be highly available only need this on a per site basis. If they have multiple sites, each site has its own cluster. Typical applications that use this type of cluster include Microsoft SQL Server™, Exchange Server, file shares, printer queues, and network services (e.g. DHCP & WINS).

· Stateful applications – applications or NT services that require only a single instance at any time and require some sort of state to be stored, typically use standard quorums, as they already have some sort of shared storage for maintaining the state. 
Majority Node Set Quorums

While majority node set quorums are an exciting new feature of Windows Server 2003 clusters, they do have very strict requirements to ensure they work correctly, and therefore should only be considered by people who fully understand the issues involved in using MNS based clusters. The following are the key situations that the product team thought of  when creating MNS quorums:
· Geographically Dispersed Clusters – this involves a single MSCS cluster that has members in multiple geographic sites. While geographic clusters are possible using a standard quorum (for example,  there is a separate geographic cluster Hardware Compatibility List (HCL)), a number of issues arise in terms of presenting the quorum as a single, logical shared drive between all sites. Majority Node Set quorums solve these issues by allowing the quorum to be stored on the local hard disk. 
· Clusters with No Shared Disks – there are some specialized configurations that need tightly consistent cluster features without having shared disks. For example:

· Clusters that host applications that can failover, but where there is some other, application-specific way to keep data consistent between nodes (e.g. database log shipping for keeping database state up-to-date; file replication for relatively static data, etc.).

· Clusters that host applications that have no persistent data, but need to cooperate in a tightly coupled way to provide consistent volatile state.

· Independent Software Vendors – by abstracting storage from the Cluster Service, it provides independent software vendors with much greater flexibility in how they design sophisticated cluster scenarios.

Frequently Asked Questions

What is a Majority Node Set cluster?
It is a cluster that has a quorum based on local disks in each node, rather than a shared disk.


How is the quorum information located on the system disk of each node kept in synch?

The server cluster infrastructure ensures that all changes are replicated and updated on all members in a cluster.


Can this method be used to replicate application data as well?
No, that is not possible in this version of clustering. Only Quorum information is replicated and maintained in a synchronized state by the clustering infrastructure.


Can I convert a standard cluster to an MNS cluster?
No, the decision on whether to use a traditional quorum resource or the MNS resource must be made during creation of the cluster. It cannot be changed later by simply switching cluster quorum resources.


What is the difference between a geographically dispersed cluster and an MNS cluster?
A geographic cluster refers to a cluster that has nodes in multiple locations, while an MNS-based cluster refers to the type of quorum resources in use. A geographic cluster can use either a shared disk or MNS quorum resource, while an MNS-based cluster can be located in a single site, or span multiple sites. 


What is the maximum number of nodes in an MNS cluster?
Windows Server 2003 supports 8-node clusters for both Enterprise Edition and Datacenter Edition.


Do I need special hardware to use an MNS cluster?
There is nothing inherent in the MNS architecture that requires any special hardware, other than what is required for a standard cluster (for example, there must be on the Microsoft Cluster HCL). However, some situations that use an MNS cluster may have unique requirements (such as  geographic clusters), where data must be replicated in real time between sites.

Does a cluster aware application need to be rewritten to support MNS?
No, using an MNS quorum requires no change to the application. However, some cluster aware applications expect a shared disk (for example SQL Server 2000), so while you do not need shared disks for the quorum, you do need shared disks for the application. 


Does MNS get rid of the need for shared disks?
It depends on the application.  For example, clustered SQL Server 2000 requires shared disk for data. Remember, MNS only removes the need for a shared disk quorum.


If I have a 2-node MNS cluster, and lose one server, will the cluster continue to function?
No, in order to keep an MNS cluster running, it must have a majority of nodes online, i.e. (<Number of nodes configured in the cluster>/2) + 1. The following table shows the various combinations of configured nodes and node failures:

	Number of nodes configured in the cluster
	Number of node failures

	1
	0

	2
	0

	3
	1

	4
	1

	5
	2

	6
	2

	7
	3

	8
	3


How do I back up and restore an MNS cluster?

There is a separate white paper on backing up and restoring clustered configurations. It will be published at the same location as this paper.


Is there a way I can allow for a “minority set” to take control of the cluster?
Yes, there is a way for a “minority” set to be allowed to start up and initialize the cluster. But this is a manual process and has to be done in a specified manner. Details on the same are available in “help”.


What happens if majority count is lost?
The cluster service will gracefully shutdown the cluster and all resources. Clients will lose connectivity and access to any of the clustered services. This is done to prevent the “split-brain” scenario.

Are there any limitations with regard to network latency and topography in an MNS cluster?

Requirements are the same as that for vanilla clusters. With regard to topography, we envisage the MNS feature to be predominantly used in geographically dispersed clustering scenarios. This normally means specific semantic requirements in terms of storage usable and management. OEMs provide prescriptive guidance on the same and customers should carefully read the same.
For the latest information about Windows Server 2003, see the Windows Server 2003 Web site at http://www.microsoft.com/windowsserver2003.










