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Measuring Performance in Windows Vista

July 2, 2007 

Abstract

This paper provides information about measuring performance on Windows Vista®. It provides guidelines for technical users and professionals who are creating benchmark tests to create accurate, repeatable workloads and measurements.

This information applies for the Windows Vista operating system.

The current version of this paper is maintained on the Web at: 

http://www.microsoft.com/whdc/system/sysperf/Vista_perf.mspx
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Introduction

A key goal for the Windows Vista® operating system is to radically advance operating system reliability while providing users with a consistent computing experience so that they can quickly switch tasks or start new applications without encountering system delays. To improve reliability and consistency, Windows Vista adapts to the user’s behavior and aggressively takes advantage of the machine’s idle cycles to perform background tasks. But the underlying implementations in the operating system create challenges for professionals who want to measure performance.

This paper highlights the major changes in Windows Vista related to the hardware platform that impact performance test results, specific features that can affect measurement, and some best practices for running a benchmark. 

This paper is intended for professionals who want to ensure consistent benchmarking results and troubleshoot issues when measuring Windows Vista performance. In particular, this paper will help you to understand how the system adjusts its behavior and how the system services and settings interact with measurements to ensure consistent benchmarking results and to address issues in the benchmarking process.

Related Windows® features and functionality are summarized later in this paper, in relation to the following best practices for benchmarking.

Benchmarking Best Practices

Benchmarking Windows Vista can be difficult because the operating system is attempting to improve itself over time based on observed usage patterns. Windows Vista presents even greater challenges than earlier versions of Windows because the system’s behavior changes when user input is detected, when battery power states change, and based on other default and user-defined policies. Therefore, we recommend the following methodology when creating large benchmarks, with the goal of measuring something similar to actual system performance in “real-world” scenarios:

· Install
Install the operating system and the benchmarking software. 

· Train the system
Run the benchmark at least once to train SuperFetch™.

- or -

Use the applications in the benchmark as real users would.

· Let idle tasks run
Leave the system alone after using it to allow all idle tasks to run (up to 3 days for disk layout optimizations).

- or -

Call the ProcessIdleTask API from advapi32.dll to force idle tasks to run.

· Test
Run the benchmark. 

Specifying Default Settings in Installation and Setup

Typically, you should choose to benchmark systems with the default settings created during Windows Vista installation, which matches most users’ experience. This section describes specific features that benefit the user, but that can be problematic or undesirable for gauging system performance in benchmark tests in accurate and repeatable ways.

Animations

Some Windows Vista animation effects that provide attractive transitions—such as menu fade‑ins and fade-outs—interfere with measurements of pure system responsiveness.

Recommendation: When you are comparing response times between Windows Vista and Windows XP, disable animations on both operating systems. When you are comparing resource consumption rather than response time for different systems running Windows Vista, animations should remain enabled.

To disable animations

1.
On the Start menu, right-click Computer and select Properties.

2.
In the System Properties dialog box, on the Advanced tab, under Performance, click Settings.

3.
In the Performance Options dialog box, on the Visual Effects tab, clear the following check boxes, and then click OK:

( Animate controls and elements inside windows

( Animate windows when minimizing and maximizing

( Fade or slide menus into view

( Fade or slide ToolTips into view

( Fade out menu items after clicking

( Slide open combo boxes

( Slide taskbar buttons

System Services

Because the added load of some Windows Vista system services can sometimes be unpredictable, you might achieve more consistent measurements by turning off services such as SuperFetch, Volume Shadow Copy Service, or Windows Search indexing. However, the resulting measurements might not reflect the response times that most users would encounter.

Recommendation: Do not disable system services for most measurements. However, if results are inconsistent across runs when measuring hardware performance for small workloads, you should disable services such as SuperFetch, Volume Shadow Copy Service, or Windows Search indexing.

Desktop Windows Manager

During Setup, Windows Vista performs a number of automated performance tests to arrive at the Windows Experience Index. This index is an overall number that includes subscores for the system’s processor, memory, graphics, and hard disk. If the graphics subscore is too low, Windows Vista changes the default theme from Glass to Opaque to remove the expensive transparency effects, and it might turn off the effects altogether. 

If your workload requires Desktop Window Manager (DWM) to be disabled, you can disable it in the registry.

To disable DWM

In an elevated Command Prompt window, run the following command:

net stop uxSms

You can also do this in the user interface, under Appearance & Themes, by clicking Personalize and then selecting the Windows basic theme.

Recommendation: Do not change the default DWM settings, because DWM has little impact on performance.

User Account Control Elevation Prompts

User Account Control (UAC) allows Windows Vista to make a much firmer distinction between actions undertaken by an ordinary user and those that require administrator privileges. Generally, Windows Vista runs at the least privileged access level and prompts the user for confirmation if a requested action requires more elevated privileges.

For added security, the elevation prompt is designed to be difficult to script. For benchmarking, you can take two approaches to avoid UAC prompts:

· Run the workloads as the built-in administrator, which requires that the account be explicitly enabled after Setup. 

· Allow elevation of privileges without prompting by disabling UAC prompts. 

Recommendation: Disable UAC prompts to simplify benchmark script.

Caution: Do not disable UAC in a production or personal work environment.

To disable UAC prompts

In an elevated Command Prompt window, run the following command (all on one line):

reg.exe ADD HKLM\SOFTWARE\Microsoft\Windows\CurrentVersion
\Policies\System /v EnableLUA /t REG_DWORD /d 0 /f

See also the blog entry “Windows Vista Secret #4: Disabling UAC” at http://blogs.msdn.com/tims/archive/2006/09/20/763275.aspx.

Windows Error Reporting
Windows Vista handles applications failures in two different ways: 

· An application that fails to process messages is “ghosted,” that is, its window is covered with a translucent white layer and the title bar is changed. In general, ghosting does not interfere with benchmarking. 

· Crashed applications result in a Windows Error Reporting (WER) dialog box in which the user can report the error over the network. This can interfere with benchmarking, but you can set registry settings so that WER places all errors in a queue, rather than handling them immediately.

Recommendation: Set WER to queue all errors, which minimizes impact on benchmarking results.

To set WER to queue all errors

Set these specified values in the following registry keys:

[HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\Windows Error Reporting]
"ForceQueue"=dword:00000001

[HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\Windows Error Reporting\Consent]
"DefaultConsent"=dword:00000004

Installing the Benchmark Workload and Training the System

After the operating system is installed, you should copy the benchmark workloads to the machine and install any necessary applications. 

Note: Any modifications under a start address that Windows Vista indexes—such as under the \users directory of the system disk—result in Search Indexer activity. The required time to complete the indexing depends on the number and size of the copied files.

After the applications and data have been installed, you should train the system to allow SuperFetch to perform the appropriate prefetching:

· Run the benchmark workload multiple times. 

If SuperFetch determines that a user is present, it observes system activity in these training runs to optimize the user experience, and it ignores idle-time tasks such as disk defragmentation. 

Operationally, this means that SuperFetch observes the system only if keyboard or mouse input occurs once every minute. Therefore, if you want to run a benchmark when no user is present, you must include a program to generate input events every 30 seconds.

· To allow proper prefetching for boot and logon, you must reboot the system at least twice, making sure that a user is logged on for at least 5 minutes between reboots. 

· If you make significant system configuration changes, you should remove the \Windows\Prefetch directory on the system drive and all its contents. This removal eliminates any stale prefetch data, but you must then retrain the system.

Scheduling Idle Tasks: The ProcessIdleTask API

Windows Vista file placement optimization, which is done no more often than once every 3 days, is an example of a task that is carried out when the system is idle. System Restore and other features of Windows XP and Windows Vista also attempt to defer some work until the system is idle. Some work items that are done once after Windows Setup runs also operate under the idle task scheduling mechanisms.

You can control all these idle tasks by using a system API in Advapi32.dll named ProcessIdleTasks. The sole purpose of the API is to give benchmarks a simple way to force any pending idle tasks to be executed immediately, without being required to wait a long time.

You can call the API ProcessIdleTasks in one of two ways: from the command line or synchronously from a program. To call ProcessIdleTasks from the command line, use the following syntax:

Rundll32.exe advapi32.dll,ProcessIdleTasks

When called from the command line, the ProcessIdleTasks work occurs asynchronously in the background and can take 10 to 15 minutes to complete. Task Manager reports the processes that are running, and the disk is likely active during this time.

The ProcessIdleTasks API takes no arguments and returns a standard Microsoft Win32® error code, as follows:

DWORD

ProcessIdleTasks()

The API itself is synchronous, so it does not return until the idle tasks have completed.

Benchmarking Tip for Scheduled Tasks: In addition to the preceding idle tasks, many systems include tasks that are scheduled to run at specific times of the day. To ensure consistency of your benchmarks, be aware of any scheduled tasks that might run during the benchmark. Either disable them or ensure that they run during every benchmark.

Component and Service Changes in Windows Vista

Windows Vista has several features that can affect benchmarking, possibly introducing variability and sometimes adding work for the system not seen in earlier versions of Windows operating systems. Some of those services and features include:

· SuperFetch
· Desktop Window Manager (DWM)

· Windows Display Driver Model (WDDM)

· Volume Snapshot Service

· Indexing and Search Service

Memory Management and SuperFetch
Windows Vista takes a proactive approach to memory management by using the SuperFetch service to observe system usage over time and to prefetch useful pages into memory. Windows XP used prefetching to speed boot and application start, but Windows Vista uses this mechanism much more broadly to bring programs, documents, and other data into memory before their actual use. Prefetched data remains on the system’s standby memory list, which has been reorganized and redesigned to make it easier to preserve useful data in memory over longer periods of time. Windows Vista introduces a standby list with priorities that allows it to keep historically important pages in memory versus the recently used ones (such as a recently copied file that might not be used again).

Benchmarking Tip: Windows Vista memory management is based on observation, prefetching, and prioritization, which can affect efforts to benchmark workloads running on Windows Vista. To ensure that your workload measurements are consistent, you must account for SuperFetch adapts to user behavior. This means training SuperFetch before measuring and tracking how closely each training run matches the measured workload.

Properly measuring performance regarding SuperFetch presents the need for a broad range of testing scenarios. Microsoft broadly classifies scenarios as either “cold” or “warm”: 

· Cold scenarios encompass workloads where the user has not placed the contents in memory. This is either after a state transition (like boot or resume) or after another application has laid claim to most available memory (such as after launching and quitting a game). 
To measure operating system performance during cold times, measure an initial run of the workload 5 minutes after a system reboot. Starting the workload sooner causes the system to consider the workload part of the boot process and provides inconsistent measurements.

· Warm scenarios have some or all of the workload contents in memory before measurement. This usually means that the workload has run at least once during this logon session.

To measure operating system performance during warm times, repeat the same measure multiple times. 

If Windows Vista is properly trained by previous runs, SuperFetch can prefetch to the standby list all pages that correspond to the most likely user scenario. This improves performance, but not as a direct result of user actions. Thus, a system in a cold memory state is considered as remaining in a cold memory state even after SuperFetch updates memory. 
For information about memory management in Windows Vista, see “Inside the Windows Vista Kernel: Part 2” by Mark Russinovich, at http://www.microsoft.com/technet/technetmag/issues/2007/03/VistaKernel/. 
Display Management and DWM

Windows Vista uses the new Desktop Window Manager (DWM) model for displaying the desktop. In Windows XP, applications wrote directly to the graphics buffers that are used to control the display. Failure to quickly update the buffers, however, can lead to display artifacts and a failure to update portions of the screen. In Windows Vista, applications write to in-memory buffers—representing windows—that are then composited to produce the screen display.

When you are attempting to measure application performance, you must consider the resource requirements of DWM. The extra buffers must come from system memory, including windows that are being updated and background windows, even those that are occluded. Actions that update large regions of the screen (or frequently update smaller regions) can be resource intensive.

Operations that require screen read-back, such as XOR’ing regions of the screen, are also markedly more expensive because the screen contents must be read back from video memory across the system bus.

Benchmarking Tip:  DWM should not really impact benchmarking; this section is to help explain differences that you might see between Windows XP and Windows Vista.

For more information about DWM, see “Desktop Windows Manager” in the MSDN® Library, at http://msdn2.microsoft.com/en-us/library/aa969540.aspx.

Driver Model Changes

Windows Vista introduces Windows Display Driver Model (WDDM), which supplants the Windows XP driver model. WDDM greatly improves stability and reliability—but at a cost, because graphics device interface (GDI) operations are implemented in software rather than being hardware accelerated. Hardware acceleration is used for bitblitting and composition, but legacy rendering is emulated. Updates of large screen areas can therefore have a much higher CPU cost, whereas small updates are faster due to less overhead. Also, operations that were not hardware accelerated and are read back from the window surface—such as drawing anti-aliased text (like Microsoft ClearType®)—are faster with WDDM.

Benchmarking Tip: Again, the driver model changes should not really impact benchmarking; this section is to help explain differences that you may see between Windows XP and Windows Vista.

For more information about WDDM, see “Windows Vista Display Driver Model” in the MSDN Library, at http://msdn2.microsoft.com/en-us/library/aa480220.aspx.

Volume Shadow Copy Service

Volume Shadow Copy Service simplifies and integrates the backup and restoration of both system and user files. The operating system takes snapshots of disk volumes at regular intervals, before application installations, and before system updates. When a snapshot is created, most sectors in a volume are marked as copy-on-write and can be updated only after a copy has been made. The copies are of two forms: 

· Sectors that are frequently updated are copied by a low-priority background process (background “precopy”).

· All other sectors are copied on write as a synchronous process. 

Both the background precopy and the synchronous copy-on-write processes can affect performance. The background writes cause random I/O that, although done at low priority, can impose a seek penalty on foreground sequential I/O streams and, for disks that have less effective DRAM cache management, can force foreground reads to wait for lower priority background writes. Windows Vista throttles the precopy process when the user is present, pausing 100 milliseconds (ms) between copies.

Benchmarking Tip: Because Volume Shadow Copy is not predictable and can impact benchmarks, you may want to consider disabling the service. If comparing Windows XP and Windows Vista, we recommend either enabling for both or disabling for both.

For more information, see “Inside the Windows Vista Kernel: Part 3” by Mark Russinovich, at http://www.microsoft.com/technet/technetmag/issues/2007/04/VistaKernel/.

Indexing and Search Service

Windows Vista includes an indexing service that enables Windows Desktop Search to provide fast searches for documents, photos, e-mail messages, and other data. The service runs by default and uses the NTFS file system’s unique service name (USN) journaling feature to track changes in file system content. By default, only portions of the main system volume are actually indexed. Some of the indexing service I/O is performed at low priority, which means that it is delayed when normal-priority work is accomplished. If Windows Vista detects user activity such as mouse movement or keyboard input, it can throttle this activity. 

By default, Windows Vista indexes files under user profiles, but some per-user application data areas are excluded. Workloads that modify files in nonindexed portions of the file space produce only small amounts of activity associated with filtering the USN journal events. When workloads are first installed, they might initiate significant indexing activity if many files are added to an indexed portion of the file space. 

Benchmarking Tip: Be sure that initial indexing completes before you run measured workloads.

For more information, see “Windows Search 3.x” on MSDN, at http://msdn2.microsoft.com/en-us/library/aa965362.aspx.

Scheduled Tasks

Various Windows Vista tasks are scheduled periodically. Some of these tasks execute at particular times, whereas others are performed when the system is idle. Occasionally, tasks that have been delayed by some maximum interval might be run at other times. Scheduled tasks include the following:

· Windows Defender, the Windows Vista anti-spyware technology, periodically scans the system and monitors the registry and areas of Windows in real time for changes that might be caused by malicious software. Windows Defender uses low-priority I/O.

· Disk defragmentation moves fragmented files to larger contiguous regions on the disk. It moves files accessed at boot and application startup toward the outer edge of the disk, where higher transfer rates can be achieved. Disk defragmentation also uses low-priority I/O.

Benchmarking Tip: Be aware of your scheduled tasks and how they may impact benchmarks run at different times of the day. If you find that they impact your results, delete the tasks or reschedule them to not conflict with your benchmark runs. 

Testing Workloads

Most workloads can be tested on machines with standard default installation as long as the system is:

· Appropriately trained (as described earlier).

· In a prepared and stable state.

For some hardware testing, you might want to disable more system services to decrease interference and to isolate the interactions between Windows Vista and the target hardware. This section provides some recommendations for your workload testing processes and scenarios.

Clearing Standby Lists

When you run benchmarks, it is often a good practice to clear the system’s standby list, which purges prefetched but unused pages from the system and allow a fresh start. You can do this by:

· Running an application that allocates and then frees large amounts of memory.

· Causing the system to hibernate and then resume. 

· Rebooting the system. However, the loss of all system and application pages resident on the system can result in overly pessimistic results. 

Benchmarking Tip: Because the initial run of the test might exhibit lower performance due to the increased I/O, you should generally not average measurements from such a run with measurements of subsequent runs.

Delaying Activity after System Boot

As a machine boots, large amounts of code and data are read from the disk. Systems with more than 1 GB of RAM set aside large amounts of memory for a cache of prefetched data. The system releases this cache after boot, its pages become available, and SuperFetch fills these pages with new contents. Because some of the post-boot activities throttle themselves or use low-priority mechanisms, their impact on interactive users is controlled, but they can be a source of variation in benchmarking measurements.

Benchmarking Tip: When you run workloads, delay the workload start until these post-boot activities are finished. Wait 7 minutes after boot before running benchmark workloads to reduce the variability caused by post-boot activities.

Post-Processing Results

SuperFetch can become confused about the relative importance of post-processing activity for benchmarking and can try to maintain old traces and logs in memory, which skews results for subsequent runs of benchmarking tests.

Benchmarking Tip: Copy traces or logs from the test machine to another location for any post-processing. Delete them from the machine before running benchmark tests again.

Hardware that Can Impact Performance

Several classes of hardware can affect performance: 

· CPU

· RAM

· Hard disks

ReadyBoost™ flash devices

· Graphics

· Battery (on mobile PCs) 

This section details how the hardware can impact performance and any special considerations for benchmarking performance of Windows Vista.
CPU

The speed of the CPU is, of course, an important factor in measuring system performance. Windows Vista spans a range of CPU speeds from low-power processors in the sub-gigahertz range to high-speed desktop processors. Both Intel and AMD processors are supported.

Benchmarking Tip: If you are benchmarking Windows XP versus Windows Vista, make sure that you include a range of hardware including multicore and 64 bit. Also, be aware that mobile processors behave differently when not on AC power.

RAM

In general, desktop performance is critically affected by the amount of available system memory because paging on a memory-constrained system causes disk I/O that can greatly slow responsiveness, throughput, and other measurable performance.

Benchmark workloads are likely to behave quite differently on systems with minimum memory configurations versus large-memory systems. The minimum supported memory configuration for Windows Vista is 512 MB. However, at this level many features such as DWM display compositing are turned off by the system. With 1 GB or more of memory, system performance depends on workload. For some workloads, measuring the same workload on the same system with larger amounts of memory might be more consistent because features such as SuperFetch reduce paging and provide improved experiences for large-memory systems. 

Benchmarking Tip: To measure system performance in relation to features such as SuperFetch, include large amounts of memory in the test configuration because this feature is intended specifically to improve experience in large-memory systems with heavy workloads.

Hard Disks

Hard disks differ in speed and bandwidth and also in their internal cache write-back and flushing policies. Different policies can be defined to define system response to interference from background I/O. Some disks quickly begin writing data from their cache to the rotating media, whereas others hold the data for much longer times or until a read operation is performed. 

Hybrid disks with Windows ReadyDrive™ technology incorporate nonvolatile flash memory to eliminate disk seeks and allow the disks to be spun down during idle times.

Benchmarking Tip: Be sure to accommodate different disk caching and flushing policies in your benchmarking approaches.

Windows ReadyBoost Flash Memory

Adding system memory is often the best way to increase system performance, but memory upgrades are sometimes difficult for customers to install. In Windows Vista, Windows ReadyBoost technology allows flash memory sticks, secure digital (SD) cards, and other devices to function as a disk cache, storing data that is also on the hard disk. Because random-patterned read latency for these devices is generally lower than it is for disks, these devices can accelerate workloads that do not fit in memory.

Benchmarking Tip: When benchmarking workloads under memory pressure, also consider that adding a ReadyBoost device may be an additional configuration to look at.

Graphics Hardware

The quality of the graphics processing unit (GPU) can play an important role in system performance, although the workload determines the extent of that role. The most important factors for graphics are the amount of graphics memory, the internal bus bandwidth for the graphics hardware, and the bandwidth between the GPU and system memory.

Graphics hardware includes its own dedicated physical memory but can also use system memory. Any system memory that is used, however, is slower to access and is no longer available to the rest of the system. 

The system’s graphics performance can also be critically affected by the number of display monitors, the resolution for the displays, and the number of surfaces that the workload uses. Dual-monitor configurations and large high-resolution displays can consume the available dedicated graphics memory and also place high demands on the internal video memory bandwidth of the graphics hardware. Similarly, if a workload creates many windows, the many surfaces from which the display is composited can place a severe strain on the operating system, either through the cost of the compositing or the memory that the surfaces require.

Benchmarking Tip: Ensure that your workloads and measurement practices accommodate graphics memory and display configuration issues.

For more information, see “Graphics Memory Reporting through WDDM,” at http://www.microsoft.com/whdc/device/display/graphicsmemory.mspx. 

Battery Power

Windows Vista behavior can be quite different for mobile systems running on battery power, because many features are suspended or activities restricted based on the default and user-defined power policies that the operating system applies. Generally, until the battery reaches a critical state, features maintain a consistent level of service, based on the power policies applied when Windows Vista detected that the system is running on battery power.

Benchmarking Tip: Be aware of power policy issues in your benchmarks, and ensure that workload training occurs in the same power state as the measured runs.

For more information, see “Measuring System Resume Performance on Windows Vista,” and other power management papers for Windows Vista at http://www.microsoft.com/whdc/system/pnppwr/powermgmt/.
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