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Abstract

This paper provides answers to frequently asked questions about PCI, PCI-X, and PCI Express on systems that run the Microsoft® Windows® family of operating systems.

This information applies for the following operating systems:

Microsoft Windows Vista™

Microsoft Windows Server Code Named "Longhorn"

Microsoft Windows Server™ 2003

Microsoft Windows XP

Microsoft Windows 2000

The current version of this paper is maintained on the Web at: 
http://www.microsoft.com/whdc/system/bus/pci/PCIe_FAQ.mspx 
References and resources discussed here are listed at the end of this paper.
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General Operating System Support

What native PCI Express and PCI features are supported in Windows Vista and Windows Server Longhorn?

The following native PCI Express features are supported in Microsoft® Windows Vista™ and Microsoft Windows Server Code Name "Longhorn":
· Active State Power Management (ASPM)

· Extended configuration space access

· Hot plug

· Power management events (PME)
· Message-signaled interrupts (MSI)
· Multilevel resource rebalance

· Miscellaneous base features, including:

Version checking

New compatible device ID Identification and matching

Phantom functions

Device serial numbers

PCI Express tree hierarchy checking

Setting of Max Payload Size and Max Request Size fields in the Device Control register to match root port settings
Transactions pending support

Configuration registers settings and save/restore across power transitions

Malfunctioning hardware shutdown support

Windows Vista and Windows Server Longhorn also support the following PCI features: 

· I/O resource usage reduction

· Multilevel rebalance

· PCI-to-PCI subtractive bridges

The following PCI Express native features are not supported in Windows Vista and Windows Server Longhorn:

· Virtual Channel support for other than channel 0 and isochronous transfers

· Slot power budgeting

How do Windows 2000, Windows XP, and Windows Server 2003 support PCI Express?

Microsoft Windows 2000, Microsoft Windows XP, and Microsoft Windows Server™ 2003 treat PCI Express as if it is PCI. No changes are planned to add support for native PCI Express features to these operating systems.

System BIOS or firmware must initialize and configure any PCI Express native features that buses, bridges, and adapters require before they boot these operating systems. 
System BIOS or firmware must also save and restore any necessary extended PCI Express configuration registers during suspend/resume power management events.

What key PCI Express features are supported in Windows?
The following table lists operating system support for PCI Express features in Windows 2000, Windows XP, and Windows Server 2003 compared with operating system support in Windows Vista and Windows Server Longhorn.

	PCI Express feature
	Windows 2000,
Windows XP, and
Windows Server 2003 
	Windows Vista and
Windows Server Longhorn

	Active State Power Management (ASPM)
	Supported by BIOS, which sets the ASPM configuration for the PCI Express devices before the operating system boots.
	Supported natively by the operating system. 

	Advanced Error Reporting 
	Not supported. 
	Supported as part of Windows Hardware Error Handling Architecture (WHEA).

	Extended configuration space access
	Not supported.
	Supported through the Memory-Mapped PCI Configuration Space (MCFG) table.

	Hot plug
	Supported by the operating system through the BIOS by using ACPI Hot Plug events.
	Supported natively by the operating system.

	Message Signaled Interrupt (MSI)
	Not supported.
	Supported natively by the operating system.

	Power budgeting
	Not supported.
	Not supported

	Power management event (PME)
	Supported by BIOS through ACPI PME notifications.
	Supported natively by the operating system.

	Quality of service (VC/TC and isochronous support)
	Not supported.
	Not supported. 


What is the migration plan for PCI Express in Windows operating systems?

Microsoft has no plans to provide operating system support for PCI Express in versions of Windows earlier than Windows 2000.

In Windows 2000, Windows XP, and Windows Server 2003, PCI Express is treated as if it is PCI and firmware can enable advanced PCI Express features. For more information, see "How does the BIOS or firmware enable PCI Express devices under Windows 2000, Windows XP, and Windows Server 2003?" later in this FAQ.
In Windows Vista and Windows Longhorn Server, the operating system provides native support for many advanced PCI Express features. For information about how to detect which operating system is running on a system, see "How can a driver detect whether it is running on a PCI Express–capable operating system?" later in this FAQ.
PCI and PCI Express Specifications 
Which version of the PCI specification is required for compatibility with Windows Vista and Windows Server Longhorn?

For compatibility with Windows Vista and Windows Server Longhorn, chipsets and devices should comply with the PCI Specification version 2.3. Compliance with PCI Specification version 3.0 is not required.

Which version of the PCI Express Specification is required for compatibility with Windows Vista and Windows Longhorn Server?

For compatibility with Windows Vista and Windows Longhorn Server, PCI Express chipsets must comply with the PCI Express Specification V1.0a, including the Hot-Plug PCI-SIG Engineering Change Request (ECN) listed in "Resources" at the end of this FAQ. 
Extended Configuration Space
What size and base address do Windows Vista and Windows Server Longhorn use for the memory-mapped extended configuration space?

The size and base address that Windows Vista and Windows Server Longhorn use for memory-mapped configuration space varies depending on the number of buses and segments in a PCI Express system. 

The size and base address information is communicated to the operating system through the Memory-Mapped PCI Configuration Space (MCFG) table in the ACPI BIOS. The operating system does not assume a static 256-MB size or base address.

What are the size limitations for the memory mapped configuration region?

If the system can switch between running 32-bit and 64-bit operating systems, the physical base address of the memory mapped configuration region must be below 4 GB.

Otherwise, the extended configuration space can be at any memory location that the operating system can address. The memory mapped configuration region does not have to be below 4 GB or below 1 TB. 

How should an ACPI BIOS report the range for memory-mapped extended configuration space to the operating system?
The ACPI BIOS should report the memory range for PCI Express memory-mapped extended configuration space to the operating system at the root of the ACPI namespace (under \_SB) in a node with a _HID (Hardware ID) of EISAID(“PNP0C02”).

The memory range should not appear in the E820 tables or in the _CRS (Current Resource Settings) of the root PCI bus.

The BIOS must also implement the MCFG table to provide access to memory-mapped extended configuration space. 

Which Windows operating systems provide access to extended configuration space?

Windows Vista and Windows Server Longhorn provide access to extended configuration space.

Windows 2000, Windows XP, and Windows Server 2003 do not provide access to extended configuration space.

How should drivers access the extended configuration space that is defined by the MCFG table?

On PCI Express–capable systems, firmware uses the MCFG table to communicate the memory-mapped configuration base to Windows Vista and Windows Server Longhorn. To access extended configuration space on these operating systems, drivers should use documented interfaces such as BUS_INTERFACE_STANDARD and IRP_MJ_PNP requests with IRP_MN_READ_CONFIG or IRP_MN_WRITE_CONFIG. These interfaces have been extended in Windows Vista and Windows Server Longhorn to support accessing extended configuration space.  

In general, extended configuration space is not supported by Windows 2000, Windows XP, and Windows Server 2003. These operating systems cannot prevent a driver from accessing extended configuration space through the MCFG table. However, this is not recommended because it can lead to driver compatibility problems with Windows Vista and Windows Server Longhorn. 

To provide drivers with access to extended configuration space in Windows 2000, Windows XP, or Windows Server 2003, the system must have hardware that can support:

· Double-mapping the extended configuration into a base address register (BAR).

· Mapping the extended configuration into an index/data pair in normal configuration space.

Does Windows allow configuration space access through both the MCFG and CF8/CFC mechanisms? 

Yes, Windows operating systems allow access to configuration space through both the MCFG and CF8/CFC mechanisms. MCFG is used for segments or buses that are listed in that table; CF8/CFC is used for everything else. The architectural design of the bus must be carefully considered to ensure proper operation. In particular, divisions must occur on PCI root bus boundaries.
MCFG access is required to use PCI Express extended configuration space. 

Will the CF8/CFC configuration space access mechanism be enhanced to access the extended configuration space?

No, the CF8/CFC configuration space access mechanism is implemented in hardware. The operating system cannot enhance this mechanism to access the extended configuration space. 

Only the MCFG table defined by the PCI Firmware Specification v3.0 can be used to access the extended configuration space.
How is extended configuration space accessed in Itanium-based systems?

On Itanium-based systems, the extended configuration space is accessed through the system abstraction layer (SAL).

How does Windows access PCI-X and PCI Express extended configuration space on HyperTransport-capable platforms? 

The planned access mechanism for HyperTransport-capable platforms is the same as for other platforms: 
· The physical base address of the memory mapped configuration region is read from the MCFG table in the ACPI firmware.  
· The physical base address is mapped, and memory reads and writes are used to access the extended configuration space.

Hot-Plug Support

What PCI Express hot plug support is included in Windows? 

Windows Vista and Windows Server Longhorn include native support for PCI Express hot plug, as described in the PCI Express specification. Both operating systems have the same capabilities and are governed by the systems power policy. 

Windows 2000, Windows XP, and Windows Server 2003 can support PCI Express hot plug through the BIOS, by using ACPI Hot Plug events.

For a general discussion on hot plug support, see "Hot-plug PCI and Windows" listed in "Resources" at the end of this paper.
How is hot plug signaled in Windows?

Device addition and removal is signaled through interrupts or I/O request packets (IRPs) within Windows Vista or Windows Server Longhorn: 

· Interrupts. The interrupt type is based on the hot plug elements that are present on the device. All devices must implement Presence Detect bits so that there will be an interrupt corresponding to that device. Additionally, if the slot implements MRL or an attention indicator button, then the system is notified through an interrupt that is associated with these events.  

· IRPs. If the user signals removal of the device through software (for example, by right-clicking the device icon on the taskbar and clicking Eject), the operating system issues an appropriate Plug and Play IRP, such as an IRP_MN_REMOVE_DEVICE request.

How can BIOS or firmware configure a hot-plugged PCI, PCI-X, or PCI Express device or bridge for Windows 2000, Windows XP, or Windows Server 2003?  

In Windows 2000, Windows XP, and Windows Server 2003, the ASL PCIConfig operational region is read-write for devices but read-only for bridges. BIOS or firmware can configure a hot-plugged PCI, PCI-X, or PCI Express device or bridge in one of the following ways:

· If the platform supports memory-mapped configuration access, then the memory mapped configuration region can be mapped as a memory operations region and accessed through ACPI source language (ASL).

· If the previous solution does not work, the BIOS or firmware might need to implement hot-plug configuration support through system management interrupt (SMI) code.

Can Windows hot-reset a PCI Express adapter? 

Windows Vista and Windows Server Longhorn cannot issue hot resets requests to PCI Express devices because no method exists to do this.  

Hardware might hot-reset a device because of a power state transition. In this case, the bus driver restores the configuration space when the device resumes operation.

How does Windows use the MIN_GNT and MAX_LAT registers on a PCI device?

The MIN_GNT and MAX_LAT registers contain interrupt latency times that are required to access the PCI bus. 
If the ACPI _HPP (Hot Plug Parameters) method is implemented in the BIOS on a system, the method tells the operating system what values to use. If this method is not implemented, Windows uses the values that were set as power-on defaults or that were set by the BIOS at power-on self-test (POST).
These two registers do not apply for PCI Express devices.

Will existing P64H2 hot-plug implementations work in Windows Vista and Windows Server Longhorn?  

Existing P64H2 hot-plug implementations based on ACPI insertion and removal notifications that were developed for Windows 2000, Windows XP, and Windows Server 2003 should work without modification in Windows Vista and Windows Server Longhorn.

Vendors should join the Windows Vista Beta program to receive Windows Vista operating system builds to test and validate their ACPI implementations.

PME and Hot-Plug Events

How does the root port handle PME and hot-plug interrupts in the various power states?

The root port handles PME and Hot Plug interrupts in the follow manner:

· System in S0 state. If the system is in the S0 state, the root port is also in D0 state and the root port services PME and hot-plug events normally.

· System not in S0 state. If the system is not in the S0 state, the root port is not in the D0 state. After receiving a PME or hot-plug interrupt:

1.
A wake event is generated to wake the system.

2.
The root port is returned to the D0 state.

3.
The root port services the PME or hot-plug event.

How should a system indicate that it does not support native PME?

The system should use the _OSC method as defined by the PCI Firmware Specification V3.0 to indicate that it does not support native PME. 

However, be aware that if _OSC indicates a lack of support for native PME, this effectively disables operating system control of other PCI Express native features that depend on PME, such as hot plug and saving or restoring device state across power transitions. Features that might otherwise be managed to reduce power consumption remain enabled.
How are wakes from PCI and PCI-X communicated to the PCI Express hierarchy?

The wake mechanism is the same for PCI and PCI-X hierarchies behind PCI Express to PCI/PCI-X bridges. The wake is not communicated directly to PCI Express; instead, a PME is either routed around the PCI Express hierarchy directly to the chipset, or routed through the bridge.

· PME routed directly to the chipset. The PME# signal is wired together for each bus. Each of these wires is connected to a GPE. A _PRW (Power Resources for Wake) object on the bridge correlates the GPE to the PME for that bus. When the PME fires, the operating system runs the _Lxx control method for that GPE. The _Lxx control method issues a notification to the bridge that wakes the bridge and causes the operating system to signal the driver for the waking device.

· PME routed through the bridge. The PME is routed through the bridge, which translates the PME into a PME message on PCI Express. However, this approach can be used only for a single device behind the bridge and not a deep hierarchy of devices.

How should PME and hot-plug events be signaled and handled for a PCI-X to PCI Express bridge and devices behind the bridge?

If the bridge functionality is built into the chipset and essentially hidden from the operating system, the bridge looks like a PCI Express root port on a PCI root bus. Windows Vista and Windows Server Longhorn treat this bridge as a native PCI Express root port. Windows Vista and Windows Server Longhorn handle hot-plug and PME events from root ports as system interrupt events. 

PCI-X to PCI Express bridges deeper in the device hierarchy can also optionally support the signaling of hot-plug and PME events by using general purpose events (GPEs). Windows Vista and Windows Server Longhorn do not natively support PME and hot-plug events from these bridges, so events must be signaled in a manner that is compatible with Windows Server 2003 and earlier versions of Windows. 

Interrupts 
Should devices implement MSI or MSI‑X?

If a device generates an interrupt, it must implement either MSI or MSI-X. MSI-X includes MSI by definition. A chipset is considered to be a "device" for this purpose because it generates interrupts (as well as consuming them).
Whether to implement MSI or MSI-X depends on the number of messages that the device implements. MSI-X allows for greater implementation flexibility and can be useful for devices that implement four or more messages.
What does this assertion mean: "WARNING: 4.53.5 - If the device supports an interrupt, the Interrupt Disable bit in the Command Register must be read/write"?
This assertion is in PCItest2.exe in the Hardware Compatibility Test (HCT) Kit 12.0: "WARNING: 4.53.5 - If the device supports an interrupt, the Interrupt Disable bit in the Command Register must be read/write." 

The warning refers to Windows Logo Program requirement SYSBUS-PCIEXP-2, "PCI Express device supports interrupt disable functionality," which is required for the Windows Vista logo. It can be tested for released versions of Windows if a device that implements Interrupt Disable is stated to comply with PCI V2.3.

For information about PCI 2.3 Interrupt Disable, see section 6.2 of the PCI Local Bus Specification Revision 2.3. For information about proposed requirements for the Windows Vista Logo Program, see "Windows Vista Logo Program: Proposed Requirements for Hardware (Systems and Devices)" listed in "Resources" at the end of this FAQ.
How is IRQ routing information conveyed to the operating system?

PCI Express root ports must follow the PCI-to-PCI bridge IRQ routing scheme as defined by PCI-to-PCI Bridge Specification V1.2.  

If a _PRT (PCI Routing Table) object exists in the system, the namespace of the root port is used to convey the IRQ routing information. 

A _PRT method should be declared for each secondary bus on the root port. This is the intended use of _PRT. This method works for Windows 2000 and later versions of Windows.

Systems and Devices

How do Windows Vista and Windows Server Longhorn determine whether a system implements PCI Express or PCI-X? 

Windows Vista and Windows Server Longhorn identify the bus type at startup during bus enumeration, in combination with information from the MCFG table and the PCI extended configuration space for devices in the system.
A system can implement both PCI Express and PCI-X. It is not required to implement one or the other technology exclusively. 

How can a driver detect whether it is running on a PCI Express–capable operating system?

Windows 2000, Windows XP, and Windows Server 2003 do not support the extended configuration space access that is required for PCI Express functionality. For these operating systems, a driver can call RtlGetVersion to obtain version information about the currently running operating system or RtlVerifyVersionInfo to verify the presence of a set of operating system attributes. RtlGetVersion and RtlVerifyVersionInfo are documented in the Windows Driver Kit (WDK).
Alternatively, a driver can attempt to read the extended PCI configuration space above offset 0x100 to determine if PCI Express functionality is available. If the operation fails, the operating system is not PCI Express–capable and the CF8/CFC mechanism must be used to access configuration space.
How does _OSC work for PCI devices?

The _OSC (Operating System Capabilities) method is defined in the ACPI Specification version 3.0. The operating system evaluates an _OSC object to convey specific software support or capabilities to the platform so that the platform can configure itself appropriately. _OSC can be used both to indicate which subfeatures are supported in a particular feature set and to request or grant control of a feature. 

The BIOS should use the evaluation of _OSC to reconfigure routing of hot-plug and PME events. For information, see "Implementing PCI Express on Current Windows Operating Systems" listed in "Resources" at the end of this paper.

For information about how PCI devices should implement _OSC, see the PCI Firmware Specification Revision 3.0.

How does the BIOS or firmware enable PCI Express devices under Windows 2000, Windows XP, and Windows Server 2003?

Root complex and switches. The BIOS should configure the root complex and switches properly before the operating system boots. After the operating system boots, the root complex and switches appear the same as PCI-to-PCI bridges to the operating system and are treated as such.  No additional drivers are required.

Endpoints. For endpoints, the BIOS should set and enable any advanced PCI Express features that the device requires before the operating system boots. However, after the operating system boots, the device driver cannot access the extended configuration space because these operating systems do not support it.

For a complete discussion on this topic, see “Implementing PCI Express on Current Windows Operating Systems" (Part 1 and Part 2) listed in 'Resources" at the end of this paper. 

How are resource windows for PCI-to-PCI bridges configured in Windows 2000, Windows XP, and Windows Server 2003?

The BIOS cannot preconfigure PCI-to-PCI (P2P) bridges on adapters during hot plug. Consequently, the operating system assigns resource windows of a default size to a bridge.

I/O window. The default size for the I/O window is 4 KB in Windows 2000, Windows XP, and Windows Server 2003.  

Memory window. The configuration for the memory window differs for Windows 2000, Windows XP, and Windows Server 2003:

· For Windows 2000, the default size for the memory window is 2 MB.

· For Windows XP and Windows Server 2003, the operating system first attempts to find a memory window of 32 MB. If it cannot find a window of that size, the operating system attempts to find a memory window of progressively smaller sizes (16, 8, 4, 2, and finally 1 MB) until it finds a size that works. 

For a general discussion of hot-plugging, see "Hot-plug PCI and Windows" listed in "Resources" at the end of this paper. 
Does Windows support PCI Express multifunction devices that have a PCI Express switch as a function?

Yes, Windows does support PCI Express multifunction devices that have a PCI Express switch as one of their functions.

For examples of recommended multifunction switch configurations, see "PCI Express and Windows Longhorn" listed in "Resources" at the end of this paper.
How can a system management application detect and enumerate the devices on a PCI, PCI-X, or PCI Express bus?  
System management and other user-mode applications can use the SetupDiXxx device information functions of SetupAPI to enumerate PCI devices that are already present in the device tree. SetupAPI is a system component that provides a set of user-mode functions for use by vendor-supplied installation software, including co-installers, class installers, and device installation applications. Plug and Play adds a device to the device tree after its bus driver reports the device to Plug and Play. SetupAPI cannot scan a bus for devices that might be physically attached to the bus but are not already represented in the device tree.
The CM_Xxx PnP configuration manager functions, which are often used with SetupDiXxx device information functions, can be used to determine the parent, children, and siblings of devices in the device tree. 

SetupDiXxx and CM_Xxx functions are documented in the Windows Driver Kit (WDK). General Setup functions used by installation applications are described in the Platform SDK. For information about these functions, see "Resources" at the end of this FAQ.

Does Windows support PCI Express isochronous devices?

With the exception of HD audio, isochronous operation for PCI Express is undefined. As a result, Windows does not currently support motherboard-integrated PCI Express isochronous devices. The Windows Logo Program requirements disallow the use of PCI Express isochronous operation
What can be done to shorten PCI Express link retraining times?

The required time to retrain PCI Express links can increase wake times for devices, which affects overall system wake time. 

This is primarily a hardware and firmware issue. Windows can enable or disable link standby, which is one cause of link retraining. However, link hardware automatically retrains based on a number of different events.

Resources
White Papers and Presentations:
Hot-Plug PCI and Windows
http://www.microsoft.com/whdc/system/pnppwr/hotadd/hotplugpci.mspx 

Supporting Subtractive PCI-to-PCI Bridges in Windows
http://www.microsoft.com/whdc/system/bus/pci/PCIbridge-subtr.mspx 

PCI Multi-level Rebalance in Windows Longhorn
http://www.microsoft.com/whdc/system/bus/PCI/multilevel-rebal.mspx 

I/O Resource Usage Reduction
http://www.microsoft.com/whdc/system/bus/PCI/IO-rsc.mspx 
PCI Express, Windows, and the Legacy Transition (Part 1) 
http://download.microsoft.com/download/1/8/f/18f8cee2-0b64-41f2-893d-a6f2295b40c8/TW04047_WINHEC2004.ppt 

PCI Express, Windows, and the Legacy Transition (Part 2) 
http://download.microsoft.com/download/1/8/f/18f8cee2-0b64-41f2-893d-a6f2295b40c8/TW04091_WINHEC2004.ppt 

PCI Express and Windows Longhorn
http://download.microsoft.com/download/1/8/f/18f8cee2-0b64-41f2-893d-a6f2295b40c8/TW04092_WINHEC2004.ppt 
PCI and PCI Express – Architecture and Driver Support
http://www.microsoft.com/whdc/system/bus/pci/default.mspx 

SetupAPI:
WDK
Using Device Installation Functions
http://msdn.microsoft.com/library/default.asp?url=/library/en-us/DevInst_d/hh/DevInst_d/SetupAPI_071eca3a-0cc3-4962-b3de-65dcf056c761.xml.asp
Guidelines for Using SetupAPI
http://msdn.microsoft.com/library/default.asp?url=/library/en-us/DevInst_d/hh/DevInst_d/SetupAPI_02f8bce1-448a-44b5-b2f9-75046a1dac0d.xml.asp
PnP Configuration Manager Functions
http://msdn.microsoft.com/library/default.asp?url=/library/en-us/install/hh/install/cfgmgrfn_3abba546-6876-468e-9dc5-2cb1b286fb9f.xml.asp?frame=true 
Platform SDK
Setup API
http://msdn.microsoft.com/library/en-us/setupapi/setup/start_page.asp?frame=true 

Windows Resources :
Windows Vista Beta Program (available to MSDN subscribers)

http://msdn.microsoft.com/windowsvista/ 
Windows Vista Logo Program: Proposed Requirements for Hardware (Systems and Devices)
http://www.microsoft.com/whdc/winlogo/hwrequirements.mspx 

Windows Driver Development Kit  
http://www.microsoft.com/whdc/devtools/ddk/default.mspx 

Industry Specifications:
ACPI Specifications
http://www.acpi.info/ 

PCI, PCI-X, and PCI Express Specifications
http://www.pcisig.com/specifications 

Hot-Plug PCI-SIG Engineering Change Request 
(http://www.pcisig.com/specifications/pciexpress/specifications/ECN_Hot_Plug__No31.pdf)
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