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Abstract

This document discusses the use of the recovery storage group feature in Exchange Server 2003.
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Using Recovery Storage Groups in Exchange Server 2003

Using the recovery storage group feature in Microsoft® Exchange Server 2003, you can mount a second copy of an Exchange mailbox database on the same server as the original database, or on any other Exchange server in the same Exchange administrative group. You can do this while the original database is still running and serving clients. The recovery storage group can also be useful in disaster recovery scenarios. This guide provides information on how to determine if a recovery storage group is useful in your deployment, how to set up a recovery storage group, and how to troubleshoot common problems.
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Note: 

Download Using Microsoft Exchange Server 2003 Recovery Storage Groups to print or read offline.

Introduction to Using Exchange Server 2003 Recovery Storage Groups

The Recovery Storage Group feature in Microsoft® Exchange Server 2003 allows you to mount a second copy of an Exchange mailbox database on the same server as the original database, or on any other Exchange server in the same Exchange administrative group. This can be done while the original database is running and serving clients. This capability allows you to recover data from an older backup copy of the database without disturbing user access to current data. The recovery storage group can also be useful in various disaster recovery scenarios, most notably the Messaging Dial Tone scenario described later in this document.

Prior to Exchange Server 2003, mounting an extra copy or different version of a production database required the Exchange administrator to build a separate Microsoft Active Directory® directory service forest and recovery server. Not only did this mean that a spare server must be kept available for Exchange database recovery, but building such a server typically requires about two hours of setup time. In Exchange 2003, creating a recovery storage group requires only a few mouse clicks in Exchange System Manager, and the total setup time is approximately two minutes. The process is very similar to creating an ordinary storage group.

After you have created a recovery storage group and added one or more databases to it, you can restore online backup sets to it or copy offline database files into the recovery storage group. You do not have to modify current online backup agents to restore data correctly to the recovery storage group.

Exchange 2003 logically isolates the database copy running in the recovery storage group from the rest of the Exchange organization. Clients cannot log on to this database, and mail cannot be delivered to it. A new version of the Mailbox Merge Wizard (ExMerge) tool must be used to extract mailbox data from this database. 

Who Should Read This Guide?

This document is intended for Exchange administrators who have any of the following responsibilities related to an Exchange deployment:  


Creating plans for disaster recovery 


Creating detailed procedures for disaster recovery 


Performing recovery operations 

You should have Exchange administrator rights for the administrative group containing the recovery storage group server and local administrator rights on the recovery storage group server.

What Terminology Is Used in This Guide?

To get the most benefit from this book, make sure you are familiar with the following terms:  


Recovery 
To replay transaction logs into a restored database, bringing it into a consistent state. There are two forms of recovery:  


Soft recovery   A transaction log replay process that occurs when a database is remounted after an unexpected stop, or when transaction logs are replayed into an offline or file copy backup of a database. The replay process uses only log files that are present in the storage group directory.


Hard recovery   A transaction log replay process that occurs after restoring a database from an online backup. The replay process begins with any log files that are restored from backup and then continues with other log files present in the storage group directory.


Replay 
A process in which Exchange examines the transaction logs for a storage group to identify transactions that have been logged, but not incorporated into the databases of that storage group. This process, also known as "playing back" log files, brings the databases up-to-date with the transaction logs. 


Restore 
To put database and log files back into place on a server. 

How Recovery Storage Groups Work in Exchange Server 2003

Before you begin using recovery storage groups, you should have a general understanding of how they work and what their limitations are. 

When You Can Use a Recovery Storage Group

Recovery storage groups were designed to aid in database recovery under the following conditions: 


The logical information about the storage group and its mailboxes remains intact and unchanged in Microsoft® Active Directory® directory service.


In addition, you need to recover a single mailbox, a single database, or a group of databases in a single storage group. Recovery scenarios include: 


Recovering deleted items that a user mistakenly purged from their mailbox.


Recovering or repairing an alternate copy of a database while another copy remains in production (typically, with the goal of merging data between the two databases using the Mailbox Merge Wizard (ExMerge) tool. 


Recovering a database on a server other than the original server for that database. If needed, you can then merge the recovered data back to the original server (although performance would be slower than if the recovery storage group and the original database were on the same server).

Use the following guidelines for working with recovery storage groups:  


The database you are recovering must be on a server that is a member of the same administrative group as the server running the recovery storage group (if the database is from a different administrative group, the restore operation will not succeed).


If you want to recover more than one database at a time, you can add multiple databases to the recovery storage group as long as they are all from the same original storage group (once you have added the first database, you can only add databases from that database's storage group). Otherwise, you must use more than one recovery storage group (on more than one server).


The database you are recovering is from a server running a version of Exchange that is between Microsoft Exchange Server 2000 Service Pack (SP) 3 and the version of Exchange running on the recovery storage group server. 

All databases restored to the recovery storage group will be upgraded to the database version currently running on the recovery storage group server. This means that you cannot copy databases back to their original servers without first upgrading the original servers to the same version of Exchange (major version and service pack revision). Nonetheless, you can use ExMerge to move data between servers, regardless of version mismatches. 

In addition, databases from versions of Exchange later than the version on the recovery storage group server cannot be restored to the recovery storage group. 

When You Should Not Use a Recovery Storage Group

Recovery storage groups are not appropriate under the following conditions:  


You need to recover public folder content. Only mailbox recovery operations are supported. Public folder recovery procedures remain the same for Exchange Server 2003 as they are for Exchange 2000. 


You need to restore entire servers.


You need to restore databases from multiple storage groups.


You are in an emergency situation that requires changing or rebuilding your Active Directory topology.

In addition, you cannot use a recovery storage group if the Exchange configuration data stored in Active Directory has changed since the database was last backed up. The functionality of a recovery storage group depends on specific mailbox and mailbox database attributes in Active Directory. (Later sections of this section describe these attributes in greater detail). Because of this limitation, you cannot use recovery storage groups in the following circumstances:  


You need to recover mailboxes that have been deleted or purged from the system, or moved to other databases or servers.  

Re-creating a deleted mailbox is not useful in this situation because Exchange does not recognize the re-created mailbox as the same mailbox. When you create a mailbox for a user, it has a unique identifier. If you delete and then re-create a mailbox, the mailbox will have a new identifier that is different from the previous identifier. For more information about these identifiers, see How the Recovery Database Links Back to the Original Database.  
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Note: 

You can use recovery storage groups in a limited fashion when you need to recover deleted or purged mailboxes. For more information about this situation, see Recovering Deleted Items or Purged Mailboxes Using a Recovery Storage Group in Exchange Server 2003.


You cannot use a recovery storage group to recover an Exchange database that was backed up using the Volume Shadow copy APIs. Exchange data that is backed up using the Volume Shadow copy APIs must be restored using the Volume Shadow copy APIs.


The database holding the mailboxes that you are trying to recover was moved to a different storage group after the last backup or has since been deleted. 

Re-creating a deleted database will not resolve this situation for reasons similar to those that apply to a re-created mailbox. Each database also has a unique identifier, and in Exchange, a re-created database is a new database with no relation to the previous database.

How a Recovery Storage Group Differs from an Ordinary Storage Group

A recovery storage group is similar to an ordinary storage group. However, several of the features and functions of an ordinary storage group have been disabled for recovery storage groups. These changes were made to minimize the performance overhead of a recovery storage group, to prevent problematic interactions between the recovery storage group and the rest of the Exchange organization, and to minimize the likelihood of errors in configuring the recovery storage group.

Recovery storage groups differ from ordinary storage groups in the following ways:  


All protocols except MAPI are disabled. Simple Mail Transfer Protocol (SMTP), Remote Procedure Call (RPC), X.400, Post Office Protocol version 3 (POP3), and IMAP4 are all unavailable for databases in a recovery storage group. As a result, mail cannot be sent to or from a database in a recovery storage group. This prevents the recovery storage group from inserting mail into or removing mail from your Exchange system.


User mailboxes in a recovery storage group cannot be connected to Active Directory accounts. As of this writing, the only supported interface for accessing mailbox contents in the recovery storage group is the Exchange 2003 version of ExMerge.


System and mailbox management policies are not applied. This prevents items in the recovery storage group from being deleted by the system as you are trying to salvage them.


Online maintenance and defragmentation do not run against databases in the recovery storage group, thus eliminating the effect of such intensive operations on server performance.


Databases in a recovery storage group cannot be set to mount automatically when the Microsoft Exchange Information Store service is started. An administrator must always start the databases manually. If mounted at the time of a cluster failover, databases will not restart automatically after failover completes.


There is no support for changing data paths or moving data files after initial creation of the recovery storage group. You can delete and re-create the recovery storage group to change paths, or move files manually to desired locations.

How the Recovery Database Links Back to the Original Database

Two Active Directory attributes link a database copy in a recovery storage group with its original database:  


msExchMailboxGUID   Set on the user object that owns the mailbox.


msExchOrigMDB   Set on each database object in the recovery storage group.

msExchMailboxGUID

The value of the msExchMailboxGUID attribute of a user account in Active Directory matches the GUID of the mailbox in Exchange. As shown in the following figure, after you restore a database to a recovery storage group, each mailbox in the recovery storage group database still carries the same GUID as the corresponding mailbox in the original database. The Mailbox Merge Wizard (ExMerge) uses the GUID to match each mailbox in the recovery storage group database with a user in Active Directory. Once this match is made, ExMerge can move data from the mailbox in the recovery storage group database to the correct mailbox in the original database.

Each mailbox has a GUID, which links the mailbox to both a user in Active Directory and the recovered mailbox in the recovery storage group
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The mailbox GUID is the most fundamental attribute of a mailbox. The value of this attribute is set in the database as the mailbox is created, and the value remains the same for the lifetime of the mailbox. It is a unique value that distinguishes a mailbox from all others. Deleted or purged mailboxes cannot easily be recovered in the recovery storage group because deleting a mailbox strips all mailbox attributes from the Active Directory user object that previously owned the mailbox. If you delete the mailbox and then, before it had been purged, reconnect it to a different user, the same msExchMailboxGUID value will appear as an attribute of the new user. In fact, if you switch only the msExchMailboxGUID values between two user accounts with mailboxes in the same database, you will swap mailboxes between them (additional attributes differentiate user accounts with mailboxes in different databases).

If the msExchMailboxGUID value is altered by a single character, the next time the affected user logs on, Exchange creates a completely new mailbox based on the new GUID. In Exchange System Manager, you would see this user as now having two mailboxes. (After a while, the Mailbox Cleanup Agent runs automatically, and the user's original mailbox will afterward display as disconnected and therefore be a candidate for purging.) Suppose the msExchMailboxGUID was then changed back to its original value. The next time the user logged on, the original mailbox would once again be available, and the new mailbox would become disconnected.

When you delete a mailbox, Exchange actually preserves the mailbox for 30 days in case you want to recover data from it later. Exchange removes only the attributes linking the Active Directory account to the mailbox. Before the mailbox is purged from the database, you can use the Mailbox Recovery Center to reconnect the mailbox to the previous Active Directory account or to a different Active Directory account. 

When you purge a mailbox that has been deleted (or when a mailbox is purged automatically 30 days after it was deleted), the mailbox (and its GUID) is removed from the database. At this stage, you cannot use the Mailbox Recovery Center to reconnect the mailbox. However, if the database was backed up between the time the mailbox was deleted and the time it was purged, you can retrieve the mailbox from the backup. For more information about this process, see Recovering Deleted Items or Purged Mailboxes Using a Recovery Storage Group in Exchange Server 2003.

msExchOrigMDB

To recover data from a mailbox in the recovery storage group, the mailbox must reside in the original database from which the database backup you are restoring was generated.

Each database in the recovery storage group has an msExchOrigMDB attribute, which links the database to a database in an ordinary storage group. As shown in the following figure, the msExchOrigMDB attribute holds the distinguished name of the original database from which the database in the recovery storage group was generated. 

The msExchOrigMDB attribute associates a database in the recovery storage group to a normal database
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The distinguished name of an object in Active Directory describes the path to its location in the directory. Every Active Directory object carries a distinguishedName attribute that lists the object's distinguished name in a format suitable for copying and pasting into the msExchOrigMDB attribute. Exchange database objects are located in the Services branch of the Configuration container in every Active Directory forest in which Exchange has been installed.

The distinguished name of a typical Exchange database is of this form:

CN=<database name>,CN=<storage group name>,CN=InformationStore,CN=<exchange server name>,CN=Servers,CN=<administrative group name>,CN=Administrative Groups,CN=<Exchange Organization Name>,CN=Microsoft Exchange,CN=Services,CN=Configuration,DC=<root active directory domain>,DC=<top level domain, such as com or org>
For example:

CN=MailboxDatabase1,CN=Second Storage Group,CN=InformationStore,CN=Exchange1,CN=Servers,CN=First Administrative Group,CN=Administrative Groups,CN=TailspinToys,CN=Microsoft Exchange,CN=Services,CN=Configuration,DC=tailspin,DC=com
If you move the mailbox to a different database, ExMerge can identify the mailbox because its GUID is still present in Active Directory, but ExMerge is unable to extract data from it or merge data into it.

In such a case, you have two options:  


Move the mailbox back to the original database before using ExMerge.


In Active Directory, change the msExchOrigMDB attribute on the recovery storage group database object to point to the database in which the mailbox now resides. 

If you use this option, all mailboxes that were not moved to a new database become inaccessible to ExMerge—unless, of course, you change the msExchOrigMDB attribute back to its initial value.  

You cannot change the msExchOrigMDB attribute by using Exchange System Manager or the standard Active Directory administrative programs. You can use tools such as ADSI Edit, LDIFDE, or LDP to view and change raw Active Directory attributes. For detailed instructions, see How to Change the msExchOrigMDB Attribute Using ADSI Edit.

How to Change the msExchOrigMDB Attribute Using ADSI Edit

To recover data from a mailbox in the recovery storage group, the mailbox must reside in the original database from which the database backup you are restoring was generated. Each database in the recovery storage group has an msExchOrigMDB attribute, which links the database to a database in an ordinary storage group. The msExchOrigMDB attribute holds the distinguished name of the original database from which the database in the recovery storage group was generated. The following procedure outlines how to change the msExchOrigMDB attribute using ADSI Edit.

The msExchOrigMDB attribute associates a database in the recovery storage group to a normal database
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Procedure
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To change the msExchOrigMDB attribute using ADSI Edit

	1.
Install ADSI Edit on a workstation or server that is a domain member. ADSI Edit is not installed by default with Microsoft Windows®. It is part of the Support Tools for Windows Server.

2.
In ADSI Edit, expand the Configuration container until you find the database to which the mailbox was moved. (For help in navigating the tree of the Active Directory® directory service, refer to the distinguished name examples in the "msExchOrigMDB" section of How the Recovery Database Links Back to the Original Database.)

3.
Open the properties of the database object, and find the distinguishedName attribute. Select and copy the entire Value field to the Windows clipboard.

4.
In the Configuration container, find the recovery storage group database object.

5.
Open the properties of the database object, and find the msExchOrigMDB attribute. Click Clear, and then delete the distinguished name from the Edit Attribute text box. Paste in the distinguished name from the other database, click Set, and then click OK. 
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Note: 

After changing permissions, adding or deleting databases in the recovery storage group, or changing attributes of a recovery storage group, it may take up to 15 minutes for previously cached values to be refreshed. In addition, you must allow time for the changes to replicate among the Active Directory domain controllers. Until the changes have replicated and the affected caches have been refreshed, restoring to the recovery storage group or extracting data from it may fail.


Backup and Restore Differences from Previous Versions of Exchange

One of the design goals of the recovery storage group feature was to avoid modifying or upgrading existing online backup programs or agents. The Exchange online backup API is implemented in the Backup tool (after installing Exchange System Manager or Exchange Server on a computer) and in many third-party backup programs. The primary advantage of using a backup program that implements this API is that you can back up Exchange databases without interrupting service to users. Database backups occur while users are connected to and modifying the databases. Transaction logs generated during the backup are stored with the backup and are used to reconstruct all changes.

Another advantage of the online backup API is that it simplifies selecting databases for backup or restore operations. Rather than having to know which Exchange files require backup for a particular database, the administrator selects the appropriate server and databases to be backed up, and Exchange automatically collects and backs up the appropriate files.

When you use Backup or another Exchange-aware backup program to restore databases in Exchange Server 2003, Exchange first determines whether a recovery storage group exists on the designated Exchange server and whether the database selected for restoration is present in the recovery storage group. If it is, Exchange redirects the restored files to the recovery storage group. The backup program remains unaware that restoration has been redirected to the recovery storage group on that server.

If the database to be restored is not in the recovery storage group, restoration ends immediately, even if the database exists in another storage group on the server. As long as the recovery storage group exists, Exchange treats it as if it were the only storage group on the server for restore purposes. If the recovery storage group is not present or has been deleted, Exchange reverts to ordinary restore behavior, and the service does not need to be restarted. 

Recovery SG Override Registry Key

If you want to have normal restoration behavior on a server without having to delete the recovery storage group, you may use Regedit.exe to set a Windows registry value that instructs the Microsoft Exchange Information Store service to ignore the recovery storage group during the restore operation.
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Note: 

Incorrectly editing the registry can cause serious problems that may require you to reinstall your operating system. Problems resulting from editing the registry incorrectly may not be able to be resolved. Before editing the registry, back up any valuable data.
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Important: 

It is strongly recommended that you use this key only in a test environment. 

To do this, navigate to this path in the Windows registry on the Exchange server: 

HKEY_LOCAL_MACHINE\System\CurrentControlSet\Services\MSExchangeIS\ParametersSystem
Create a DWORD value called Recovery SG Override, and set its data value to 1.

You can delete this key, or set its value to 0 when you want to restore again to the recovery storage group. As in deleting the recovery storage group, the Microsoft Exchange Information Store service notices changes to this key immediately, and you do not need to restart any Exchange services.

[image: image11.png]


Important: 

Do not forget to remove this key when you are done with it. Leaving this key in the registry after you are finished with the restore operation may lead to unexpected results to the affected server during future operations. If you do not know that the key is present, you may restore a database to an unintended location. In a worst-case scenario, you may overwrite a production database with a copy that you meant to restore to a recovery storage group. If the original database is mounted when you try to restore a backup, restoration fails with an error informing you that the database must first be dismounted. But if the original database is dismounted when you begin restoration, then it may be overwritten by the restoration.

Setting Up a Recovery Storage Group

Setting up a recovery storage group involves two basic steps: creating the recovery storage group and adding the databases to be restored. This process creates the logical structures that Microsoft® Exchange Server 2003 uses to manage the restored data. Restoring the content of the databases is a separate process and is discussed in Restoring Databases to a Recovery Storage Group in Exchange Server 2003. The following figure shows how a recovery storage group appears in Exchange System Manager after a database has been added.

Exchange System Manager showing a recovery storage group with one database
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Considerations When Creating a Recovery Storage Group

Although Exchange limits the number of ordinary storage groups on a server to four, the recovery storage group does not count toward this limit. You can create a recovery storage group on a server that already contains four storage groups.

For best performance, place the recovery storage group on the same server as the original database that you are restoring. You can merge recovered data into a database from a recovery storage group database on a different server, but performance will be noticeably slower than it would be if both databases were on the same server.

Critical properties that you must set when creating a recovery storage group are:  


Name


Transaction log location


System path location

Name of the Recovery Storage Group

If you are restoring a database using an online backup (a backup created by Backup or another Exchange-aware backup application), note the name of the original storage group to which the original database belongs. You may need to use this name for the recovery storage group, according to the following criteria:  


If the original storage group does not exist on the server on which you are creating the recovery storage group, the recovery storage group must have the same name as the original storage group. For example, if you are creating the recovery storage group on a recovery server that has no other storage groups, the recovery storage group must have the same name as the original storage group.


If the original storage group exists on the server on which you are creating the recovery storage group, the recovery storage group must have a different name. For example, if you are creating the recovery storage group on the server where the original database and storage group reside, the recovery storage group can have any name (other than the names that have already been used).

At the beginning of a restore operation, the Exchange online backup API verifies that a storage group exists on the target server with the same name as the storage group in the backup set. If this is not the case, Backup reports the following error:

The specified computer is not a Microsoft Exchange server or 
its Microsoft Exchange services are not started.
Other backup agents may report different errors.

Existing backup agents work transparently with recovery storage groups. The API functions as if the restore operation is done to the storage group that matches the name in the backup set. However, restoration is actually redirected to the recovery storage group.

If a storage group with a name that matches the name in the backup set already exists on the server, the following error appears when you try to name the recovery storage group:

The object Storage Group Name already exists. 
Enter a unique directory name for this object.
If this error happens, give the recovery storage group a different name. There are no further name restrictions.

Transaction Log Location

Do not set the transaction log path to the same path as that of the transaction logs for another storage group on the server. In most cases, you can set the transaction logs to the same path as the intended database restore path. This advice contradicts the advice usually given for setting Exchange database and transaction log paths.

For best performance on a typical Exchange server, the transaction logs and databases should be separated on different physical drive sets. However, in the recovery storage group, almost no information is written into a database—you are only reading data to salvage it. This lack of database activity means that there is minimal transaction log activity and any new log files that are created will not be useful in the recovery operation. Therefore, the placement of transaction logs for the recovery storage group seldom affects performance. 

Some recovery scenarios involve copying or moving recovery storage group data files from one location to another. In such scenarios, it is not essential to set all data paths for a recovery storage group to a single location, but doing so makes it easier to manage and inspect the files. The most common recovery scenarios are discussed in detail later in this document.

System Path Location

Exchange uses the directory listed in System path location for checkpoint files (see Figure 2.2.) In most cases, you should set this directory to the same directory as the transaction logs. Although there is no harm done by setting a different path, doing so unnecessarily complicates troubleshooting and file management.

Creating a Recovery Storage Group

Although you are not required to do so, it can be more convenient to run Exchange System Manager on the server on which you intend to create the recovery storage group. Doing so makes it easier to verify and examine data paths and then decide where to place data files for the recovery storage group. You do not have to be at the server console to do this. You can use a remote desktop session.
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Note: 

You cannot create a recovery storage group on both Exchange virtual servers in a two-node cluster. In active/passive multi-node clusters with more than two virtual servers, you can create recovery storage groups on multiple virtual servers.

For detailed instructions, see How to Create the Recovery Storage Group.

Considerations When Adding a Database to a Recovery Storage Group

Major considerations when adding a database to a recovery storage group are:  


Database name


File locations for the Exchange database and streaming database


Overwrite setting

Database Name

You can name a database in the recovery storage group anything that you want. If you restore an online backup of the database, it restores correctly with that name, even though the name might be completely different from the original name. 
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Important: 

This guideline applies to the logical database name, not the names of the database files themselves. For information about database file names, see "Database File Locations" later in this topic.

This behavior differs from restore behavior to an ordinary storage group. In an ordinary storage group, you can only restore an online backup if the name of the database in the backup set matches the logical name of a database on the restore server. (The logical name is the name of the database object as seen in Exchange System Manager.) But the rules are different for a database in a recovery storage group. As described earlier in this document, each recovery storage group database has an attribute called msExchOrigMDB. This attribute links the recovery storage group database to the original database. 

Because the database names can be different, you can give the recovery storage group database a name that distinguishes it from the original database. For example, it may be convenient to add a suffix to the name of the recovery storage group database. Without a suffix, you may see the database name twice in some administrative lists and thus will find it difficult to distinguish between the original database and the recovery storage group database.

Database File Locations

You have four primary considerations when deciding where to restore the database:  


Disk space   You may not have sufficient disk space on the drive on which the original database exists to restore a copy. Planning for sufficient disk space on each database drive might seem like an extravagant waste of disk space, but it is a best practice for several reasons. 

First, if an existing database is damaged and cannot mount, you can move or rename the damaged database before you begin restoring from backup. If you do not have enough disk space to do this, you have two alternatives: You must delete the existing database before restoring from backup, or you must take the time necessary—often hours for large databases—to copy the database to another disk before you can begin restoring from backup.  

Second, offline defragmentation of a database works by creating a second copy of the database that has been purged of empty pages. If you do not have enough room on the same drive for this second copy, you must defragment the database on a different drive and copy the defragmented database back to the original drive. This activity can extend defragmentation time by several hours for a large database.   

The trade-off for not keeping sufficient free disk space for such operations is increased downtime or increased risk when recovering from a disaster or when performing offline maintenance operations. 


Performance   Restoring a copy of the database to the same drive as the original database has some affect on performance. The performance degradation is often unnoticeable to end users, but it may be significant depending on your particular hardware and configuration.


Intended recovery strategy   As a general rule, if your recovery strategy involves copying the recovery storage group database back to its original storage group location, try to place the recovery storage group database on the same logical drive as the original database. Doing this will allow you to move the database back into its original place in only a few seconds, regardless of the size of the database files. This can reduce the time for completing all recovery operations by several hours.


File naming   The default file name for the database that is suggested by Exchange System Manager may or may not match the file name for the database in the original storage group. Use the following rules to determine what file name to use: 


If you are restoring from an online backup, the file names do not have to match. Exchange automatically renames the files restored from online backup to match the names in the recovery storage group.  

However, if you intend to move these files from the recovery storage group back into their original storage group, the file names must match those names defined for the destination database in Exchange System Manager (listed in the Database tab of the database Properties dialog box). If you did not use the same file names when creating the database in the recovery storage group, you must manually rename files before moving them. Otherwise, Exchange will not recognize them as belonging to the appropriate database. 


If you are restoring an offline backup or file copy database to the recovery storage group, the file names defined for the recovery storage group database must match the file name for the database in the original storage group. Because you are not using the Exchange online backup interface, Exchange only recognizes the files as belonging to the correct database if the filenames match.

As a general rule, it will be less confusing and you will be less likely to make mistakes if you name the databases correctly as you are creating the database objects, rather than renaming the actual files later. 

Overwrite Setting

When you add a database to a recovery storage group, leave the This database can be overwritten by a restore check box selected. The important thing to remember about this check box is that if you restore the same database to the recovery storage group a second time, you will have to mark this check box again before you can mount the second restore of the database. If you fail to do this, no harm is done, but Exchange reminds you of what to do by displaying this error message:

The database files in this store were replaced with older versions by an offline restore.  To use the restored files, open the Database property page for this Store, select 'This database can be overwritten by a restore', wait for Active Directory replication, and then try again.ID no: c104173a
You should not add the same database to more than one recovery storage group in your Exchange organization at a time. If you configure the same database in recovery storage groups on two different servers, confusion will result for both the backup API and for ExMerge. You may then be unable to restore the database or extract data from it until you delete one of the duplicate recovery storage group databases. 

Adding a Database to a Recovery Storage Group

After you have decided on file names and locations, you can add the databases to the recovery storage group. This operation creates the logical database structure in Exchange. 

For detailed instructions, see How to Add Databases to Be Restored.

For information about restoring data to the database, see Restoring Databases to a Recovery Storage Group in Exchange Server 2003. 

Changing the Configuration of a Recovery Storage Group

You cannot rename the recovery storage group or change its data paths after it has been created. If you decide later to change directory paths, file names, or logical names, you must delete the recovery storage group and start over. If you have already restored data to a recovery storage group before discovering that these names were not appropriate, see How to Re-Create an Existing Recovery Storage Group with a New Name.

How to Set Up a Recovery Storage Group

Setting up a recovery storage group involves two basic steps: creating the recovery storage group and adding the databases to be restored. This process creates the logical structures that Microsoft® Exchange Server 2003 uses to manage the restored data.

Procedure
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To set up a recovery storage group

	1.
Create the recovery storage group on your Exchange Server 2003 computer.  For detailed steps, see How to Create the Recovery Storage Group.

2.
Add the databases to be restored to your Exchange Server 2003 computer.  For detailed steps, see How to Add Databases to Be Restored.


How to Create the Recovery Storage Group

This topic explains how to create the recovery storage group to aid in database recovery. For more information, see How to Set Up a Recovery Storage Group.

Procedure
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To create a recovery storage group

	1.
In Exchange System Manager, right-click the server on which you intend to place the recovery storage group, point to New, and click Recovery Storage Group.

2.
Name the recovery storage group and set the transaction log location and the system path location (see the following figure). Remember that if the server does not already have a storage group with a name identical to the name of the storage group of the database to be restored, you must give that name to the recovery storage group. 

Properties dialog box for a new recovery storage group
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How to Add Databases to Be Restored

This topic explains how to add the databases to be restored to aid in database recovery. For more information, see How to Set Up a Recovery Storage Group.

Procedure
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To add a database to a recovery storage group

	1.
In Exchange System Manager, find the server on which you created the recovery storage group, right-click the recovery storage group and then click Add Database to Recover. 

Exchange automatically determines which databases can be added to the recovery storage group and presents you with a list from which to choose. 

2.
In the Select database to recoverdialog box, click the database that you want to recover and then click OK (see the following figure). 
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Note: 

If the recovery storage group already contains a database, Exchange limits the list of databases to those in the same storage group as the database that has already been added to the recovery storage group.

Select database to recover dialog box
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3.
Name the database, and define the paths for the database and streaming database files (see the following two figures). Remember that if you intend to copy these files to the original storage group to replace the original database, the names must match those used for the original database. 

General tab for a new recovery storage group database
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Database tab for a new recovery storage group database
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How to Re-Create an Existing Recovery Storage Group with a New Name

You cannot rename a recovery storage group or change its data paths after it has been created. If you decide later to change directory paths, file names, or logical names, you must delete the recovery storage group and re-create an existing recovery storage group with a new name. For more information, see Setting Up a Recovery Storage Group.

Procedure
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To re-create an existing recovery storage group with a new name

	1.
In Exchange System Manager, mount and disconnect from the restored databases. This ensures that all transaction logs have been committed to the database files (.edb and .stm files). 

2.
To verify that transaction logs were committed, at a command prompt, use the Exchange Server Database Utilities tool (Eseutil.exe) and run the command Eseutil /mh [database filename].edb. Look for a line in the output of this command that reads "State: Clean Shutdown." Do not proceed if the state is "Dirty Shutdown." 
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Note: 

If your databases are in a Dirty Shutdown state, see Exchange Transaction Logging in Exchange Server 2003 and How Exchange Online Backups Work in Exchange Server 2003 for information about how to recover your data.

3.
In Microsoft Windows® Explorer, move the database files (.edb and .stm files) to a different path on the same drive (for example, D:\DBSAVE).

4.
In Exchange System Manager, delete the recovery storage group and re-create it, taking care to make correct path, file name, and logical name choices.

5.
Follow the instructions in the topic How to Restore File Copies of Databases to a Recovery Storage Group.


Restoring Databases to a Recovery Storage Group in Exchange Server 2003

You can restore databases to a recovery storage group from online backup sets that were taken using the ESE streaming backup APIs or by manually copying database files into the appropriate file paths. Recovery storage groups cannot be used to restore databases that were backed up using the Volume Shadow copy APIs. Exchange data that is backed up using the Volume Shadow copy APIs must be restored using the Volume Shadow copy APIs.

Restoring Databases from Online Backup Sets

Before you begin restoring data, make sure that you configure your system appropriately, as described in Setting Up a Recovery Storage Group. To review:  


A recovery storage group exists. If the server does not contain a storage group with the same name as the original storage group (for example, if you are restoring the database to a server on which it did not previously exist), the recovery storage group must have the same name as the original storage group.


The database that you want to restore has been added to the recovery storage group. By default, these databases are not mounted. Leave them in this state. 
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Note: 

After changing permissions, adding or deleting recovery storage group databases, or changing recovery storage group attributes, it may take up to 15 minutes for previously cached values to be refreshed. Until the cache has been refreshed, restoring to or extracting data from the recovery storage group, or extracting data from it may fail.

The following figure provides a diagram of the restore process. For detailed instructions about how to restore databases from online backup sets, see How to Restore Databases from Online Backup Sets.

Overview of how to restore data from an online backup set to a recovery storage group
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Restoring Databases from Offline or File Copy Backups

Before you begin restoring data, make sure that your system is configured appropriately, as described in Setting Up a Recovery Storage Group. To review, make sure that:  


A recovery storage group exists. Because you are not using an online backup, the name of the recovery storage group does not matter.


The database that you want to restore has been added to the recovery storage group. The file names of the recovery storage group database match the file names of the original database. By default, the recovery storage group database is not mounted. Leave it in this state. 
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Note: 

After changing permissions, adding or deleting recovery storage group databases, or changing recovery storage group attributes, it may take up to 15 minutes for previously cached values to be refreshed. Until the cache has been refreshed, restoring to or extracting data from the recovery storage group may fail.

The following figure provides a diagram of the restore process. For detailed instructions about how to restore databases from offline or file copy backups, see How to Restore Databases from Offline or File Copy Backups.

Overview of how to restore data from an offline or file copy backup to a recovery storage group
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How to Restore Databases from Online Backup Sets

Before you begin restoring data, make sure that you configure your system appropriately, as described in Setting Up a Recovery Storage Group. To review:  


A recovery storage group exists. If the server does not contain a storage group with the same name as the original storage group (for example, if you are restoring the database to a server on which it did not previously exist), the recovery storage group must have the same name as the original storage group.


The database that you want to restore has been added to the recovery storage group. By default, these databases are not mounted. Leave them in this state. 
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Note: 

After changing permissions, adding or deleting recovery storage group databases, or changing recovery storage group attributes, it may take up to 15 minutes for previously cached values to be refreshed. Until the cache has been refreshed, restoring to or extracting data from the recovery storage group, or extracting data from it may fail.

Procedure
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To restore databases from online backup sets

	1.
Restore online backup sets to a recovery storage group. For detailed information, see How to Restore Online Backup Sets to a Recovery Storage Group.

2.
Run hard recovery manually, if needed. For detailed information, see How to Run Hard Recovery Manually. 

3.
Verify hard recovery and mount the recovered databases. For detailed information, see How to Verify Hard Recovery and Mount the Recovered Databases.

Overview of how to restore data from an online backup set to a recovery storage group
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How to Restore Online Backup Sets to a Recovery Storage Group

You can restore databases to a recovery storage group from online backup sets or by manually copying database files into the appropriate file paths.

Before You Begin

Before you begin restoring data, make sure that you configure your system appropriately. For detailed information, see Setting Up a Recovery Storage Group. 

Procedure
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To restore online backup sets to a recovery storage group

	1.
In Exchange System Manager, disconnect from any databases currently mounted in the recovery storage group. 

2.
At a command prompt, run the command Eseutil /mh [database filename].edb to examine each database header. The header should contain a line reading "State: Clean Shutdown", verifying that each database has disconnected successfully. Remember to check both the .edb database file and its matching .stm streaming database file.  
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Note: 

For more information about the two types of database files, see Managing Mailbox Stores and Public Folder Stores in the Exchange Server 2003 Administration Guide.

3.
In Windows File Manager, remove transaction log files (*.log) and checkpoint files (*.chk) from the recovery storage group directory to prevent them from interfering with recovery.

4.
Using Exchange System Manager, verify that the This database can be overwritten by a restore check box is selected for each newly recovered database.

5.
In Backup (or a different backup program), choose a full backup set to restore. Determine if you need to run hard recovery automatically after the restore is complete. After all backup sets have been restored, hard recovery must be run to replay transaction logs and put the restored database in a mountable state. Use the following guidelines to determine whether you should run hard recovery manually or automatically: 


If this is the only backup set that you need to restore, and you do not need to add extra log files to the recovery storage group, set hard recovery to run automatically after the restore is complete. In Backup, you can do this by selecting the Last Restore Setcheck box, as shown in the following figure. 


If you have additional backup sets to restore, wait until you are ready to restore the last set to use the Last Restore Set option (as described later in this procedure).


If you will be manually copying transaction log files to the recovery storage group in addition to restoring log files from online backup, you will need to run hard recovery manually, as described in Transaction Log File Replay: Soft Recovery and Hard Recovery in Exchange Server 2003. Manually running hard recovery will allow you to verify that all log files match and are in sequence before recovery starts. 

Last Restore Set check box in the Restoring Database Store dialog box of Backup
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6.
Restore the full backup set to the recovery storage group server. 

7.
If additional incremental or differential transaction log backups are available, restore them. As you are restoring the final backup, you can set hard recovery to run automatically, unless you determined in Step 5 above that you need to run hard recovery manually.  
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Note: 

For more information about Microsoft® Exchange Server 2003 incremental and differential backups, see How Exchange Online Backups Work in Exchange Server 2003.

8.
If additional log files are available, move them to the transaction log directory. Verify that the sequence and signatures of these log files match those from the backup set, and then run hard recovery manually. For more information, see How to Run Hard Recovery Manually.

If you are unfamiliar with how to do this task, see Cross-Matching Exchange Databases and Log Files in Exchange Server 2003.  
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Important: 

If you are using additional log files beyond those included in the backup sets, you should run hard recovery manually.


How to Run Hard Recovery Manually

This procedure describes how to run hard recovery manually. This procedure applies to the topic How to Restore Databases from Online Backup Sets.

Procedure
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To run hard recovery manually

	1.
At a command prompt, change your default directory to the folder in which the Restore.env file exists. This will be a subfolder of the temporary location that you defined when restoring the backup.  

If hard recovery has already been run successfully, Exchange will have deleted Restore.env automatically.  

If you are using additional log files beyond those included in the backup sets, it is a best practice to run hard recovery manually. Running hard recovery manually gives you a chance to verify the sequence and signatures of all the log files before recovery starts. If you have already copied all additional log files into place before restoring your backup sets, you can run hard recovery from within the backup application, but it will be difficult to verify before recovery runs that all needed log files are actually present. 

2.
Make sure that all log files, including any extra log files that were not part of the backup set, are in place (as described in the previous procedure).

3.
From the folder identified in Step 1, run the command Eseutil /cc to begin hard recovery.


How to Verify Hard Recovery and Mount the Recovered Databases

This procedure describes how to verify hard recovery and mount the recovered databases.

Procedure
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To verify hard recovery and mount the recovered databases

	1.
Wait for hard recovery to complete. You can examine the Application Log for events indicating successful completion of hard recovery. You can also inspect the temporary folder in which Restore.env is located. After recovery completes successfully, Exchange automatically deletes all files in this folder. 

2.
Using a command prompt, verify that hard recovery was successful by using the command Eseutil /mh [database filename].edb to examine each database header. The header should contain a line reading "State: Clean Shutdown." If the state is "Dirty Shutdown," hard recovery probably did not run automatically or recovery failed. You can correct the problem that caused the failure and then attempt hard recovery again using the procedure in How to Run Hard Recovery Manually.

3.
After hard recovery has completed successfully, mount the database.

4.
If appropriate, mount other databases in the recovery storage group. 

The following figure shows a recovered database with several mailboxes in Exchange System Manager. 

Recovered mailboxes in Exchange System Manager
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How to Restore Databases from Offline or File Copy Backups

Before you begin restoring data, make sure that your system is configured appropriately. To review, make sure that:  


A recovery storage group exists. Because you are not using an online backup, the name of the recovery storage group does not matter.


The database that you want to restore has been added to the recovery storage group. The file names of the recovery storage group database match the file names of the original database. By default, the recovery storage group database is not mounted. Leave it in this state. 
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Note: 

After changing permissions, adding or deleting recovery storage group databases, or changing recovery storage group attributes, it may take up to 15 minutes for previously cached values to be refreshed. Until the cache has been refreshed, restoring to or extracting data from the recovery storage group may fail.

Procedure
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To restore databases from offline or file copy backups

	1.
Verify that all database files to be restored are in Clean Shutdown state. For detailed information, see How to Verify that all Database Files to Be Restored Are in Clean Shutdown State.

2.
Restore file copies of databases to a recovery storage group. For detailed information, see How to Restore File Copies of Databases to a Recovery Storage Group.

Overview of how to restore data from an offline or file copy backup to a recovery storage group
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How to Verify that all Database Files to Be Restored Are in Clean Shutdown State

This procedure describes how to verify that all database files to be restored are in Clean Shutdown state.

Procedure
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To verify that all database files to be restored are in Clean Shutdown state

	1.
Using a command prompt, run the command Eseutil /mh [database filename].edbto examine each database header. Remember that each .edb database file must be accompanied by its matching .stm streaming database file.

2.
If necessary, run soft recovery of each database. If the database files are in Clean Shutdown state, it is not necessary, but it is possible to run soft recovery and replay additional transaction log files into the database. If the database files are not in Clean Shutdown state, you must run soft recovery of each database or repair each database after the copies have been moved into place. 


If transaction log files are available, use Exchange Server Database Utilities (Eseutil.exe) to replay the necessary transaction log file into the database.  

It is best to perform transaction log replay in an empty staging folder before moving a database to the recovery storage group. This ensures that there is no interference with existing log or checkpoint files in the recovery storage group. 
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Note: 

For more information about replaying transaction log files in this way, see Transaction Log File Replay: Soft Recovery and Hard Recovery in Exchange Server 2003. For more information about determining which log files are required, see Cross-Matching Exchange Databases and Log Files in Exchange Server 2003.


If required log files are not available, you must use the repair functionEseutil /p to restore the database to consistency, and then use the Information Store Integrity Checker (Isinteg.exe) tool to fix bad references in the database caused by forcing the database to consistency without applying all transactions. 
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Note: 

If you have to repair a database, some data may be lost. Data loss is frequently minimal; however, it may be catastrophic.


How to Restore File Copies of Databases to a Recovery Storage Group

This procedure describes how to restore file copies of databases to a recovery storage group.

Procedure
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To restore file copies of databases to a recovery storage group

	1.
In Windows Explorer, copy .edb and .stm database files into the locations defined for them in the recovery storage group directory.  

If the file names defined in Exchange System Manager for the database and streaming database files are different than the filenames of the actual files, you can either rename the files or delete the recovery storage group database in Exchange System Manager, and start over with the correct names. If you intend to replay log files into the databases at this point, you should choose the latter method. However, it is a best practice to replay log files "out of place" as described in the previous section. This practice is important if you are restoring multiple databases in a single recovery storage group. 

2.
In Exchange System Manager, disconnect from any databases currently mounted in the recovery storage group. 

3.
In Windows Explorer, remove transaction log files (*.log) and checkpoint files (*.chk) from the recovery storage group directory to prevent them from interfering with recovery.

4.
Using Exchange System Manager, verify that the This database can be overwritten by a restore check box is selected for each newly recovered database.

5.
If you need to run soft recovery manually, use the following steps: 

a.
In Windows Explorer, copy necessary transaction logs to the same location as the database files. 

b.
Identify the log file with the highest sequence number, and then truncate the last five characters of its file name. For example, if the log file with the highest sequence number is E0001234.log, rename it E00.log.

c.
At a command prompt, change your default directory to the folder in which the database files have been restored. All transaction log files should be in this folder as well. Run the command Eseutil /r Enn /i /d to complete soft recovery. Replace Enn with the file name that you used for the log file in the step above. In this example, the file name is E00. After soft recovery finishes, verify that the database files are in Clean Shutdown state by running Eseutil /mh [database filename].edb.

6.
Using Exchange System Manager, mount the database.

7.
If appropriate, mount other databases in the recovery storage group. 

The following figure shows a recovered database with several mailboxes in Exchange System Manager. 

Recovered mailboxes in Exchange System Manager
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Troubleshooting Restore and Recovery Issues in Exchange Server 2003

Restoring a database to a recovery storage group is similar to restoring it to an ordinary storage group. However, there are some differences that you should know about:  


To distinguish recovery storage group transaction logs from ordinary log files, the base name of the transaction log files is R00, rather than Enn. The current recovery storage group log is named R00.log, and subsequent recovery storage group logs are named R0000001.log, R0000002.log, and so on. 


Hard recovery (transaction log file replay from an online backup) cannot be done in a recovery storage group while databases in the group are mounted. In an ordinary storage group, you can restore one database while others are running.


After hard recovery or soft recovery (transaction log file replay from a file copy backup) in a recovery storage group is complete, Microsoft® Exchange Server 2003 detaches the databases from the transaction logs that have prefixes beginning with Enn, and then reattaches them to the R00 log series of the recovery storage group. For more detailed information about transaction logging and recovery, see the appendixes to this document.


If you are restoring file copy backups of databases rather than online backups, and you want to replay transaction logs into them (soft recovery), run the Exchange Server Database Utilities (Eseutil.exe) tool using the /r, /i, and /d switches before mounting the databases in the recovery storage group. For detailed information about the exact syntax and process, see Transaction Log File Replay: Soft Recovery and Hard Recovery in Exchange Server 2003.

If you experience a failure during a restore operation or recovery, check the application event log for additional information about the error. During any Exchange database recovery operation, Exchange logs a standard sequence of event IDs or errors. For example, regardless of the exact cause of a recovery failure, an event 904 may be logged. In the description of the 904 event, you will find information about the specific error that has occurred and the specific error ID number. 

The same error ID may also be displayed in different numeric formats, depending on which interface is reporting the error. For example, the errors IDs 0xC8000262, -939523486, 0xfffffded, and -531 all refer to the same error, which is JET_errBadDBSignature. You can use the Error Code Lookup tool (Err.exe) Downloads for Exchange Server 2003 to translate many numeric errors. You can also look up errors by searching the Microsoft Knowledge Base at http://go.microsoft.com/fwlink/?LinkId=31845. In most cases, the error ID will be translated into plain language in the error message itself. 

For example, you might see the JET_errBadDBSignature error in the following permutations:  


The Restore.env file reports Recover Error: 0xC8000262. 


Eseutil.exe reports Operation terminated with error -939523486 (Existing log file has bad signature.).


In the application event log, the description of Event 904 lists the error as Information Store Callback function call ErrESECBRestoreComplete ended with error 0xC8000262 Existing log file has bad signature.

All three forms of this error are generated simultaneously, and which version you see depends on where you look for the error.

The rest of this section lists causes and solutions for several common restore and recovery errors.

The Specified Computer is Not a Microsoft Exchange Server

At the beginning of a restore operation, Backup or another backup application may display the following error or one similar to it:

The specified computer is not a Microsoft Exchange server or 
its Microsoft Exchange services are not started.
This is a generic error with multiple causes:  


The Microsoft Exchange Information Store service on the target Exchange server is not running.


The name of the recovery storage group is not the same as the name of the original storage group, and you are restoring a database from a different server to the recovery storage group.


The This database can be overwritten by a restore check box has not been selected in Exchange System Manager on the Properties of the database.


The database was not found on the target server specified for a restore operation. This is often caused by Microsoft Active Directory® directory services replication or cache latency. Wait several minutes and try again. This may also happen if you have set the Recovery SG Override registry key and are restoring a database from a different server to the recovery storage group. For more information about the registry key, see "Recovery SG Override Registry Key" in Backup and Restore Differences from Previous Versions of Exchange.


The same database has been configured in a recovery storage group on a different server. You should have only one copy of a database configured across all recovery storage groups on all servers. 


The backup application cannot connect to the Exchange server.  

To verify this, you can attempt a restore operation to an ordinary database on the same server (a database that is not configured in the recovery storage group). Before performing this test, you must either delete the recovery storage group so that the server exhibits ordinary restore behavior or configure the Recovery SG Override registry key. If the error reoccurs, the problem is likely server-wide and not specific to the recovery storage group. If a "Database Not Found" error appears in the Application Event Log, the problem is not with connecting to the server but with connecting to the recovery storage group.   
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Important: 

Be certain that the database you are specifying for this test is mounted, or that it is a test database that can be destroyed. If you have set the Recovery SG Override registry value to 1 and the database specified is not mounted, it will be overwritten immediately in the restore attempt. If the database is mounted, a "Database in use" error will be logged, restore will fail, and the existing database will be unaffected.


Misconfiguration of the backup application or the Exchange server. Consult the Microsoft Knowledge Base at http://go.microsoft.com/fwlink/?LinkId=31845 for further information about other causes of this error.

Database in use (0xC7FE1F41) Database not found (0xC7FE1F42)

You may see Database in use or Database not found errors on a server on which the Recovery SG Override registry key has been set. For more information about this registry key, see "Recovery SG Override Registry Key" in Backup and Restore Differences from Previous Versions of Exchange.

Active Directory replication or cache latency can also cause the "Database not found" error. If this is the cause, you may have to wait up to 15 minutes for the local Exchange store cache to be reset. You can clear the local Exchange store cache by stopping and restarting all Exchange services, the IIS Admin Service, and all Windows Management Instrumentation (WMI) services.

Typically, Active Directory replication will also complete in this amount of time, but depending on your Active Directory replication topology and latency, replication may take longer. 

Database Cannot Be Overwritten By a Restore (0xC7FE1F46)

The solution to the Database cannot be Overwritten by a Restore error is straightforward: In Exchange System Manager, open the properties of the database, and on the Database tab, select the This database can be overwritten by a restore check box.

When the recovery storage group is initially created, this check box is selected, but after a database has been successfully restored and mounted, the check box is cleared. If you restore again to the same recovery storage group database, you must mark the check box again.

JET_errBadDBSignature (0xc8000262, -939523486, 0xfffffded, -531) JET_errBadCheckpointSignature (0xC8000214, -939523564, 0xfffffdec, -532)

You may see Jet_errBadDBSignature or Jet_errBadCheckpointSignature errors if you have previously restored databases to the recovery storage group, and then you later delete the first set of databases and configure the recovery storage group for restore of databases from another storage group.

As a general rule, you should completely delete the recovery storage group and all its data files before restoring a different set of databases. If you did not do this, you can usually correct these errors and allow databases to mount by deleting files matching the specification *nn.* from the recovery storage group data folders. This includes the R00.log file, the R00.chk file, and any Enn.log or Enn.chk files.

JET_errSoftRecoveryOnBackupDatabase (0xfffffde0, -544)

The Jet_errSoftRecoveryOnBackupDatabase error indicates that you have tried to mount a database restored from online backup without first completing hard recovery. To resolve this error, disconnect from all running databases in the recovery storage group and then run the command Eseutil /cc from the temporary folder in which Restore.env exists.

JET_errMissingRestoreLogFiles (0xC800022D, -939523539, 0xfffffdd3, -557)

The Jet_errMissingRestoreLogFiles error is most commonly seen when a database is mounted in the recovery storage group during a hard recovery attempt on another database. You are most likely to see this error if you restore one database from a storage group to the recovery storage group and later restore another database from the same storage group. To correct this error, disconnect from all running databases in the recovery storage group, and then run the command Eseutil /cc from the temporary folder in which Restore.env exists. If this does not correct the problem, you may be missing some log files. For more information about log files, see Cross-Matching Exchange Databases and Log Files in Exchange Server 2003.

Salvaging Data from the Recovery Storage Group in Exchange Server 2003

Microsoft® Exchange Server 2003 Service Pack 1 introduced a new Exchange System Manager task, which is titled Recover Mailbox Data, for performing simple merges of mailbox content between a mailbox in a Recovery Storage Group and the same mailbox running in a normal storage group. For more information about this task, refer to the online Help for Exchange System Manager.

Before Exchange 2003 Service Pack 1, the only supported method of extracting data from a database in a Recovery Storage Group was the Microsoft Exchange Server 2003 version of the ExMerge tool.This version of ExMerge can match a disconnected mailbox in a recovery storage group database with the original mailbox and user account still present elsewhere in the system. This version of ExMerge is available on Downloads for Exchange Server 2003. 

The documentation that accompanies ExMerge is comprehensive. In addition, several articles in the Microsoft Knowledge Base explain the use of ExMerge and how to troubleshoot common issues and failures. 

ExMerge includes sophisticated message selection and filtering capabilities, and can be used to export mailbox data to Outlook Personal Folders (.PST) files. If you do not need such capabilities, but only want to merge all the contents of the RSG mailbox to the original mailbox, then you do not have to use ExMerge. Instead, you can use the simple Recover Mailbox Data task to directly merge the mailboxes from Exchange System Manager.

You can skip this topic unless you will use the ExMerge tool to perform data salvage. The rest of this topic assumes that you are familiar with the general functionality and interface of ExMerge. Topics in this section describe:  


How ExMerge interacts with recovery storage groups.


Permissions necessary for using ExMerge with a recovery storage group.


Troubleshooting common ExMerge problems.


Best practices for working with ExMerge.

Requirements for Using ExMerge with a Recovery Storage Group

The same ExMerge capabilities available for databases in an ordinary storage group are available for databases running in a recovery storage group, including one-step merging, filtering of messages and folders, and extraction of rules and permissions. Important differences exist, however:  


To extract mailbox data from a database in a recovery storage group to a personal folders (.pst) file, you do not have to override administrative Deny Receive As permissions. However, to merge this data from the recovery storage group to its original mailboxes, you must allow administrators Receive As permissions on the destination mailboxes. 

By default, Exchange explicitly denies administrative accounts Send As and Receive As permissions on all mailboxes. This prevents administrators from logging onto mailboxes as clients and from using ExMerge with those mailboxes.  

When extracting data from a recovery storage group database, ExMerge uses a special administrative logon that does not require you to grant administrators an override to the Deny permissions. To merge the data with the original database, you can grant administrators an override to the Deny permissions on that database. The use of the override can be audited.  


The original mailbox must still be present in the original database and must still be connected to a Microsoft Active Directory® directory service user account.  

If the mailbox in the original database has been disconnected, ExMerge does not show it on the list of available mailboxes. If the mailbox has been moved to a different database, it will appear on the list of available mailboxes, but ExMerge fails when it tries to extract data.  

If the mailbox has been disconnected and then reconnected to a different Active Directory user, but is still present in the original database, ExMerge can extract its data from the recovery storage group. However, the Display Name of the mailbox as seen in ExMerge matches the mailNickname attribute of the current mailbox owner, while the Directory Name seen in ExMerge matches the previous owner's mailNickname attribute.  

The .pst file extracted by ExMerge is based on the old mailNickname attribute, and the .pst file must be renamed to match the new mailNickname attribute before ExMerge can import data back to the original mailbox. This means you cannot do a one-step merge if you have connected the mailbox to a different user. You must do a two-step merge, manually renaming the extracted .pst file between steps. 

Setting Permissions for Merging Data

Before you can insert data back into the original mailboxes, you must override the default administrative permissions denials on the target database.

By default, Windows accounts with administrative access are denied permission to read the content of ordinary Exchange mailboxes. For ExMerge to merge data with the original database, it must be able to open mailboxes in that database. Therefore, ExMerge cannot be used for this purpose by an administrator without first overriding the permissions denials. 

For detailed instructions, see How to Grant Your Administrative Logon Account Temporary Rights to Read All Mailboxes in an Exchange Database.

How to Grant Your Administrative Logon Account Temporary Rights to Read All Mailboxes in an Exchange Database

This topic explains how to grant your administrative logon account temporary rights to read all mailboxes in a Microsoft® Exchange Server 2003 database.  Before you can insert data back into the original mailboxes, you must override the default administrative permissions denials on the target database.

By default, Microsoft Windows® accounts with administrative access are denied permission to read the content of ordinary Exchange mailboxes. For ExMerge to merge data with the original database, it must be able to open mailboxes in that database. Therefore, ExMerge cannot be used for this purpose by an administrator without first overriding the permissions denials. For more information, see Salvaging Data from the Recovery Storage Group in Exchange Server 2003.

Procedure

[image: image49.png]


To grant your administrative logon account temporary rights to read all mailboxes in an Exchange database

	1.
Create a Windows Security Group, and name it something such as "Exchange Recovery Administrators".

2.
Add the Windows account you are using to run ExMerge to this group. This account should already be an Exchange administrator account and have local administrator permissions on the Exchange server(s) involved in the mailbox merge process.

3.
In Exchange System Manager, locate the target database and open its Properties dialog box. On the Security tab, add the Exchange Recovery Administrators group and grant this group Full Control permissions on the database. 

It may be necessary to wait up to 15 minutes for the permissions granted to take effect. Alternatively, you can reset cached permissions by stopping and restarting all Exchange services, the IIS Admin Service, and the Windows Management services. Because of this latency, you should grant necessary permissions as soon as you know you will need them, not just before you need to use them.  
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Note: 

As of this writing, only Receive As permission is essential for ExMerge to function properly with a database running in an ordinary storage group. You can therefore restrict the Exchange recovery administrators group to this permission rather than Full Control. If granting only Receive As permission does not work, you should then grant Full Control as an initial troubleshooting step.


Troubleshooting ExMerge Issues

This section discusses some of the most common ExMerge errors that you might encounter when you use ExMerge with a recovery storage group. The Microsoft Knowledge Base article 824126, "How to use Recovery Storage Groups in Exchange Server 2003," contains information about this specific subject. For information about other ExMerge issues, see Search the Support Knowledge Base (KB). Provide the keywords Exchange Server 2003 and ExMerge.

Error 0x8004011d

One of the most frequently seen errors in the ExMerge log file is:

Error opening message store (EMS). Verify that the Microsoft Exchange Information Store service is running and that you have the correct permissions to log on. - 0x8004011d
There are several potential causes of this error, including:  


Insufficient permissions on a database or mailbox to extract or insert data. Your logon account should be granted full permissions on the database, as described in Setting Permissions for Merging Data.


The destination database for the second step of an ExMerge operation is currently not mounted.


The mailbox selected for data extraction in the recovery storage group has been moved from the original database.


The same database has been configured in separate recovery storage groups on multiple servers.


The database that contains the System Attendant mailbox is disconnected. Typically, this is the first mailbox database configured on a server. It must be mounted in addition to the database(s) from which you are extracting data. 

Error Getting List of Private Information Store Databases on Server 'Servername'

The Error Getting List of Private Information Store databases on Server 'Servername' message frequently occurs because you lack sufficient Exchange administrative permissions to view the list of databases on an Exchange server. The first step in troubleshooting this problem is to determine whether you can view the server and databases using Exchange System Manager. You should have Exchange administrator rights for the administrative group that contains the recovery storage group server and local administrator rights on the recovery storage group server.

An Error Was Encountered When Retrieving the List of Mailboxes Homed in the Selected Databases

The An Error Was Encountered When Retrieving the List of Mailboxes Homed in the Selected Databases message can occur when the database is not mounted. Remember that databases in the recovery storage group do not automatically mount when the Microsoft Exchange Information Store service is started. You must mount them manually after the Microsoft Exchange Information Store service startup has completed.

If no mailboxes are displayed for the recovery storage group database, try other databases on the server. If ExMerge cannot display any mailboxes for any databases on the server, the problem is not specific to the recovery storage group.

You will also see this error if any of the mailboxes in the recovery storage group database have been deleted or purged from their original locations. In this case, ExMerge displays the other mailboxes in the recovery storage group that have not been deleted. For recommendations about how to recover data from a purged or deleted mailbox, see Recovering Deleted Items or Purged Mailboxes Using a Recovery Storage Group in Exchange Server 2003.

If you move a mailbox to a different database, ExMerge does not delete it, and still displays the mailbox in the recovery storage group. However, you will be unable to export data from it until you move the mailbox back to the original database. For information about how to overcome this situation, see How Recovery Storage Groups Work in Exchange Server 2003.

Store 'MSPST MS' was not opened Store 'MSEMS' was not opened

The Store 'MSPST MS' was not opened or Store 'MSEMS' was not opened errors might be seen in the ExMerge log file (ExMerge.log) after merging data from the recovery storage group has failed. These errors typically indicate a language localization mismatch problem. The errors can usually be resolved by entering the correct localized names for the MAPI services on which ExMerge depends. 

For detailed instructions, see How to Discover and Configure the Correct Names for MAPI Services.

How to Discover and Configure the Correct Names for MAPI Services

This topic explains how to resolve "Store 'MSPST MS' was not opened" or "Store 'MSEMS' was not opened" errors in the ExMerge log file (exmerge.log) after merging data from the recovery storage group has failed. These errors typically indicate a language localization mismatch problem. The errors can usually be resolved by entering the correct localized names for the MAPI services on which ExMerge depends. For more information, see Salvaging Data from the Recovery Storage Group in Exchange Server 2003.

Procedure
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To discover and configure the correct names for MAPI services

	1.
In the ExMerge.ini file that is bundled with the ExMerge tool, find the LoggingLevel line and set its value to 3 instead of 0. This enables verbose logging of ExMerge errors.

2.
Run ExMerge again to generate the error condition again. To reduce the output to the log file, select only a single mailbox to merge.

3.
In the ExMerge.log file, find the lines that begin with "Checking service" and that are followed by a "was not opened" error. For example: 

[15:02:19] Checking service 'Microsoft Exchange Message Store'

[15:02:19] Checking service 'Personal Folders'

[15:02:19] Store 'MSPST MS' was not opened.

[15:02:19] Ending Routine: EDKRoutines::OpenStores)

4.
In the ExMerge.ini file, find LocalisedExchangeServerServiceName and remove the semicolon (;) that precedes the line. Then set the value to the service name displayed in the ExMerge.log file. For example: 

LocalisedExchangeServerServiceName = Microsoft Exchange Message Store

5.
In the ExMerge.ini file, find LocalisedPersonalFoldersServiceName and remove the semicolon (;) that precedes the line. Then set the value to the service name displayed in the ExMerge.log file. For example: 

LocalisedPersonalFoldersServiceName = Personal Folders




ExMerge Strategies and Best Practices

Typically, ExMerge can extract one gigabyte of mailbox data per hour. To merge all data from a large database can take several hours to several days. By using multiple copies of ExMerge or by filtering data, you can restore the most critical data first. ExMerge can detect duplicate items, and it will not insert multiple copies of a single message even if run in multiple passes. Suggested practices include:  


Learn how to use ExMerge before you need it.  

You should thoroughly understand the filtering capabilities in the Options menus. The Mailbox Merge documentation is comprehensive and describes capabilities that may be useful to you for purposes other than disaster recovery.  


Run multiple copies of ExMerge simultaneously.  

Typically, running three or four ExMerge processes at once produces the highest data extraction rates. If possible, run each ExMerge process from a separate computer. If you are running several copies of ExMerge from the same computer, make separate copies in separate folders of the ExMerge.exe and ExMerge.ini files, and start each instance of ExMerge from a separate default folder. This approach provides the greatest flexibility and prevents the ExMerge log files from interfering with each other. 


Filter the folders extracted by ExMerge so that the most important folders are restored first.  

For example, during the first ExMerge run, select "Ignore these folders" and filter Sent Items and Deleted Items. These two folders often are the largest in a mailbox, but they are the least frequently accessed. Next, set a "Process only these folders" filter that includes Sent Items and Deleted Items. Finish restoring all mailbox data with a second run of ExMerge.  


Restore high-priority mailboxes first or in a parallel, dedicated ExMerge process.  

Before you need it, make a list of personnel whose core job functions depend most heavily on access to Exchange data (for example, executives, executive assistants, and sales personnel).  


When possible, merge data from a smaller database to a larger database, rather than vice versa.  

This approach can dramatically reduce your total recovery time. For more information about this approach, see Recovering a Mailbox Database Using a Dial Tone Database in Exchange Server 2003. 


Use ExMerge to make "brick" or single mailbox backups of the most critical data for your most important users.  

You can script ExMerge to make regular incremental backups of data to individual .pst files that can be distributed to end users in an emergency. 


If you encounter failures, use the –logmax command line switch or set LoggingLevel = 3 in the ExMerge.ini file to assist in troubleshooting.


If you encounter a failure with one database or mailbox, try a mailbox in another database or even a mailbox on a different server to help determine the scope of a problem.  

If the problem occurs with mailboxes not in the recovery storage group, you can troubleshoot the failure as a generic ExMerge issue rather than a recovery storage group issue. 


If you are implementing the Messaging Dial Tone strategy and swapping databases as described in Recovering a Mailbox Database Using a Dial Tone Database in Exchange Server 2003, do not merge rules, permissions, or associated folder data.  

Be aware that until the swapping and merging processes are complete, some rules may no longer be effective, especially rules that move messages to user-created folders. User-created folders have unique folder IDs (FIDs) that rules depend on. A folder of the same name created in a different database (such as the dial tone database) has a different FID, and to point to the new folder, you must edit the rule or an error will occur. Then, once the recovery process is complete, the original folders return to their places, and you must edit the rule a second time to work correctly. 

Recovering a Mailbox Database Using a Dial Tone Database in Exchange Server 2003

If you have a large Exchange database, it can take several hours to restore it from backup after a disaster. However, by implementing a recovery strategy called Messaging Dial Tone, you can restore e-mail service more quickly to users (providing them with a basic "dial tone") and then restore users' previous data as it becomes available.
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Important: 

With Microsoft Exchange Server 2003 Service Pack 1 (SP1), you no longer need to use ExMerge to move recovered mailbox data from the recovery storage group to the regular storage group after you have restored a mailbox store to the recovery storage group. The Recover Mailbox Data feature in Exchange 2003 SP1 Exchange System Manager replaces ExMerge in the majority of recovery cases. For more information about the Recover Mailbox Data feature in Exchange 2003 SP1, see Exchange Server 2003 SP1 Recover Mailbox Data Feature.

Details about the Messaging Dial Tone strategy are provided later in this topic; the basic process is as follows:  

1.
Set user expectations for the functionality that will be available to them and how soon full functionality will be restored.

2.
Create the dial tone database. 

This step involves resetting the damaged Exchange database by removing the current database files from the storage group directory. Keep copies of the files in case they are needed later. Microsoft® Exchange Server 2003 re-creates blank database files to replace the files that you removed. When users attempt to access their mailboxes, Exchange creates new mailboxes in the database, and the users are able to send and receive mail. Because the user objects retain their original Exchange attributes (including msExchMailboxGUID), the new mailboxes have the same GUID values as the old mailboxes. Later, this fact allows ExMerge to successfully transfer data between the original database (which will be running in the recovery storage group) and this temporary "dial tone" database.  
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Note: 

When you reset a database, you lose not only all messages, but also all rules, forms, views, and other mailbox metadata. For more information about the end user configuration information that is lost when resetting a database, see Microsoft Knowledge Base article 282496, "XADM: Considerations and Best Practices When Resetting an Exchange Mailbox Database." This information will be recovered during the merge process if you merge the recovered data into the original database as described in this section.

During the first two steps of Messaging Dial Tone recovery, the dial tone database provides service for users while you recover the damaged database
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3.
Configure the recovery storage group and the recovery storage group database. 

For best results, place the recovery storage group database on the same logical drive as the dial tone database. As a result, moving even large files between folders on the same drive (as you will do later) is almost instantaneous.  

4.
Restore or repair the original database in the recovery storage group (see the figure above). 

5.
After you have completed the necessary recovery on the recovery storage group database, you can disconnect from both databases and swap the database files between the original storage group and the recovery storage group (see the following figure). 

After swapping the dial tone database into the recovery storage group and the original database back to its original storage group, users can access their previous data (including rules, forms, and offline or cached mode data files), but they cannot access new items.

After you swap the two databases, users gain access to previous data
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6.
Use ExMerge to merge data from the dial tone database back into the original database. This brings the user mailboxes up-to-date (see the following figure). 

Use Mailbox Merge to bring the recovered mailboxes up-to-date with content that was created during the restore and recovery process
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This recovery strategy is feasible in earlier versions of Exchange, but it requires building a separate Exchange recovery server and then copying large amounts of data back and forth across the network. By using the recovery storage group, you can avoid building an extra server and, if you keep all databases on the same drive, eliminate the time needed to copy large files between disks and servers. This approach can cut several hours from your recovery time.

Setting End User Expectations During the Recovery Process

Any time you plan to reset a mailbox database, you should first send a message to all mailboxes homed on the database, informing users of what has happened and setting their expectations for the recovery process. A typical message should include the following:  


Explain that their existing information is in the process of being recovered. Tell them that, in the meantime, you have restored mail service, and that they can send and receive e-mail messages.


State the expected time it will take to complete recovery.


If you intend to swap databases, encourage users not to spend time reconfiguring rules, views, and folders. Inform them that you anticipate restoring their original mailboxes, and new customizations will be lost. Let them know that new messages and items that they create will be preserved and added to their original mailboxes. You should also inform users that there will be a short service outage, and that you will alert them before the outage occurs. Explain that after the outage, new messages will be temporarily unavailable, but all old items will be restored, and explain that newer items will soon be restored as well.

Creating the Dial Tone Database

The dial tone database supports your users while you recover the original database. The first time that users log on to their mailbox after this database is created, Exchange creates a new, empty mailbox for them. Although the users do not have access to their previous data, they can send and receive messages normally. For detailed instructions, see How to Reset an Exchange Database and Create a Dial Tone Database.

How to Reset an Exchange Database and Create a Dial Tone Database

This topic explains how to implement a recovery strategy called Messaging Dial Tone.  The dial tone database supports your users while you recover the original database. If you have a large Microsoft® Exchange database, it can take several hours to restore it from backup after a disaster. However, by implementing the Messaging Dial Tone strategy you can restore e-mail service more quickly to users (providing them with a basic "dial tone") and then restore users' previous data as it becomes available. For more information, see Recovering a Mailbox Database Using a Dial Tone Database in Exchange Server 2003. 

Procedure
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To reset an Exchange database and create a dial tone database

	1.
In Exchange System Manager, stop all databases still running in the storage group. You do not have to stop all databases running on the server, just the databases that are in the same storage group as the database that failed.

2.
Retrieve the transaction log location for the storage group and the file names and file locations of the files for the database that failed. 


Look in the storage group Properties dialog box for the transaction log location.


Look on the Database tab of the database Properties dialog box for the database file names and locations.

3.
In Windows File Manager, copy all transaction logs for the storage group to a safe location. Do not move them—copy them. 
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Important: 

It is critical that you preserve all transaction log files before you reset the database. If a backup operation starts, it may purge log files that are still needed for the original database. 
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Note: 

As long as at least one database in a storage group is disconnected, Backup will not purge any log files. In a dial tone scenario, however, Backup assumes that recovery is complete as soon as it detects all databases mounted in the storage group.

4.
Move or rename the files for the failed database (.edb and .stm files).

5.
In Exchange System Manager, mount the failed database. The following warning appears:  

At least one of this store's database files is missing. Mounting this store will force the creation of an empty database. Do not take this action if you intend to restore an earlier backup. Are you sure you want to continue?
6.
 Click Yes. Exchange generates a new database.


Configuring the Recovery Storage Group

If you set the file paths for the recovery storage group database to the same logical drive as the original database, you gain the advantage of being able to instantaneously swap database files between storage groups. However, there are some disadvantages, as follows:  


You must have sufficient disk space free on the database drive to hold the original and the dial tone databases. 
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Note: 

As a best practice, half of your database drive should be empty at all times. (If multiple database files are stored on a single drive, you should have at least a little more free space than the size of your largest database.) It may seem wasteful to keep so much disk space free, but there are significant benefits: First, you reduce the chance of running out of disk space from a sudden surge in user data. Second, if you decide to defragment the database, you can do it "in place" rather than generate the defragmented database remotely and rewrite it over the original database. This greatly reduces the time needed to defragment a large database. Third, in case of disaster, you can quickly move or rename the current failed database before a restore operation. Though you may intend to restore from backup rather than to repair a failed database, it is always a good idea to preserve the failed database in case restore from backup is unsuccessful or rolling forward from backup is incomplete. If the failed database is still in place when restore from backup begins, it will be immediately overwritten and destroyed. If you lack sufficient disk space on the same drive to hold an extra copy of the database, you will slow your restore process while you back up or copy the existing database.


There may be a noticeable performance degradation from restoring or repairing a database on the same drive that is servicing users. Typically, restoring and mounting a database in the recovery storage group has little effect on performance from an end user perspective, but this depends on hardware and configuration, and may not be true in your environment. If it becomes necessary to repair a database in the recovery storage group with the Exchange Server Database Utilities (Eseutil.exe) and the Information Store Integrity Checker (Isinteg.exe) tools, performance degradation may be noticeable. Before you count on being able to use the recovery storage group on the same drive and server, you should test and measure the impact of both restoration and repair operations. 

You can even configure the recovery storage group on a different Exchange server in the same administrative group if you wish. However, if you do this, you lose the advantage of being able to quickly swap database files between storage groups because you will have to copy databases across the network.

Restoring to the Recovery Storage Group Database

As described in Restoring Databases to a Recovery Storage Group in Exchange Server 2003, you can restore a database (or several databases) to the recovery storage group through several methods. Remember that, if you are restoring databases to the recovery storage group when databases already exist there, you must stop all running databases in the recovery storage group before restoring additional databases. It is also good practice to remove all transaction log files from the recovery storage group before restoring additional databases to prevent any possibility of transaction log file conflicts.

After you have restored a database to the recovery storage group, you should mount and disconnect it at least once. This action ensures that necessary transaction logs have been applied, and that the database is in a consistent state. You can double-check this by running the command Eseutil /mh [database filename].edb and verifying that the line "State: Clean Shutdown" appears in the output of the command. 

Swapping Databases between the Recovery Storage Group and the Original Storage Group

If you are unfamiliar with the files that compose an Exchange database, you will benefit from reading Appendix A, "Moving Exchange Mailbox Databases between Storage Groups" before continuing with this section.

You can use several strategies to swap databases between the recovery storage group and the original storage group:  


Move database files between folders on the same drive.


Move database files between different drives.


Leave database files in place, and swap the logical paths defined for each database.

For each approach, you must first note the current paths and names of the .edb and .stm files for each database involved in the swap. With that done, you are ready to proceed.

Moving Database Files between Folders on the Same Drive

Moving database files between folders on the same drive requires only a few minutes if you are methodical and careful. The biggest problem you are likely to encounter is confusion over naming. 

It is possible that the file names assigned to the database(s) in the recovery storage group will not match the file names of the original database. As long as you do not still need to replay existing transaction logs into the database, you can rename the database files to match the names assigned to them in Exchange System Manager.

For detailed instructions, see How to Move Exchange Database Files Between Folders on the Same Drive.

Moving Database Files between Servers

The procedure for moving database files between servers is similar to the previous procedure, except that more planning is required. Note that no service outage is required while the databases are copied across the network. You can copy the large database back to its original drive before disconnecting the dial tone database. 

For detailed instructions, see How to Move Exchange Database Files Between Servers.

Leaving Files in Place and Changing Logical Paths

You can also leave files in place and change logical paths if the recovery storage group is on the same server as the original database, but it is on a different logical drive. The instructions are complicated, and you should follow them closely and deliberately. Double-check your work at each step to avoid confusion.

Note that this procedure could also be used at the beginning of a disaster recovery, if you wanted to point the recovery storage group to the current database drive while mounting the dial tone database on a different drive. 

For detailed instructions, see How to Swap Exchange Database Files by Swapping Logical Paths.

How to Swap Databases Between the Recovery Storage Group and the Original Storage Group

This topic explains how to swap databases between the recovery storage group and the original storage group. You can use several strategies to swap databases between the recovery storage group and the original storage group, including:


Move database files between folders on the same drive.


Move database files between servers.


Leave database files in place, and swap the logical paths defined for each database.

For more information, see Recovering a Mailbox Database Using a Dial Tone Database in Exchange Server 2003.

Before You Begin

If you are unfamiliar with the files that compose an Exchange database, you will benefit from reading Moving Exchange Mailbox Databases Between Storage Groups in Exchange Server 2003 before continuing.

Procedure
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To swap databases between the recovery storage group and the original storage group

	
Use the strategy described in the topic How to Move Exchange Database Files Between Folders on the Same Drive. 


Use the strategy described in the topic How to Move Exchange Database Files Between Servers. OR


Use the strategy described in the topic How to Swap Exchange Database Files by Swapping Logical Paths.


How to Move Exchange Database Files Between Folders on the Same Drive

This topic explains how to move Microsoft® Exchange database files between folders on the same drive. For more information, see How to Swap Databases Between the Recovery Storage Group and the Original Storage Group.

Procedure
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How to move Exchange database files between folders on the same drive

	1.
Notify users of an impending service outage.

2.
In Exchange System Manager, disconnect the relevant databases in both the original storage group and the recovery storage group.

3.
At a command prompt, verify that both databases are in Clean Shutdown state with the command Eseutil /mh [database filename].edb.

4.
In Windows File Manager, create temporary folders for each database, such as \ToOriginal and \ToRSG.

5.
Move the database files (.edb and .stm) from the original storage group folder to the \ToRSG folder and move the database files from the recovery storage group into the \ToOriginal folder. You should move the databases, not copy them, to accomplish the move quickly.

6.
Rename the files in each folder, if necessary, to match the names defined in Exchange System Manager for each database.

7.
Place the files in their respective storage group folders.

8.
In Exchange System Manager, for each database, open the Properties dialog box and, on the Database tab, select the check box labeled This database can be overwritten by a restore.

9.
Mount the databases.


How to Move Exchange Database Files Between Servers

This topic explains how to move Microsoft® Exchange database files between servers. For more information, see How to Swap Databases Between the Recovery Storage Group and the Original Storage Group. 

Procedure
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How to move Exchange database files between servers

	1.
In Windows File Manager, on the original database drive, create temporary folders called \ToRSG and \ToOriginal.

2.
In Exchange System Manager, disconnect from the recovery storage group database.

3.
At a command prompt, verify that the recovery storage group database is in a Clean Shutdown state with the command Eseutil /mh [database filename].edb.

4.
In Windows File Manager, copy the recovery storage group database to the \ToOriginal folder on the original database drive.

5.
Notify users of an impending service outage.

6.
In Exchange System Manager, disconnect from the dial tone database and verify that it is in a Clean Shutdown state with the command Eseutil /mh [database filename].edb.

7.
In Windows File Manager, move the dial tone database to the \ToRSG folder.

8.
Rename the files in each folder, if necessary, to match the names defined in Exchange System Manager for each database.

9.
Move the files in the \ToOriginal folder into place on the original database drive.

10.
In Exchange System Manager, for each database, open the Properties dialog box and, on the Database tab, select the check box for This database can be overwritten by a restore.

11.
Mount the database in the original storage group.

12.
In Windows File Manager, copy the files in the \ToRSG folder to the appropriate paths on the recovery storage group drive.

13.
In Exchange System Manager, mount the dial tone database in the recovery storage group.


How to Swap Exchange Database Files by Swapping Logical Paths

This topic explains how to move Microsoft® Exchange database files by swapping logical paths. For more information, see How to Swap Databases Between the Recovery Storage Group and the Original Storage Group.

Procedure
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How to swap Exchange database files by swapping logical paths

	1.
Notify users of an impending service outage.

2.
In Microsoft Windows® File Manager, create a folder on the recovery storage group database drive called \SaveOriginal.

3.
In Exchange System Manager, disconnect from the recovery storage group database.

4.
At a command prompt, verify that the recovery storage group database is in the Clean Shutdown state with the command Eseutil /mh [database filename].edb.

5.
In Windows File Manager, move the database files (.edb and .stm) to the \SaveOriginal folder.

6.
In Exchange System Manager, delete the database in the recovery storage group. This operation removes the logical structure of the database from Exchange System Manager, but it does not affect the database files. 
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Note: 

Even if you fail to move the database files in the previous step, they will not be deleted by doing this.

7.
In Windows File Manager, create a folder on the original database drive called \SaveDialTone.

8.
In Exchange System Manager, disconnect from the dial tone database in the original storage group.

9.
At a command prompt, verify that the dial tone database is in the Clean Shutdown state with the command Eseutil /mh [database filename].edb.

10.
In Windows File Manager, move the dial tone database files to the \SaveDialTone folder.

11.
In Exchange System Manager, change the path for the original database to point to the recovery storage group database paths. Because there are no databases to be moved, the change can be done quickly. If you need to change the database file names, rename them now in Exchange System Manager rather than renaming the actual files.

12.
In Windows File Manager, move the files from the \SaveOriginal folder into place in their previous location, which is now the path configured for the original database.

13.
In Exchange System Manager, open the Properties dialog box of the database, and on the Database tab, select the This database can be overwritten by a restore check box.

14.
Mount the database so that users can log on again.

15.
In Windows File Manager, create a folder called \Dialtone next to the \SaveDialTone folder.

16.
In Exchange System Manager, re-create the database in the recovery storage group, pointing the database paths to the \DialTone folder. Remember to match the file names with the actual database file names.

17.
In Windows File Manager, move the files from the \SaveDialTone folder to the \DialTone folder.

18.
In Exchange System Manager, mount the recovery storage group database.


Merging Data between Swapped Databases

The final step in this recovery strategy is to merge data from the dial tone database back into the original database. The following recommendations should help this go smoothly:  


Start by merging a single mailbox. If there is a failure, this makes it easier to troubleshoot the problem and read the log files. If there is a failure, refer to the troubleshooting suggestions in the topic Salvaging Data from the Recovery Storage Group in Exchange Server 2003.


Do not merge rules, permissions, or associated folder data after swapping the database. By swapping the database, you have restored all of this ancillary data to the state it was in prior to the disaster. Merging such data from the dial tone database overwrites the previous rules, permissions, and other associated folder and hidden data with the data from the dial tone database. According to its default settings, ExMerge will not merge this data.

Benefits of the Messaging Dial Tone Strategy

There are several good reasons to use a recovery strategy such as the Messaging Dial Tone strategy, in which you swap databases before using ExMerge:  


The amount of data that must be merged is minimized. The dial tone database contains only a few hours or perhaps a few days of data. It is usually much faster to merge this small amount of data to the original large database than to merge a large amount of data to the small dial tone database.


The final database size will be less than if you merged the original data. If you swap databases, single instance storage of the majority of messages will be preserved. If ExMerge processes a message sent to multiple mailboxes, it merges a separate copy of the message into each mailbox instead of all mailboxes sharing a single copy. In addition, messages that ExMerge inserts into a database may be larger than the original versions because of format conversions.


The original mailbox rules, forms, and other ancillary data will be preserved in the state they were in before the disaster. Among other benefits, users will not have to modify rules that move messages to custom folders, and Microsoft Office Outlook® 2003 offline and cache mode files (.ost files) will still work.

Using Outlook 2003 Exchange Recovery Mode with a Dial Tone Database

The new Outlook 2003 feature known as Cached Exchange Mode replaces the Offline Folders mode of previous versions of Outlook. In Outlook 2003, the local cache of mailbox data still resides in an encrypted .pst file (with the file extension .ost), but Cached Exchange Mode adds significant capabilities to the previous offline mode. For example, Cached Exchange Mode provides a function called Exchange Recovery Mode. (For users with versions of Outlook prior to Outlook 2003 with Exchange 2003, Exchange Recovery Mode is not available.) 

After an Exchange database has been reset, users running Outlook 2003 in Cached Exchange Mode see this dialog box: 

Exchange is currently in recovery mode. You can either connect to your Exchange server using the network, work offline, or cancel this logon.
With previous versions of Outlook, this message does not appear. Instead, if a user chooses to work online, the previous .ost file becomes unreadable because a new key from the new mailbox overwrites the encryption data associated with the previous mailbox. The .ost file is tightly linked to a specific mailbox. A new mailbox always has a new .ost key value, even if the new mailbox has the same mailbox GUID as the old mailbox.

If a user chooses to work online using a previous version of Outlook, Outlook generates a new .ost file (but the old .ost file is not deleted), and any unsynchronized data in the old .ost file becomes inaccessible. However, if the original database is swapped back in, the previous .ost file becomes readable again, but the current .ost file becomes inaccessible. 

This behavior means that, after a disaster occurs in which a dial tone database is created, users must sort and perhaps merge data in multiple .ost files, and then edit their Outlook profiles to redirect those files to their previous .ost file. For more information about this, see "Offline Folders" in Microsoft Knowledge Base article 282496, "XADM: Considerations and Best Practices When Resetting an Exchange Mailbox Database." 

The Exchange Recovery Mode in Outlook 2003 was designed to remedy this problem by offering users two options when Outlook 2003 starts after a database reset:  


Offline mode   If users select Work Offline, they will have access to their current .ost file, but not to their Exchange server. The .ost file will not become permanently inaccessible if they decide to go online.


Online mode   If users select Connect, they will have access to their new Exchange database, but not to their .ost file. If they want to access items in your offline cache, they can exit Outlook and start again in Offline mode. 
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Note: 

If users needs to transfer items between their .ost file and their Exchange server while in Exchange Recovery Mode, they can do so by adding an Outlook data file (.pst) to their profile. If your users need to do this, instruct them to start Outlook and, on the File menu, point to New, and then click Outlook Data File and follow the prompts to create the file. The new data file will appear in users' folder trees, and the users can then create a folder called \Transfer. Then, the users can drag and drop items from their offline folders to this folder. When the users restart Outlook in Online mode, the Transfer folder and its items will be available.

After the original database has been swapped with the dial tone database, Outlook automatically exits Exchange Recovery Mode the next time the user selects Connect. 

If users are not able to preserve their current .ost files with Outlook 2003, perhaps because you cannot restore the original database, they will need to reset their .ost files. For detailed instructions, see How to Reset .ost Files.

How to Reset .ost Files

If users are not able to preserve their current .ost files with Microsoft® Outlook® 2003, perhaps because you cannot restore the original database, they will need to reset their .ost files. For more information, see Recovering a Mailbox Database Using a Dial Tone Database in Exchange Server 2003.

Procedure
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To reset .ost files

	1.
Start Outlook in Offline mode, and salvage desired items to an Outlook data file (.pst file).

2.
Start Outlook again, and select Connect to go online with the new Exchange database. 

3.
On the Tools menu, click E-mail Accounts.

4.
Click View or change existing e-mail accounts, and then click Next.

5.
Click the Microsoft Exchange Server account, and then click Change.

6.
Click More Settings, and then click Advanced.

7.
Clear the Use Cached Exchange Mode check box, and then click Apply.  
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Important: 

You must click Apply in order to complete the next step. After you click Apply, this message appears: "You must restart Outlook for these changes to take effect." Do not exit Outlook at this point.

8.
Click Offline Folder File Settings, and then click Disable Offline Use. A prompt appears: "Exchange is currently in recovery mode. If you make changes to your Offline Folder Files settings, your existing .ost file will be removed from your profile and you will not be able to use the file. Do you want to continue?" Click Yes. Click OK, Next, and Finish until you have exited the E-mail Accounts wizard.

9.
Close Outlook.  
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Important: 

You must exit and restart Outlook before continuing with the next step.

10.
Start Outlook again, and then click Connect to go online with the new Exchange database.

11.
On the Tools menu, click E-mail Accounts.

12.
Click View or change existing e-mail accounts, and then click Next.

13.
Click the Microsoft Exchange Server account, and then click Change.

14.
Click More Settings, and then click Advanced.

15.
Select the Use Cached Exchange Mode check box.

16.
Click Offline Folder File Settings, and then change the name of the .ost file.  

For example, if the file name is outlook.ost, name it outlook1.ost. You can also change the file path if you want to.  

17.
Click OK, and a prompt appears: "The file filename could not be found. Would you like to create it?" Click Yes, and then click OK, Next, and Finish to exit the E-mail Accounts wizard.

18.
Exit, and then restart Outlook.


Recovering Deleted Items or Purged Mailboxes Using a Recovery Storage Group in Exchange Server 2003

Microsoft® Exchange mailboxes can exist in one of three states:  


Connected   The mailbox is linked to a Microsoft Active Directory® directory service user account—specifically, there is an Active Directory user account whose msExchMailboxGUID attribute specifies the mailbox GUID and whose homeMDB attribute specifies the distinguished name of the mailbox database. (There are also several other mailbox-related attributes that are set on the user account that owns a mailbox.)


Disconnected   The mailbox GUID is not set on any Active Directory user. When an Exchange administrator deletes a mailbox, the mailbox itself is not affected, but the Active Directory user object associated with the mailbox is stripped of all its mailbox-enabling attributes. 


Purged   The mailbox contents no longer exist in the database. By default, this occurs 30 days after an administrator deletes a mailbox. Until a mailbox has been purged, it can be reconnected to the previous Active Directory user account or to a different Active Directory user account.

If a mailbox is not connected to an Active Directory user account, ExMerge cannot log on to the mailbox and extract data from it. Although mailboxes in the recovery storage group are disconnected, they are logically linked to mailboxes in the original database by the msExchOrigMDB attribute and the mailbox GUIDs. If a connected mailbox with the same GUID exists in that original database, the Exchange Server 2003 version of ExMerge can use that connection to access the appropriate mailbox and merge the recovered content into the original mailbox.
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Note: 

In Exchange System Manager, mailboxes in a recovery storage group may appear in the connected state under some circumstances, such as when you restore a database from an offline file copy. The mailboxes are not actually connected, but you cannot change the appearance of the mailboxes with Run Cleanup Agent because this function is also disabled in a recovery storage group. Regardless of the mailboxes' appearance, they are actually disconnected.

Ordinarily, recovering a deleted Exchange mailbox is a straightforward operation. If the mailbox still exists in the original database, you can right-click it in Exchange System Manager and connect it to any Active Directory account that you want. This has the effect of "undeleting" the mailbox. You can then access items as if the mailbox had never been deleted. 

However, if you have purged a mailbox (or items from it) that must be recovered, you must then restore a backup of the database that still contains both the mailbox and the items. If the mailbox is still in its original connected state, a recovery storage group can be used to extract purged items. However, a recovery storage group cannot be used to extract data if the entire mailbox has been purged or moved.

Nonetheless, the recovery storage group can be useful in recovering a purged mailbox. As described earlier, when using a recovery storage group, data restore and data extraction are two separate recovery steps. You can restore a database containing a purged mailbox to a recovery storage group and then move the database to an ordinary storage group to perform data extraction for a purged mailbox. In Exchange 2000 Server, it is necessary to restore the database to a separate recovery server. Using a recovery storage group saves you the trouble of building such a server. (This capability also permits testing of backups without having to restore to a separate server.)

Exchange allows you to run a maximum of 20 databases in four storage groups on a single server, with up to five databases in any one storage group. Because recovering a purged mailbox requires that you move a restored database to an ordinary storage group, the server involved can contain no more than 19 databases currently running on it. If you have an entire unused storage group, that is even better, because it further isolates the recovery process from other databases and reduces the chance of a mistake. For detailed instructions about how to recover a purged mailbox, see How to Recover a Purged Mailbox from an Online Backup Using the Original Database Server.

How to Recover a Purged Mailbox from an Online Backup Using the Original Database Server

This topic explains how to recover a purged mailbox from an online backup using the original database server. Ordinarily, recovering a deleted Microsoft® Exchange mailbox is a straightforward operation. If the mailbox still exists in the original database, you can right-click it in Exchange System Manager and connect it to any Active Directory account that you want. This has the effect of "undeleting" the mailbox. You can then access items as if the mailbox had never been deleted. 

However, if you have purged a mailbox (or items from it) that must be recovered, you must then restore a backup of the database that still contains both the mailbox and the items. If the mailbox is still in its original connected state, a recovery storage group can be used to extract purged items. For more information, see Recovering Deleted Items or Purged Mailboxes Using a Recovery Storage Group in Exchange Server 2003.

Procedure
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How to recover a purged mailbox from an online backup using the original database server

	1.
In Exchange System Manager, create a recovery storage group, and add the database that you intend to restore.

2.
Restore the database to the recovery storage group.

3.
Mount and disconnect from the database to leave it in Clean Shutdown state. You can run the command Eseutil /mh [database filename].edb to verify the state.

4.
If the server has the capacity for an additional storage group, create a new storage group, and then add a mailbox database to it. The logical names of the storage group and database do not matter, but the database file names for the .edb and .stm files should match the file names of the recovery storage group database.  
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Note: 

If the names do not match, you must rename the recovery storage group database files. You should also configure the new database on the same logical drive as the recovery storage group database files. Do not mount the database after creating it.

5.
In Microsoft Windows® File Manager, move the recovery storage group database files into the paths designated for the new database. If the file names of the recovery storage group database files do not match the file names that you chose for the new database, rename them now.

6.
In Exchange System Manager, in the normal storage group open the Properties dialog box for the database. On the Databasetab, select the This database can be overwritten by a restorecheck box.

7.
Mount the database.

8.
Under the database node, click Mailboxes, and in the right pane find the purged mailbox (which is now a disconnected mailbox). Right-click the disconnected mailbox, and then click Reconnect to reconnect it to the appropriate Active Directory account. 

After the mailbox is connected to an Active Directory® account, you can log on to the mailbox with Microsoft Office Outlook®  or another client, use ExMerge to extract data, or even use the Move Mailbox task to move the mailbox back to its original location. 


Summary of Using Exchange Server 2003 Recovery Storage Groups in Exchange Server 2003

When you use recovery storage groups, remember these best practices and potential difficulties:


Keep sufficient free disk space available so that you can restore a second copy of a database to its original logical drive. This is useful not only for working with a recovery storage group, but for other tasks, such as offline defragmentation, testing backups, and copying a failed database before restoring from backup and overwriting it.


Benchmark the actual performance effects caused by using the recovery storage group on a running production server before modifying your recovery procedures to include recovery storage groups. Some server configurations may not have the capacity for recovery storage groups without significantly degrading the client experience. This situation is especially likely to be true if it becomes necessary to repair a database because the Exchange Server Database Utilities (Eseutil.exe) and Information Store Integrity Checker (Isinteg.exe) tools are tuned for speed, not for minimizing impact on other processes.


In Messaging Dial Tone scenarios, in which you have created a blank database to quickly restore service to users, swap databases between the recovery storage group and original storage group before merging the recovered data. This not only reduces the amount of data that must be merged, but preserves rules, forms, and offline cache mode (.ost) files.


Do not delete, purge, or move mailboxes from the original database if you intend to recover data from them using the recovery storage group. 


Do not create the same database in multiple recovery storage groups on different servers. Doing so may confuse your backup application, and prevent restore of online backups to any of the recovery storage groups.


Remember to give the recovery storage group the same name as the original storage group, except in cases where the storage group name already exists on the server. Failing to do this causes the online backup API to refuse to restore.


If you run more than a single restore operation on the recovery storage group, disconnect from previously existing databases in the recovery storage group before restoring additional databases. Also, remove all log files from the recovery storage group before you begin a second restore to minimize the possibility of log file conflicts.


Be aware of directory and cache latency issues. If you need to grant additional permissions to recovery administrators, do so early in the recovery process because the permissions need time to replicate and become effective. Several minutes may pass after creation of the recovery storage group before replication and caching allow restore to the new storage group.


Remember that databases in the recovery storage group are never mounted automatically. After a cluster failover or restart of the Microsoft Exchange Information Store service, you must mount them manually. When something is not working with the recovery storage group, the first thing to check is that the database is actually mounted.

Moving Exchange Mailbox Databases Between Storage Groups in Exchange Server 2003

Microsoft® Exchange Server 2003 organizes databases (mailbox stores and public folder stores) into storage groups. Each Exchange server can have up to four separate storage groups, and each storage group can have up to five databases. The following figure shows how Exchange System Manager lists storage groups and databases.

Storage groups and databases (mailbox stores and public folder stores) in Exchange System Manager
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If you decide to reorganize your storage group topology, the preferred method is to move individual mailboxes to different storage groups rather than to move entire databases directly. After databases are empty, they can be deleted. However, it is possible to move a database to a different storage group. 
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Important: 

Moving a database between storage groups is not the same as moving database files, which is described in "Moving Store Files to a New Directory" in the Exchange Server 2003 Administration Guide. The procedure described in the Administration Guide affects only the physical file locations, not the organization of the databases and storage groups.

If you move an entire database, you must first delete all its mailboxes from Microsoft Active Directory® directory service. This does not destroy the mailbox contents, but breaks the link between each mailbox and its associated Active Directory user account. By default, Exchange preserves deleted mailbox content in the database for 30 days after deletion from Active Directory. 

After you move a database to a new storage group, you can mount it and then reconnect the mailboxes to the previous Active Directory accounts using the Mailbox Recovery Center in Exchange System Manager. You can also reconnect mailboxes one by one using the Mailboxes listing for that database. 

The biggest drawback to moving an entire database is that in-transit messages may be delayed, rejected, or never delivered. This situation occurs because you must delete mailboxes and then reconnect them at the end of the move operation. With careful planning, you can reduce the amount of time that mailboxes remain in the deleted state to a few minutes, but some messages can still be lost. To avoid this problem, you would have to shut down all mail transports throughout your entire organization during the time that the mailboxes are disconnected. It would not be enough to just stop mail flow on the involved servers. Because routing and delivery information is distributed throughout Active Directory, remote servers can detect that these mailboxes are no longer valid delivery destinations, and thus, incoming mail will be affected.

Even if there are drawbacks to moving databases for topology rebalancing, doing so can be useful in recovery scenarios. The remainder of this appendix explains what you can and cannot do safely when moving databases to another ordinary storage group or to a recovery storage group.

Prerequisites for Moving a Database to a Different Storage Group or Server

An Exchange private mailbox database doesn't "know" which server it is on, which storage group it belongs to, or even what its logical name is. A private mailbox database is tied only to the organization and administrative group names of the server installation on which it is mounted. Everything else is changeable; you can even change the file name of the .stm and .edb files if you want.

An Exchange mailbox database can be taken from its original storage group and mounted on any other Exchange server where:  


The version of Exchange installed is compatible with the version of the database.


The Organization name is the same as on the original server.


The Administrative Group name is the same as on the original server.


The legacyExchangeDN values on important Exchange configuration objects are the same as on the original server.   
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Note: 

If you are moving a database between servers that actually belong to the same administrative group, the legacyExchangeDN values will always be compatible. If you are moving a database to a test server that shares the same name but is not actually part of the Exchange organization, you may need to change the legacyExchangeDN values. You can change the values by using the LegacyDN.exe tool, or by finding and altering legacyExchangeDN values in Active Directory. 

Storage Group and Database Naming Considerations

Along with matching the names, as described in the previous section, you must also consider the name of the storage group, the logical name of the database, and the names of the actual database files. The specific rules for matching names of original and destination storage groups depend on two factors: How you move the database files (for example, using offline backups or normal file copies or restoring from online backup), and whether you restore to an ordinary storage group or to a recovery storage group.

First, look at the following guidelines for moving databases between ordinary storage groups. With a good understanding of these rules, you will be ready to understand the differences that apply to recovery storage groups. 

General Considerations for Moving Files

Each database has a logical name that appears in Exchange System Manager. This name is stored in Active Directory as an Exchange database object.

The database itself consists of two files: the .edb database file and the .stm streaming database file. These files are a matched set and must be treated as if they were a single file. They must be backed up, copied, or moved in strict tandem. If you have a version of the .edb file that is not synchronized with the .stm file, the database will be unable to mount. Exchange stores database file names as properties of the Exchange database object. 

You can view these properties in Exchange System Manager on the Database tab of the Properties dialog box for that database. For example, the following figure shows the properties of a database. The logical name of the database is Mailbox Store, and the database file names are priv1.edb and priv1.stm.

Database properties tab of a mailbox database
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When you mount a database, Exchange reads the paths and names of the database files from Active Directory. If valid files with the proper names are not present in the right path, you will be warned and offered the opportunity to generate new database files. (Unless you know that you want new files to be generated, stop the mount process and find your existing databases.)

Moving a Database by Copying Files

Moving a database between ordinary storage groups merely involves moving a matched .edb and .stm file set into the new path location. In general, it does not matter that the new storage group name or the logical database name are different from the original names. It does not even matter if the log file prefix is different in the new storage group (you can move a database that was running with a set of transaction logs named E00nnnnn.log to a storage group with logs named E01nnnnn.log without a problem).

Moving a Database Using an Online Backup

Moving the databases by using an online backup is a more complicated approach than just copying .edb and .stm files from one location to another.

If you are restoring from an online backup to a different storage group, the destination storage group name and the logical database name must match the original names. The restore API queries the destination server to find out if it has a storage group and database matching the ones selected in the backup set. If a match is not found, the API assumes that you have selected the wrong server. This makes the restore operation straightforward in most instances because the administrator can select the restore server without having to specify anything else.

However, when restoring from online backup, you do not have to match the database file names on the destination server with the original file names. Exchange will actually rename the files on the backup tape to match the new file name if there is a difference. In other words, the name matching required when you restore from online backup is almost the opposite of that required when you use offline or file copy backups. When you use an online backup, the logical names of the storage group and database are critical, but the actual file names of the databases do not matter. With an offline backup, only the names of the files are important. The storage group and logical database names are unimportant.

After a database has been restored from online backup, at least one transaction log file must be committed to the database to make the database consistent (to put it into a Clean Shutdown state). You can be certain that this has happened after you have successfully mounted and disconnected from the database once. With the restored database disconnected, you can move the .edb and .stm files to a different storage group, if you want, by copying them into place (subject to the rules for moving copies of databases between storage groups).

Moving a Database into a Recovery Storage Group

If you are moving a database into a recovery storage group by using an offline backup or other file copy, the rules are exactly the same as when moving databases to an ordinary storage group.

If you are moving a database into a recovery storage group by restoring an online backup, the only naming rule is that one storage group on the server must have the same name as the original storage group from which the backup was taken. This matching name does not have to be the name of the recovery storage group. 

This requirement exists because the restore API will end the restore operation if there is no matching storage group found on its initial query to a server. After a matching storage group is found, Exchange can redirect the restore appropriately to the recovery storage group. Therefore, when you restore from online backup to a recovery storage group, the logical and physical names of the storage group, database, or database files are unimportant. The critical naming factor is the value of the Active Directory attribute msExchOrigMDB. This attribute must match the original name of the database that you have restored from backup. 

Naming Considerations Summary

The rules for matching names of original and destination storage groups depend on two factors: How you move the database files (for example, using offline backups or normal file copies or restoring from online backup), and whether you restore to an ordinary storage group or to a recovery storage group. To summarize:  


If you are restoring from online backup to an ordinary storage group, storage group and logical database names must match, but actual database file names do not need to match.


If you are restoring from online backup to a recovery storage group, you must have one storage group on the server that has the same name as the original storage group. This can be any storage group and not necessarily the recovery storage group itself.


If you are restoring from an offline backup or file copy, actual file names must match, but storage group and logical database names do not need to match. This guideline is true whether you are restoring to a recovery storage group or to an ordinary storage group.

Verifying Consistency Before Moving Database Files

Unless you are restoring from an online backup, the database files (.edb and .stm) must be in a Clean Shutdown state before they are moved to another storage group.

You can know whether a database is shut down cleanly by using the Exchange Server Database Utilities (Eseutil.exe) tool and examining each file with the command Eseutil /mh [database filename].edb. In Exchange 2000 Service Pack 1 and later versions, a line in the output of this command reads either "State: Clean Shutdown" or "State: Dirty Shutdown." Prior to this version of Exchange, the same state is reported as "State: Consistent" or "State: Inconsistent."

Run Eseutil.exe against both the .edb and .stm files to verify the shutdown state. Below is an example of the output from Eseutil /mh (important lines are highlighted):

Microsoft(R) Exchange Server Database Utilities
Version 6.5
Copyright (C) Microsoft Corporation. All Rights Reserved.
Initiating FILE DUMP mode...
       Database: priv1.edb
        File Type: Database
   Format ulMagic: 0x89abcdef
   Engine ulMagic: 0x89abcdef
 Format ulVersion: 0x620,9
 Engine ulVersion: 0x620,9
Created ulVersion: 0x620,9
         cbDbPage: 4096
           dbtime: 20887 (0-20887)
     Log Required: 0-0
   Streaming File: Yes
         Shadowed: Yes
       Last Objid: 127
     Scrub Dbtime: 0 (0-0)
       Scrub Date: 00/00/1900 00:00:00
     Repair Count: 0
      Repair Date: 00/00/1900 00:00:00
Microsoft(R) Exchange Server Database Utilities
Version 6.5
Copyright (C) Microsoft Corporation. All Rights Reserved.
Initiating FILE DUMP mode...
       Database: priv1.stm
        File Type: Streaming File
   Format ulMagic: 0x89abcdef
   Engine ulMagic: 0x89abcdef
 Format ulVersion: 0x620,9
 Engine ulVersion: 0x620,9
Created ulVersion: 0x620,9
         cbDbPage: 4096
           dbtime: 0 (0-0)
     Log Required: 0-0
         Shadowed: Yes
       Last Objid: 0
     Scrub Dbtime: 0 (0-0)
       Scrub Date: 00/00/1900 00:00:00
     Repair Count: 0
      Repair Date: 00/00/1900 00:00:00
To be absolutely sure that the .edb and .stm files are a matched set, you can also compare the DB Signature and Last Consistent lines from the Eseutil.exe output. The DB Signature is a unique value that identifies a particular database. If the values of the .edb and .stm files differ, the files do not match, regardless of the shutdown state.

The Last Consistent line verifies that the files were last shut down simultaneously. The timestamp for Last Consistent does not have to match, but the numbers in parentheses should match exactly. These numbers indicate the current transaction log file in use at the time of the shutdown (in this example, the database was in transaction log 3), and how much of the log file has been filled (in this example, the shutdown occurred 0x46 sectors into the log file and 0xDC bytes into that sector).

Exchange 2003 Transaction Log File Considerations

After Exchange database files are in a Clean Shutdown (Consistent) state, they become independent of the transaction log files for the storage group. In Exchange terms, they are "detached" from the log files. When you start the database again, it "attaches" them again to a transaction log file. In most cases, it attaches to the same log file that was in use when the database was shut down (although this is not a requirement). 

A database can be detached from one series of log files and attached to a different set in a different storage group. If you delete all the log files for a storage group, Exchange will generate a new set of log files, starting with log file 1, and the database attaches to and begins using this new set.
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Important: 

Never delete transaction log files for a storage group unless all databases in the storage group are in a Clean Shutdown state. When a database is in a Dirty Shutdown state, it must have access to the existing log files to be mounted again. If the current log files for a database are destroyed while the database is in Dirty Shutdown state, the only way to restart the database is to use Eseutil /p to perform a repair on it—and even then, repair is not guaranteed.

After a database has detached from its log files and been shut down cleanly, it will never again require the data that already exists in those log files. Everything from the log files has already been written into the database files. However, if you restore a database from backup, you may need the log files again. The older, restored database does not yet have the information from those log files, and you can add that information to the database by "replaying" the logs. The following appendixes explain transaction logging and "no loss" restoration of older databases in greater detail.

Backup and Restore Considerations

At this point, you should understand that there are important implications for backup and restoration whenever you move a database from one storage group to another. In general, anything that you do that detaches a database from one set of log files and attaches it to another will probably affect your ability to roll the database forward from backup. This does not mean your backups are invalidated by attaching a database to a different log file stream, but it does mean that your ability to bring an old backup completely up-to-date is compromised. As a general principle, after you attach a database to a different log file stream, you should immediately make a new backup to ensure that you can roll the database completely forward.

Exchange Transaction Logging in Exchange Server 2003

Microsoft® Exchange Server transaction logging is a robust disaster recovery mechanism that is designed to reliably restore an Exchange database to a consistent state after any sudden stop of the database. The logging mechanism is also used when restoring online backups. 

Before changes are actually made to an Exchange database file, Exchange writes the changes to a transaction log file. After a change has been safely logged, it can then be written to the database file. 

It is common for changes to become available to end users just after the changes have been secured to the transaction log, but before they have been written to the database file. Exchange employs a sophisticated internal memory management system that is tuned for high performance. Physically writing out changes to the database file is a low-priority task during normal operation. Exchange can efficiently manage caching of more than a gigabyte of database pages. This cache includes pages read from the database to fulfill client requests, as well as changed pages that will eventually be written back to the database file.

If a database suddenly stops, cached changes are not lost just because the memory cache was destroyed. On restart of the database, Exchange scans the log files, and reconstructs and applies any changes not yet written to the database file. This process is called replaying log files. The database is structured so that Exchange can determine whether any operation in any log file has already been applied to the database, needs to be applied to the database, or does not belong to the database. 

Rather than write all log information to a single large file, Exchange uses a series of log files, each exactly five megabytes in size. When a log file is full, Exchange closes it and renames it with a sequence number. The first log filled ends with the name Enn00001.log. The nn refers to a two-digit number known as the base name or log prefix.

An Exchange server can have up to four storage groups, and the log files for each storage group are distinguished by file names with numbered prefixes (for example, E00, E01, E02, or E03). The log file currently open for a storage group is simply named Enn.log—it does not have a sequence number until it has been filled and closed.

The checkpoint file (Enn.chk) tracks how far Exchange has progressed in writing logged information to the database files. Typically, on a busy database, the checkpoint lags three or four log files behind the currently open log. There is a checkpoint file for each log stream, and a separate log stream for each storage group. Within a single storage group, all the databases share a single log stream. Thus, a single log file often contains operations for multiple databases.

Log files are numbered hexadecimally, so the log file after E0000009.log is E000000A.log, not E000010.log. You can convert log file sequence numbers to their decimal values using the Windows Calc.exe application in Scientific mode. To do this, run Calc, and then on the View menu, click Scientific.

You can also see the decimal sequence number for a given log file by examining its header with Eseutil.exe. The first 4-KB page of each log file contains header information that describes and identifies the log file and the databases it belongs to. The command Eseutil /ml [log filename] displays a header like the following:

Base name: e00
Log file: e00.log
lGeneration: 11 (0xB)
Checkpoint: (0xB,7DC,6F)
creation time: 12/30/2002 05:07:12
prev gen time: 12/27/2002 13:38:14
Format LGVersion: (7.3704.5)
Engine LGVersion: (7.3704.5)
Signature: Create time:12/27/2002 12:39:26 Rand:334208663 Computer:
Env SystemPath: D:\exchsrvr\mdbdata\
Env LogFilePath: D:\exchsrvr\mdbdata\
Env Log Sec size: 512
Env (CircLog,Session,Opentbl,VerPage,Cursors,LogBufs,LogFile,Buffers)
    (    off,    202,  10100,   1365,  10100,    384,  10240,  65421)
Using Reserved Log File: false
Circular Logging Flag (current file): off
Circular Logging Flag (past files): off
1 D:\exchsrvr\mdbdata\priv1.edb
  dbtime: 44889 (0-44889)
  objidLast: 242
  Signature: Create time:12/27/2002 12:40:16 Rand:334252058 Computer:
  MaxDbSize: 0 pages
  Last Attach: (0xA,199,FB)
  Last Consistent: (0xA,198,8A)
2 D:\exchsrvr\mdbdata\pub1.edb
  dbtime: 29645 (0-29645)
  objidLast: 284
  Signature: Create time:12/27/2002 12:43:23 Rand:334432355 Computer:
  MaxDbSize: 0 pages
  Last Attach: (0xA,199,1AE)
  Last Consistent: (0xA,198,8A)
Last Lgpos: (0xb,9BF,10A)
Database files have a similar header, and so does the checkpoint file. You can examine each type of header with a different Eseutil.exe command switch:  


/ml displays log file headers.


/mh displays database and streaming database file headers.


/mk displays checkpoint file headers.

If you use the wrong switch for displaying a header, for example, using /ml with a database header instead of /mh, an error results or the header information that is displayed may be garbled or incorrect.

You cannot view the header of a database while it is mounted. You also cannot view the header of the current log file (Enn.log) while any database in the storage group is mounted. Exchange holds the current log file open as long as even one database is using it. You can, however, view the checkpoint file header while databases are mounted. Exchange updates the checkpoint file every thirty seconds, and its header is viewable except during the moment when an update is occurring.

As an Exchange administrator, it is an extremely valuable skill to understand Exchange file headers. If you understand the file headers, you can determine which database and log files belong together and which files are needed for successful recovery. 

In this log file header example, note the first four lines:

Base name: e00
Log file: e00.log
lGeneration: 11 (0xB)
Checkpoint: (0xB,7DC,6F)
These lines show that this log file is the current log file because the Log file name does not yet have a sequence number. The lGeneration line tells you that when the log is filled and closed, its sequence number will be B, corresponding to the decimal value 11. The Base name is E00, and therefore the final log file name will be E000000B.log.

The Checkpoint value shown above is not actually read from the log file header, but it is displayed as if it were. Eseutil.exe reads the Checkpoint value directly from Enn.chk, so you do not have to enter a separate command to learn where the checkpoint is. If the checkpoint file has been destroyed, the Checkpoint value reads NOT AVAILABLE. Here, the checkpoint is in the current log file (0xB), and the numbers 7DC and 6F indicate how far into the log file the checkpoint is—which is interesting information, but you will seldom have a practical need for it.

If the checkpoint file is destroyed, Exchange can still recover and replay log files appropriately. But to do so, Exchange begins scanning log files, beginning with the oldest one available, instead of starting at the checkpoint log. Exchange skips data that has already been applied to the database and works sequentially through the logs until data that needs to be applied is encountered. 

Typically, it takes but a second or two for Exchange to scan a log file that has already been applied to the database. If there are operations in a log file that need to be written to the database, it can take anywhere from 10 seconds to several minutes to apply them. On average, a log file's contents can be written to the database in 30 seconds or less.

When an Exchange database shuts down normally, all outstanding data is written to the database files. After normal shutdown, the database file set (.edb file and .stm file) is considered consistent, and Exchange detaches it from its log stream. This means that the database files are now self-contained—they are completely up-to-date. The transaction logs are not required to start the database files.

You can tell whether a database has been shut down cleanly by entering the command Eseutil /mh and examining the file headers. In Exchange 2000 Service Pack 1 and later, there is a line in the header that reads either "State: Clean Shutdown" or "State: Dirty Shutdown." Prior to this version of Exchange, the same state is reported as "State: Consistent" or "State: Inconsistent."

With all databases in a storage group disconnected and in a "Clean Shutdown" state, all log files can be safely deleted without affecting the databases. If you were then to delete all log files, Exchange would generate a new sequence of logs starting with Enn000001.log. The database files could even be moved to a different server or storage group with existing log files, and the databases would attach themselves to a different log stream.
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Note: 

Though you can delete the log files after all databases in a storage group have been shut down, doing so will affect your ability to restore older backups and "roll forward." The current database no longer needs the existing log files, but they may be necessary if you must restore an older database.

If a database is in a "Dirty Shutdown" state, all existing transaction logs from the checkpoint forward must be present before you can mount the database again. If these logs are unavailable, you must repair the database with Eseutil /p to make the database consistent and ready to start.
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Caution: 

If you have to repair a database, some data may be lost. Data loss is frequently minimal; however, it may be catastrophic. After running Eseutil /p on a database, you should complete repair of the database with two further operations.

1.
Run Eseutil/d to defragment the database. This operation discards and rebuilds all database indexes and space trees.

2.
Run the Information Store Integrity Checker (Isinteg.exe) tool in its –fix mode. This tool scans the database for logical inconsistencies that are created by discarding outstanding transaction logs. For example, there may be references in the database that are not up-to-date with each other. Isinteg.exe attempts to correct such problems with the minimum data loss possible.

In addition to allowing Exchange to recover reliably from an unexpected database stop, transaction logging is also essential to making and restoring online backups. For more information about that process, see How Exchange Online Backups Work in Exchange Server 2003. 

How Exchange Online Backups Work in Exchange Server 2003

Microsoft® Exchange Server databases can be backed up while users are online, even as new data is written to them. This capability exists because of Exchange's transaction logging mechanism (as discussed in Appendix B, "Exchange Transaction Logging").

As you begin an online backup, the backup program streams the database file to the backup medium. Changes to the database continue, even to parts of the database that have already been backed up. These missed changes will later be reconstructed from transaction log files.

After the database file has been backed up, Exchange copies at least one transaction log (and usually several of them) to the backup set. These are the transaction logs generated from the time the backup starts until just after it finishes.
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Note: 

Prior to Exchange2000 Service Pack2, a patch file (database_name.pat) was created during backup and was saved with the backup set. The patch file was needed to reconstruct a small subset of possible database changes that could not be preserved in the transaction logs. In newer versions, Exchange no longer saves the patch data to a separate file, but inserts it at the end of the database file. For more information about how patch data is used when restoring an online backup, see Transaction Log File Replay: Soft Recovery and Hard Recovery in Exchange Server 2003. 

When you restore an online backup, you always replay at least one transaction log into it. If you examine the header of a restored database before transaction logs are played into it, you see that it reads "Dirty Shutdown." Restoring a database from online backup and then starting it is similar to starting a database after a system crash. 

Replaying logs after an unexpected database stop is called soft recovery. Replaying logs after restoring an online backup is called hard recovery. The most important difference between the two kinds of recovery is the application of the extra patch data during hard recovery. 

Because Exchange replays transaction logs during recovery of every online backup, it is possible to add more transaction logs to be replayed than were originally on the backup tape. If E0000007.log is on the backup tape, and you have log E0000008.log and others going forward, you can continue log file replay after restoring the online backup as long as there are available logs in an unbroken series. Even if your backup is several days old, you can bring it completely up-to-date as long as you have all the transaction logs generated since the backup was made.

Suppose that you made an online backup of the database on Monday. On Wednesday, the database files were destroyed by a hard disk failure, requiring you to restore Monday's backup. If the transaction log files for the last two days still exist, it is possible to restore Monday's backup and recover all data from Tuesday and Wednesday by retrieving the data from the transaction log files. 
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Note: 

It is an Exchange best practice to keep transaction log files on a dedicated disk separate from the database files. Not only does this improve database performance, but it also provides fault tolerance in case the database disk is destroyed.

There are four kinds of online backups of an Exchange database: normal, copy, incremental, and differential. You may be familiar with these terms; however, the meaning that Exchange assigns to each of them differs from conventional usage:  


Normal   The backup program backs up the database files (.edb and .stm), patch data, and at least one log file. After backup is complete, the backup program deletes all log files prior to the checkpoint at the time that backup began; this prevents log files from accumulating until they use up all available drive space. Note that in current versions, Exchange no longer keeps patch information in a separate file, but appends a patch header page to the end of the database file when the backup process is complete.


Copy   The same as a normal backup, except that the backup program does not delete old log files, and does not update the database header to indicate that a backup has taken place. 


Incremental   The backup program only backs up log files, not database files. Log files since the last normal backup are copied to the backup medium and are then purged from disk. To restore an incremental backup, you must also restore an earlier normal or copy backup because the incremental backup does not contain the database files. Transaction logs from the incremental backup can be replayed after the logs from the full backup are replayed, assuming that there is an unbroken sequence of logs between the two backups.


Differential   The same as an incremental backup, except that the backup program does not delete old log files from disk.

In terms of the files actually placed on the backup medium, there is no difference between a normal and copy backup, and no difference between an incremental and differential backup. 

Restoring an Online Backup

Exchange 5.5 has only one storage group. It holds only two databases, a mailbox database and a public folder database. Starting the Information Store mounts both databases and stopping the Information Store disconnects both of them. Beginning with Exchange 2000, however, a server can hold up to 20 Exchange store databases spread over four storage groups.  Each database is capable of being independently mounted and dismounted. This flexibility has important ramifications for restoring online backups. 

Recall that all the databases in a storage group share the same set of log files, and that restoring an online backup requires replaying some log files. With Exchange 2003, you can now restore one database in a storage group while others are running. This capability means that there are several scenarios in which restoration of log files could cause hard recovery failure or interfere with the operation of other databases in the storage group. Further, it is possible that multiple simultaneous restore operations could occur at once.

To prevent various interaction problems, log files from online backups are now restored to a temporary folder, along with a Restore.env file that controls the hard recovery process. Restore.env is not in plain text format, but its contents can be viewed with the command Eseutil /cm.
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Note: 

Exchange5.5 administrators may be familiar with the Restore in Progress registry key, which serves much the same purpose for Exchange 5.5 that Restore.env serves for newer versions of Exchange. There is no Restore in Progress registry setting for Exchange 2000 and later versions. 

If you are restoring multiple online backups (for example, a single full backup and several incremental backups), you do not want hard recovery to begin before all backups have been restored. You have only one opportunity to replay log files into a restored database; therefore, hard recovery must be postponed until all necessary log files are in place.

If you are using Backup to restore an online backup, you indicate that you are ready to begin hard recovery by selecting the Last Backup Set check box before restoring your final backup set. (Other backup applications may implement this differently.) If you do not select the Last Backup Set check box when restoring the last backup, you can still complete hard recovery manually with the Eseutil /cc command. You should run this command from the folder where Restore.env exists.

After hard recovery finishes processing log files in the temp folder, other transaction logs in the storage group's normal transaction log folder can be replayed as long as they continue in an unbroken sequence with the logs in the temp folder.

Restoring a single Exchange online backup set is a straightforward operation. You need only pick a target server, pick a temporary location on the server for the restored log files, and set hard recovery to run automatically after restore is complete. However, if you are restoring multiple backup sets, you should understand how log file replay works, and how to verify that you have actually restored all needed files. Transaction Log File Replay: Soft Recovery and Hard Recovery in Exchange Server 2003 describes the log file replay and recovery process in more detail, and Cross-Matching Exchange Databases and Log Files in Exchange Server 2003 explains how to check a set of log files to make sure they belong together and are complete.

Transaction Log File Replay: Soft Recovery and Hard Recovery in Exchange Server 2003

As used in Microsoft® Exchange Server 2003, the word recovery must be distinguished from the word restore. Restore is the act of putting database and log files back into place on a server, and recovery is the act of replaying transaction logs into the restored database.

Types of Recovery

There are two forms of recovery:  


Soft recovery   A transaction log replay process that occurs when a database is re-mounted after an unexpected stop, or when transaction logs are replayed into an offline file copy backup of a database.


Hard recovery   A transaction log replay process that occurs after restoring a database from an online backup. 

Soft Recovery

In the default soft recovery scenario, an external event unexpectedly stops an Exchange database, but the database and log files remain intact and in place. When the database is mounted again, Exchange reads the checkpoint file and begins to replay the transaction log that is listed as the checkpoint log. If no checkpoint file exists, replay begins with the oldest log file available in the transaction log folder for the storage group.

Exchange writes to the database files completed transactions found in the log file that have not already been written and reverses any incomplete transactions. Exchange never begins writing a transaction into the database files until all the operations composing it have been secured to the log files. You do not need to physically undo or back out a transaction in the database if all uncommitted transaction logs present at the time of the unexpected stop are present when replay begins.
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Important: 

A fundamental assumption of the soft recovery process is that no database or log files have been moved, deleted, or destroyed by the failure—or by the administrator after the failure.

If you remove any required transaction logs from the replay sequence, Exchange fails soft recovery immediately. If needed transaction logs are missing, you must either perform recovery with an older, restored copy of the database (one that does not require those logs), or you must repair the database with the Exchange Server Database Utilities (Eseutil.exe) tool.

Some of the fundamental rules of transaction log file replay are:  


You cannot replay log files from one database against a different one.   The operations inside a log file are low-level. You will not see anything inside a log file such as "Deliver Message A to Mailbox B." A better example of a log file operation is "Write this stream of 123 bytes to byte offset 456 on database page 7890."  

Imagine that you gave someone instructions for editing a document, and your instructions are "On page five, paragraph four, in the third sentence, insert the phrase 'to be or not to be' after the second word." If these instructions were applied to a document other than the one intended, the result would be random corruption of the document. Likewise, if the wrong log files were played against an Exchange database, a similar result would occur. Exchange therefore has multiple safeguards to prevent such corruption.  

If you defragment or repair an Exchange database, transaction logs that previously were associated with this database can no longer be replayed into it. If you try to replay log files after a defragmentation or repair, Exchange skips the inappropriate transaction logs. Again, consider the analogy of editing the document. If a paragraph has been moved, edited, or deleted since the instructions were created, applying the out-of-date instructions would be as destructive as applying them to an entirely different document.  


You cannot replay log files unless all uncommitted log files from the time the database was last running are available.   You must have all log files starting from the checkpoint at the time the database was backed up. You can then replay log files from this point as long as they follow an unbroken sequence. If there is a single log file missing in the middle or from the beginning of the sequence, replay stops there.


You cannot replay log files if the database files have been moved to a different file path location.   This restriction does not apply if you are using Exchange 2000 Server SP2 or later because Eseutil.exe handles replay even if there has been a path change. The sections below describe how the replay process works in more detail.


You cannot replay log files if the checkpoint file points to the wrong log.   Exchange treats a checkpoint log as if it were the first log available and ignores all older log files. If you restore an older file copy of the database, the checkpoint will be too far ahead, and Exchange tries to start log file replay from a log file that is too new. You can solve this problem by removing the checkpoint file; thus forcing Exchange to scan all available logs. (If you restore an online backup, hard recovery ignores the checkpoint file.)


You cannot replay log files if any database files for the storage group have been removed.   All databases that were running at the time of an unexpected stop must still be present for soft recovery to succeed. This limitation can be overcome by using Eseutil.exe to run soft recovery. 

If soft recovery runs for other databases in a storage group while one database is missing, future log file replay situations may be complicated. By failing soft recovery, Exchange gives the administrator a chance to analyze the situation and decide whether to proceed without the database. 

Advanced Soft Recovery Scenarios

In most cases, the best way to run soft recovery is to mount any database in a storage group. Because all databases in a storage group share a single stream of log files, soft recovery occurs at the level of the entire storage group and not at the level of the individual database.

In some special circumstances, there are advantages to running soft recovery using Eseutil.exe. The most common scenarios are:  


You want to recover a storage group that has a missing database.


You want to recover an individual database "out of place" without affecting other databases or the storage group's log files.

The complete syntax for the Eseutil.exe soft recovery function, listing all possible switches, is:

ESEUTIL /r enn /L[path to log files] /s[path to checkpoint file] /d[path to database file] /i
Example: ESEUTIL /r e01 /Lf:\mdbdata /sc:\exchsrvr\mdbdata /dg:\mdbdata /i
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Note: 

Eseutil.exe command line parameters are not case sensitive; they are mixed in case as shown above to avoid confusion between the "L" and "I" characters.

The above example shows the recovery of the databases for a storage group in which the log file prefix is E01, the log files reside in f:\mdbdata, the checkpoint file resides in c:\exchsrvr\mdbdata, the database and streaming files reside in g:\mdbdata, and missing databases are ignored (because of the /i switch at the end of the command).

The minimum Eseutil.exe command line needed to run soft recovery is:

ESEUTIL /r Enn
This command works only if run from a prompt set to the transaction logs directory. You should also be aware of the following when using Eseutil.exe to run soft recovery:  


If you do not specify any file paths on the command line, Eseutil.exe uses your current command prompt directory as the default for both log files and the checkpoint file.


Database files do not have to be in the log file path. The log files record the database paths, and therefore Eseutil.exe discovers all database paths by reading the log files. Use the /D switch to override the paths stored in the log files only when you are sure the paths in the log files are incorrect. 


If the checkpoint file is not present in the same path as the transaction logs, all log files are scanned during replay, rather than starting replay from the checkpoint log. You can copy an existing checkpoint file temporarily to the log file path. After soft recovery is complete, Exchange no longer uses this copy of the checkpoint file in normal database operation. 

If the information in the checkpoint file is incorrect, soft recovery fails but does not harm the database. You can try recovery again after removing the checkpoint file or finding the correct one. A checkpoint file is not essential to successful recovery, but it can save significant time if you have a large number of log files.  

If you want to begin recovery when a database is missing from the storage group, you can use the command:

ESEUTIL /r Enn /i

The /i switch means ignore missing databases. If you use this switch and then mount the missing database, Exchange prompts you to create a new database. If you intend to restore the old database at some point, you will not be able to replay the new data into it. You now have two separate versions of the same logical database.

This scenario, where one database in the storage group has been replaced by an empty database, is one in which the recovery storage group can help. You can mount the extra database in the recovery storage group, and use ExMerge to add the contents of one database to the other.

If you want to begin recovery "out of place" to recover a single database without affecting other databases in the storage group, you should create a new, empty folder and move the database files that you want to recover, the transaction logs that you want to replay, and a checkpoint file (if desired) into this path. This path must not contain other database files. 

Once you have isolated your databases and logs together into a folder by themselves, run the following command from that folder:

ESEUTIL /r Enn /i /d

By using the /d switch with no path designation, you override the database path set in the log files. In addition, because no other databases are available in this folder, you hide the other databases on the server from this particular recovery process.

If you do not use the /d parameter correctly, the recovery process can affect other databases on the server. Even in the worst case, the recovery process will not damage other databases. However, recovery may fail on the database that you are working with. This recovery operation may even impact future log file replay capabilities against other databases. 
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Note: 

The likelihood of errors increases as the command line becomes more complex. As a general rule, then, minimize the specified path information on the command line when using Eseutil.exe. In this case, change to the directory where the files are located and include the \exchsrvr\bin directory in your system path.

To run soft recovery, the last log file in the replay sequence must be named Enn.log. If the final log file has already been closed and numbered, you must rename the log before soft recovery will succeed. This requirement does not mean that, where the current Enn.log file has been damaged or destroyed, you can ignore it and rename the previous log in the sequence Enn.log. In Exchange 2000, the Logs Required value in the database header lists the minimum sequence of logs required for recovery, starting from the checkpoint log and continuing to the current log. In earlier versions of Exchange, although no Logs Required value existed to enforce the presence of required logs, recovery still failed if the last log needed was not found. The only difference between Exchange 2000 and later versions was that recovery would fail at the end of log replay instead of at the beginning.

Hard Recovery

Hard recovery must be completed after restoring from online backup. Hard recovery is a log file replay process that is similar to soft recovery, but there are some important differences. In hard recovery:  


Patch information must be applied to the database during log file replay.


The checkpoint file is ignored. Restore.env is used instead of the checkpoint file to determine from which log file recovery should start. 

Exchange 5.5 administrators may be familiar with the Restore in Progress registry key. Restore.env replaces the functionality of that key in Exchange 2000. You can view the contents of the Restore.env file by running the command Eseutil /cm. 


If the database has been restored to a different path than that from which it was backed up, log file replay succeeds, ignoring the database paths listed in the log files. 


Restored transaction log files replay first from a temporary folder designated by the administrator before restore. Log files from the normal transaction log folder may also be replayed.


Hard recovery does not fail if other databases in the storage group are missing.

Database files (.edb and .stm) restored from an online backup set are restored to the normal paths defined for the database. Restore begins by overwriting existing databases files. If there is any chance that you might need the existing database files in the future, you must move them or back them up before restoring from online backup. Take into consideration that restore of the online backup could fail for any number of reasons. Even if the existing database files cannot be started at the moment, they are probably still repairable, and data could still be salvaged if necessary.

As you begin restoration of an online backup, Exchange prompts you to provide a temporary folder location. The backup program restores transaction log files from the backup set to this location, not to the normal transaction log file path. The backup program also creates the Restore.env file in the temporary folder.

The function of Restore.env in hard recovery is similar to that of the checkpoint file in soft recovery. Restore.env defines the range of transaction log files that should be present in the temporary folder for hard recovery. If you place extra logs in the temporary folder—logs that are outside the range listed in Restore.env—they are not replayed and the recovery process may delete them automatically.

You may have extra log files to replay that are not from an online backup set. In this case, place those logs in the normal transaction logs folder for the storage group and not in the temporary folder. After hard recovery finishes replaying the logs restored from the backup set, the process checks the normal transaction log folder to see if the next log in sequence is available.
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Note: 

If you are restoring to an alternate server, or you have deleted and re-created the original database, only transaction logs in the temporary folder are replayed. Transaction logs in the normal database folder are not replayed. This distinction avoids transaction log replay conflicts in cases where Exchange knows that the database to which it is restoring is not the same as that from which it was backed up. A database restored in this circumstance is called a victimized database. 
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Note: 

You can play additional transaction logs for a victimized database by placing them in the temporary folder. In this special case, the recovery process does not delete or ignore them, but does replay them. If you are in doubt about the environment to which you are restoring, place copies of additional transaction logs in both the temporary folder and the normal database folder. Regardless of the victimization status of the database, the recovery process will replay one or the other set of logs. When you restore to a recovery storage group, replay works the same as if you were restoring to an original storage group. You can place additional logs in the recovery storage group database folder, and additional logs placed in the temporary folder will be ignored and deleted.

For example, suppose that six log files, E0000003.log through E0000008.log, are restored from backup into the temporary folder. After these log files have been played, recovery now looks in the running log folder for an E0000009.log file that belongs to the same log sequence. Internal markers in the log files identify them as belonging together. The decision to keep replaying is not made only on the basis of the log file name.

If log file 9 is found, replay continues as long as the next log in the series is available. If log file 9 does not exist, the recovery process creates a new log file called E00.log in the temporary folder. This log file is used only to record the changes in the database needed to shut it down in a consistent state. At this point, the database is completely recovered. It automatically restarts and attaches to the most recent log file in the storage group. The recovery process then deletes all files in the temporary directory.

Cross-Matching Exchange Databases and Log Files in Exchange Server 2003

The previous sections emphasize that you need to gather all the needed log files—and only the needed log files—for transaction log replay. This section explains how to determine which files belong together.

The procedures described here need not be done every time you run recovery. In typical restore and recovery scenarios, all log files are present. But in complicated recovery scenarios in which you have manually moved log files or databases from one location to another, you can use the following procedures to ensure that you have matched logs and databases correctly.

The key to matching log files and databases is the signature. You can view log file signatures by using the Exchange Server Database Utilities (Eseutil.exe) tool and viewing the log file header with the command Eseutil /ml [log filename]. You can view database (.edb) and streaming database (.stm) file signatures by viewing the file header with Eseutil /mh [database filename].edb.

A typical log file or database file signature looks like this:

Signature: Create time:12/17/2002 18:1:44 Rand:81060559 Computer:

When Microsoft® Exchange Server 2003 creates a new log file series (starting with log file number 1), it generates a new signature. All subsequent log files in the series will have the same signature as the first log file. With this signature, you can identify immediately whether two log files belong to the same series. The signature never changes unless you delete all the log files, and start again with log file number 1.

When a new database file set is created (.edb and .stm files), Exchange again generates a new signature. This signature is not the same as the log file signature. Both the .edb and the .stm files share the same signature.

When you mount a database, thereby attaching it to a particular log stream, Exchange writes the database signature into the log file and the log file signature into the database header. You can disconnect from a database, thus detaching it from the log stream, and mount it on a different server or in a different storage group. The next time the current log fills and a new one is generated, however, the detached database will not appear in the new log file's header. The database header instead reflects the signature of the log stream to which it is now attached.
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Note: 

When a new series of logs is created, log Enn000001.log does not list any database signatures in its header. Enn000002.log is the first log to list databases in the header. When a database is attached to an existing log file, Exchange does not write the database signature to the log file header, but lists it in an attach record in the middle of the log file. Exchange generates a log file header at the moment a log file is created, and never updates it after that. A newly attached database appears in the header of the next log file because Exchange records in the log header only signatures of databases attached at the moment a new log is created.

A single stream of log files may have multiple databases attached to it at various times. The log signature stays constant regardless of how many databases are attached to the series of logs. Typically, Exchange interleaves operations bound for multiple databases within a given transaction log file. During log file replay, each database applies only the transactions applicable to itself.

Unlike a log signature, database signatures can change over the lifetime of the database. A database's signature changes if the database is repaired (Eseutil /p) or if an offline defragmentation (Eseutil /d) is performed. The signature is deliberately changed after these operations to prevent replay of log files associated with the old database signature. As far as log file replay is concerned, repairing or defragmenting a database with Eseutil.exe results in a different database than existed before the operation.

Suppose now that you have a database and a set of log files. To find out if these logs are associated with this database:  

1.
Examine the database header with Eseutil /mh, paying particular attention to these three lines: 


DB Signature


Log Signature


Log Required

2.
Use the information you found in Step 1 to determine which log file is most likely the first one needed for replay. If you cannot find a matching numbered log file, check the lGeneration value of the Enn.log file to discover if it is a match. 

Match the signature of this log file against the Log Signature value from the database header. If it is a match, it is likely that this is the log file needed. (This is not a completely reliable test, but it is almost always valid. If an administrator were to mount multiple copies of log files and databases against each other, and then mix the file sets in the right way, a log file that was not a match but that passed the tests could be generated.) 

3.
Verify that subsequent available logs all belong to the same series. Use the command Eseutil /ml Enn to scan the current folder for all log files whose names begin with Enn and report damaged logs, creation time/prev gen time mismatches, and missing log files.  

Another way to do this is to examine each log header and verify that all signatures match in all logs, that the lGeneration values inside the log headers are in unbroken sequence, and that the Creation Time value in each header matches the Prev Gen Time for each subsequent log. 

Eseutil.exe Examples

This section contains examples of how you can use Eseutil.exe to match databases and log files as described earlier in this section.

Eseutil /mh

Use Eseutil /mh to examine the database header. You are looking for three particular lines:  


DB Signature


Log Signature


Log Required

For example: 

DB Signature: Create time:12/30/2002 16:51:49 Rand:606486607 Computer:
Log Signature: Create time:12/30/2002 17:01:27 Rand:607052340 Computer:
Log Required: 44-46
If a database has been disconnected normally, the Log Required value is 0-0, meaning that no soft recovery is required to start the database. In this example, the database was unexpectedly stopped, and logs 44, 45 and 46 are required for recovery.

The Log Required range is in decimal format, so you must convert the numbers to hexadecimal format to correlate them with actual log file names. In this case, the hexadecimal equivalents of 44, 45, and 46 are 2c, 2d, and 2e. Exchange therefore typically names the required logs Enn00002c.log, Enn00002d.log and Enn.log. When Enn.log is full, Exchange automatically renames it Enn00002e.log. You can verify this by examining the lGeneration line of the Enn.log header, which reads:

lGeneration: 46 (0x2E)

You know from the Log Required values shown that you must have at least these three log files to restart this database. If you use Eseutil /mk and read the header of the checkpoint file, you will see that the checkpoint is at log 44 (0x2c). The Log Required value acts as an internal checkpoint in the database file itself, listing not only the first log required for recovery, but also the last log.

If the Log Required line reads 0-0, you do not need any log files to restart the database. Nonetheless, you can play log files forward into the database, as long as you have the Enn.log to which the database was attached when last shut down. If you have this log file and subsequent log files, you can play forward as long as log files are available. To do this, there must be no checkpoint file, or the checkpoint must be at or before the lowest log required. 
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Note: 

There is no internal value in the database header that tells you which log files are required for replay when the database has been shut down cleanly because no log files are required. However, you may still want to play additional log files. The Last Consistent value in the database header lists the log file that was in use at the time the database was last running. You can start with this log file and play forward. In Exchange 5.5, if you made a guess about which log file to start with, you could damage the database by attempting replay. Starting with Exchange 2000 Server, additional safeguards prevent inappropriate log file replay without damaging the database.

Eseutil /ml

Eseutil.exe can detect mismatched or missing logs in a sequence without having to examine individual headers. The command Eseutil /ml Enn scans the current folder for all log files whose names begin with Enn and reports damaged logs, creation time/prev gen time mismatches, and missing log files. The example below shows typical output of this command, with each kind of error shown:

D:\exchsrvr\MDBDATA\log3\test>eseutil /ml e00
Microsoft(R) Exchange Server Database Utilities
Version 6.5
Copyright (C) Microsoft Corporation 1991-2000.  All Rights Reserved.
Initiating FILE DUMP mode...
Verifying log files...
      Base name: e00
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000001.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000002.log
                ERROR: Log damaged (unusable). Last Lgpos: (0x2,1059,0). Error -501.
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000003.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000004.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000005.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000006.log
                ERROR: Invalid log sequence. Previous generation time is [12/27/
2002 13:15:24], but expected [12/30/2002 17:03:33].
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000007.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000008.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000009.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E000000A.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E000000B.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E000000C.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E000000D.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E000000E.log - OK
      Missing log file: e000000f.log
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000010.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E0000011.log - OK
      Log file: D:\exchsrvr\MDBDATA\log3\test\E00.log - OK
Operation terminated with error -501 (JET_errLogFileCorrupt, Log file is corrupt) after 22.272 seconds.
If you are scanning a large number of log files, it may be helpful to redirect the output of the command to a text file for review. For example: 

ESEUTIL /ML E00 > LOGCHECK.TXT
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