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What Is New in Exchange Server 2003

These topics provide important information about using Microsoft® Exchange Server 2003. The purpose is to outline the features in Exchange Server 2003 and provide the basic information necessary to begin using these new features. This is not a comprehensive document about Exchange, but a guide for getting started with testing and running Exchange 2003. 

These topics supplement the release notes (releasenotes.htm), and should be read only after reviewing the release notes. The release notes contain critical information about known issues with Exchange 2003. 

These topics are designed to benefit Exchange administrators who will be testing and deploying Exchange 2003. Furthermore, these topics assume that you have an excellent working knowledge of Exchange 2000 Server. The structure is based on Exchange components; specifically, each section itemizes the new component features and discusses how to begin using them.
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Note: 

For more information about Exchange Server 2003, see the Microsoft Exchange Server TechCenter. 
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Note: 

Download What's New in Exchange Server 2003 to print or read offline.

New in Exchange Server 2003 Service Pack 1

The sections listed in the following topics contain information about the updates made to Exchange Server 2003 in Service Pack 1.


Administration Features in Exchange Server 2003

The Note in Moving Mailboxes in Exchange System Manager


Performance and Scalability Features of Exchange Server 2003

New in SP1: Improved Support for Multiple Processors


Deployment Features of Exchange Server 2003

New in SP1: Exchange Site Consolidation Tools


New in SP1: Exchange 2003 Migration Wizard


New in SP1: Support for Device Update 4 (DU4)


New in SP1: Security Enhancement for Outlook Web Access

New in Exchange Server 2003 Service Pack 2

The sections listed in the following topics contain information about the updates made to Exchange Server 2003 in Service Pack 2.


Administration Features in Exchange Server 2003

New in SP2: Enabling or Disabling MAPI Access for a Specific User


New in SP2: Enabling Direct Push Technology


New in SP2: Managing Security Settings for Mobile Clients


New in SP2: Remote Wiping of Mobile Devices 


New in SP2: Global Address List Search for Mobile Clients


New in SP2: Certificate-Based Authentication and S/MIME on Mobile Devices


New in SP2: Tracking Public Folder Deletions


New in SP2: Manually Stopping and Resuming Replication


New in SP2: Synchronizing the Public Folder Hierarchy


New in SP2: Using the Manage Public Folders Settings Wizard


New in SP2: Moving Public Folder Content to a Different Server


Performance and Scalability Features of Exchange Server 2003

New in SP2: Improved Offline Address Book Performance


Transport and Message Flow Features of Exchange Server 2003

New in SP2: Step 3: Specifying the Servers to Exclude from Connection Filtering


New in SP2: Sender ID Filtering


New in SP2: Intelligent Message Filtering


Updated in SP2: Understanding How Enabled Filters Are Applied


Storage Features of Exchange Server 2003

New in SP2: Database Size Limit Configuration and Management

Overview of Exchange Server 2003

Microsoft® Exchange Server 2003 builds on the Microsoft Exchange 2000 Server code base, providing many new features and improvements in areas such as reliability, manageability, and security.

Exchange Server 2003 is the first Exchange release designed to work with Microsoft Windows Server™ 2003. Running Exchange 2003 on Windows Server 2003 provides several benefits, such as improved memory allocation, reduced Microsoft Active Directory® directory service replication traffic, and rollback of Active Directory changes. Running Exchange 2003 on Windows Server 2003 also allows you to take advantage of new features, such as the Volume Shadow Copy service and cross-forest Kerberos authentication. Exchange 2003 also runs on Microsoft Windows® 2000 Server Service Pack 3 (SP3) or later.

Exchange 2003 works with Microsoft Office Outlook® 2003 to provide a range of improvements, such as cached mode synchronization, client-side performance monitoring, and support for RPC over HTTP (which allows users to connect directly to their Exchange server over the Internet without needing to establish a virtual private network (VPN) tunnel).

When combined with Windows Server 2003 and Outlook 2003, Exchange 2003 provides a robust, feature-rich end-to-end messaging system that is both scalable and manageable.

Exchange 2003 Test Environments

This section provides information about the test environments that you can use to deploy Exchange 2003. Keep in mind, however, that because this document is designed to get you up to speed on new features, it does not provide detailed instructions about how to deploy Exchange 2003 in a production environment. For basic instructions about how to get Exchange 2003 up and running in a test environment, see "Deployment Features of Exchange Server 2003."

Operating Systems

Exchange 2003 runs on Windows Server 2003 and Windows 2000 Server SP3 or later. Exchange 2003 has been optimized to run on Windows Server 2003; in fact, several Exchange 2003 features require Windows Server 2003 functionality. 

Exchange 2003 is supported in all Active Directory forest environments: native Windows 2000, native Windows Server 2003, or mixed Windows 2000 and Windows Server 2003 forests. When running in an environment with Windows 2000 domain controllers and global catalog servers, the domain controllers and global catalog servers that Exchange 2003 uses must all be running Windows 2000 SP3 or later. This requirement affects both Exchange 2003 servers and the Exchange 2003 version of Active Directory Connector (ADC). ADC does not work with domain controllers or global catalog servers that are running a version of Windows 2000 earlier than SP3.
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Note: 

Although Exchange 2000 SP2 and later is supported in an environment with Windows Server 2003 domain controllers and global catalog servers, Exchange 2003 is the first version of Exchange that is supported when running on Windows Server 2003. Exchange 2000 is not supported on Windows Server 2003.

Information about 32-bit Operating Systems Support

Exchange Server 2003 is supported on 32-bit operating systems and hardware. You can run Exchange Server 2003 on 32-bit operating systems on x64-bit-based hardware. However, Exchange Server 2003 is not supported on 64-bit operating systems, 64-bit Itanium hardware, or 32-bit emulators that are running on 64-bit operating systems.

x64 refers to 64-bit processors that are backward compatible with 32-bit applications (commonly known as x64 or AMD64/EM64T). For Intel, this is the 64-bit Xeon processor or Pentium processors with EM64T (not the Itanium or IA-64). For AMD, this includes all the AMD64 processors (Operton, Athion, and Turion). For more information, see the following Web sites: 


http://www.amd.com/us-en/Processors/ProductInformation/0,,30_118_9331,00.html

http://www.intel.com/business/technologies/64-bit.htm
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Note: 

The third-party Web site information in this topic is provided to help you find the technical information that you need. The URLs are subject to change without notice.

Coexistence and Upgrade from Previous Versions

Exchange 2003 can coexist with Exchange 2000 and, when running in Exchange mixed mode, with Microsoft Exchange Server 5.5 servers.

For Exchange 2000, Exchange 2003 supports in-place upgrades.

In-place upgrades are not supported for Exchange 5.5 servers. To upgrade from Exchange 5.5 to Exchange 2003, you must join an Exchange 2003 server to the Exchange 5.5 site, then move Exchange resources, such as mailboxes, to the Exchange 2003 server. Use the Exchange Server Deployment Tools to migrate from Exchange 5.5 to Exchange 2003. For information about the Exchange Server Deployment Tools, see "Exchange Server Deployment Tools" in Deployment Features of Exchange Server 2003. 

Although Exchange 2000 did support in-place upgrades from Exchange 5.5, the "move-resources" scenario is the recommended Exchange 5.5 to Exchange 2000 upgrade path.

What Features Have Been Removed

Although the bulk of these topics discuss what is new in Exchange 2003, there are several Exchange 2000 features that have either been discontinued or moved to other product lines. The following features have been removed:  


Connectors for Lotus cc:Mail and MS Mail


Real-time Collaboration Features


M: Drive


Key Management Service

Connectors for Lotus cc:Mail and MS Mail

The Connector for Lotus cc:Mail and Connector for MS Mail components are not supplied with Exchange 2003. Using Exchange 2003 System Manager to manage MS Mail or cc:Mail connectors on Exchange 2000 servers is not supported. If you need to manage these connectors, use the Exchange 2000 SP3 or later version of System Manager. 

If you want to upgrade an existing Exchange 2000 server to Exchange 2003 and either of these connectors is installed, you must use the Exchange 2000 Setup program to remove the connector before upgrading. If you want to retain these services in your organization, you should not upgrade the Exchange 2000 servers that are running these components. Instead, you should install Exchange 2003 on other servers in your organization.

Real-Time Collaboration Features

Exchange 2000 supports many real-time collaboration features such as chat, Instant Messaging, conferencing (using Microsoft Exchange Conferencing Server), and multimedia messaging (also known as unified messaging). These features have been removed from Exchange 2003. A dedicated real-time communications and collaboration server, Live Communications Server, will provide these real-time collaboration features. As with the cc:Mail and MS Mail connectors, you cannot upgrade a server that has Exchange 2000 real-time collaboration features installed. You must remove these components before upgrading.

M: Drive

The Exchange store (which uses the \\.\BackOfficeStorage\ namespace) has traditionally been mapped to the M: drive on an Exchange server. M: drive mapping provided file system access to the Exchange store. The M: drive is disabled, by default, in Exchange 2003. You can still use the file system to interact with the Exchange store, but you must enter the path directly using the \\.\BackOfficeStorage\ namespace. For example, to view the contents of the mailbox store on an Exchange server in the mail.adatum.com domain, you would type the following at a command prompt:

dir \\.\BackOfficeStorage\mail.adatum.com\mbx

The reason for removing the M: drive mapping is because, in some cases, the mailbox store would become corrupted from file system operations, such as running a file-level virus scanner on the M: drive or running file backup software on the drive. For Exchange 2000, you should consider disabling the M: drive-mapping feature. For information about how to disable this feature, see Microsoft Knowledge Base article 305145, "HOW TO: Remove the IFS Mapping for Drive M in Exchange 2000 Server."

Key Management Service

Exchange 2000 includes Key Management Service, which works with Windows 2000 Certificate Services to create a public key infrastructure (PKI) for performing secure messaging. With PKI in place, users can send signed and encrypted messages to each other. Exchange 2000 Key Management Service provides a mechanism for enrolling users in Advanced Security, and manages key archival and recovery functions. 

Exchange 2003 no longer includes Key Management Service. Exchange 2003 supports standard X.509v3 certificate implementation, and works with PKI solutions that support X.509v3 certificates. For example, you can use the PKI included with Windows Server 2003 in place of Key Management Service. Specifically, Windows Server 2003 PKI includes the ability to manage the key archival and recovery tasks that are performed by Key Management Service in Exchange 2000. 

Administration Features in Exchange Server 2003

Microsoft® Exchange Server 2003 includes several new features that make Exchange administration easier and more efficient. From new recipient management features to an improved Queue Viewer, Exchange 2003 offers significant improvements over earlier versions of Exchange.

The following table lists the Exchange 2003 feature enhancements discussed in the following topics.

Exchange 2003 administration - feature enhancements

	Feature
	Description

	Recipient management
	
Two new mail-enabled objects in recipient management—InetOrgPerson and Query-based Distribution groups. 


Exchange Features tab of the user Properties includes Wireless Services and Protocols features. 


You can now run multiple instances of the Exchange Task Wizard simultaneously in a single console. 


You can use the Exchange Task Wizard in Exchange System Manager to move mailboxes.


New in SP2: A feature has been added that allows you to disable and enable MAPI access for individual users. 

	Mobile client management
	
New in SP2: Support added for mobile client synchronization by using direct push technology. When direct push is enabled, new e-mail items are automatically pushed from the server to the mobile device without requiring SMS notification messages. 


New in SP2: Features have been added to allow administrators to manage security-related policy settings for mobile clients.


New in SP2: A feature has been added to allow administrators to provision a mobile device and to wipe a mobile device remotely.


New in SP2: Mobile device users can now view contact properties for individuals in the global address list (GAL).


New in SP2: Support has been added for certificate-based authentication and S/MIME.

	Queue Viewer
	
Improved Queue Viewer functionality provides visibility to more message queues. 


You can view both SMTP and X.400 queues from Queue Viewer instead of from their separate nodes.


You can disable outbound mail from all SMTP queues.


You can set the refresh rate for queues. 


Improved Find Messages option to search for messages within a queue.


You can use the Additional queue information pane to view additional information about a particular queue. 


Hidden queues exposed, such as Failed message retry queue and display in Queue Viewer. 

	Public Folders
	
New and improved public folder administration interface such as the Status tab and the Replication tab. Improved search capability to search all public folders.


You can create a list of specific servers among which public folder referrals are allowed.


Microsoft Exchange Public Folder Migration Tool (pfMigrate) is a new Microsoft Windows script file (.wfs) that allows you to create replicas of your system folders and public folders on the new Exchange 2003 server.


New in SP2: You can now track the deletion of public folders.


New in SP2: You can now manually stop and resume public folder replication.


New in SP2: You can now use the Manage Public Folders Settings Wizard to modify client permissions, modify lists of replica servers, and overwrite public folder settings.


New in SP2: You can now more easily move all public folder content from a public store to a different server.

	Mailbox Recovery Center
	
Using the new Mailbox Recovery Center, you can perform recovery or export operations on multiple disconnected mailboxes at one time.

	Message Tracking Center
	
You have greater control in Exchange System Manager over your message tracking log files.


You can now track messages after categorization.

	Exchdump.exe utility
	
Exchdump.exe is a command line utility that collects and reports Exchange configuration information from various sources such as Microsoft Active Directory® directory service, the registry, and so on.


New Mail-Enabled Objects for Managing Recipients

Recipients are Active Directory objects. Users can either be mailbox-enabled or mail-enabled. Contacts, groups, and public folders can only be mail-enabled. These designations determine what tasks users can perform in Exchange. Exchange 2003 introduces two new recipient objects—InetOrgPerson and Query-based Distribution Group.

InetOrgPerson

The InetOrgPerson object is used in several non-Microsoft LDAP and X.500 directory services to represent people within an organization. Support for InetOrgPerson in Exchange 2003 makes migrations from other LDAP directories to Active Directory more efficient. InetOrgPerson objects in Active Directory can be either mailbox-enabled or mail-enabled. For detailed instructions, see How to Create an InetOrgPerson.

The InetOrgPerson object in Active Directory is derived from the user class; it functions like a user object and conforms to the LDAP standard. Furthermore, InetOrgPerson can be used as a security principal, just like the user class. Active Directory now includes InetOrgPerson in queries for users. Active Directory provides support for the InetOrgPerson object class, as well as its associated attributes, which are defined in RFC 2798. For more information about RFC 2798, see http://www.ietf.org/.
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Note: 

You can create an InetOrgPerson only if you are running a Microsoft Windows Server™ 2003 domain controller. InetOrgPerson can be mail-enabled or mailbox-enabled only in a native Exchange 2003 topology.

Query-Based Distribution Groups

A query-based distribution group is a new type of distribution group introduced in Exchange 2003. This section explains what a query based distribution group is, how these groups work, and how to create them.

What Is a Query-Based Distribution Group?

A query-based distribution group provides the same functionality as a standard distribution group; however, instead of specifying static user memberships, a query-based distribution group allows you to use an LDAP query to dynamically build membership in the distribution group (for example "All full-time employees in my company"). Using query-based distribution groups allows for a much lower administrative cost, given the dynamic nature of the distribution group. However, query-based distribution groups require higher performance cost for queries that produce a large number of results. This cost is equated with server resources (such as high CPU and increased working set) because every time an e-mail message is sent to a query-based distribution group, an LDAP query is executed against Active Directory to determine its membership.
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Important: 

You cannot view the membership of a query-based distribution group in the global address list, because membership is dynamically generated each time mail is sent. 

How Does a Query-Based Distribution Group Work?

When a message is submitted to a query-based distribution group, Exchange handles the message in a slightly different manner than messages that are destined for other recipients. A query-based distribution group flows through Exchange to the proper recipients in the following manner:  

1.
An e-mail message is submitted to the submission queue through the Exchange store driver or through SMTP.

2.
The categorizer, a transport component responsible for address resolution, determines that the recipient is a query-based distribution group.

3.
The categorizer sends the LDAP query request to the global catalog server.

4.
The global catalog server executes the query and returns the set of addresses that match the query. 

5.
After receiving the complete set of addresses matching the query, the categorizer generates a recipient list containing all the users.  
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Note: 

The categorizer must have the complete set of recipients before it can submit the message to routing; therefore if an error occurs during the expansion of the query-based distribution group to its individual recipients, the categorizer must restart the process.

6.
After the categorizer sends the complete, expanded list of recipients to routing, the standard message delivery process continues, and the e-mail message is delivered to the users' mailboxes.

If a dedicated expansion server (a single server responsible only for expanding distribution groups) is used for query-based distribution groups, the process is slightly different. In this case, rather than sending a query to the global catalog server for expansion (as in Step 4), the message is first routed to the dedicated expansion server. After the message arrives at the expansion server, the expansion takes place, and the delivery follows the same process described above.

Creating Query-Based Distribution Groups

Query-based distribution works reliably in a pure Exchange 2003 deployment or in a native Exchange 2000 and Exchange 2003 deployment in which all Exchange 2000 servers are running Service Pack 3 (SP3) with Windows Server 2003 global catalog servers. If your global catalog servers are running Windows® 2000 Server, you can modify a registry key on your Exchange 2000 SP3 servers to achieve greater reliability. You do not need to add this registry key to your Exchange 2003 servers, because, by default, Exchange 2003 expands query-based distribution groups reliably with Windows 2000 and Windows Server 2003 global catalog servers. If you are running versions of Exchange earlier than Exchange 2000 SP3 in your organization, query-based distribution groups will not work reliably.

Modifying Exchange 2000 SP3 Servers for Use with Windows 2000 Global Catalog Servers

Use the following procedure to configure an Exchange 2000 SP3 server for improved reliability in organizations where query-based distribution groups will be expanded with Windows 2000 global catalogs. For detailed instructions, see "How to modify your Exchange 2000 SP3 Servers for Use with Windows 2000 Global Catalog Servers" in the Exchange Server 2003 Administration Guide.
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Note: 

Incorrectly editing the registry can cause serious problems that may require you to reinstall your operating system. Problems resulting from editing the registry incorrectly may not be able to be resolved. Before editing the registry, back up any valuable data.

Creating a Query-Based Distribution Group

To create a query-based distribution group, you must use the Exchange 2003 version of Exchange System Manager and Active Directory Users and Computers. You cannot create query-based distribution groups without upgrading your administration console. For detailed instructions on creating a query-based distribution group, see "How to Create a Query-Based Distribution Group" in the Exchange Server 2003 Administration Guide.
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Note: 

It is recommended that you upgrade all your administrative consoles to Exchange 2003 before deploying query-based distribution groups in your environment.

Active Directory Users and Computers provides an easy way to format the LDAP query with standard attributes, without requiring specific knowledge of LDAP. For example, you can select all mailboxes under the organizational unit or even customize the query to select all mailboxes under the organizational unit that exist on a particular server. 

Additionally, after you construct a query, the Preview tab in the query's Properties provides the information necessary to ensure that your query functions properly. As mentioned earlier, you can ensure that all attributes selected for the query are available on the global catalog server. You can also use the Preview tab to learn how long a query takes to execute and, based on this time, you can break up the query into smaller queries for better performance and faster delivery times.

Guidelines for Creating Query-Based Distribution Groups

Use the following guidelines when creating query-based distribution groups:  


You can only use query-based distribution groups in a pure Exchange 2003 environment or in a native mode environment with Exchange 2000 and Exchange 2003, where all Exchange 2000 servers are running Service Pack 3.


When creating distribution groups that span domains, use universal groups in multi-domain environments. Although you can add query-based distribution groups to global distribution groups, domain local and global security groups and can contain any of these groups; membership in these types of groups is not replicated to global catalog servers in other domains. Use universal distribution groups in situations where distribution spans a multi-domain environment. 


When combining query-based distribution groups into an aggregate group, combine them in a universal group. Only universal groups are available on global catalog servers across domains. 


When building query-based distribution groups, you should only include universal groups if you want the membership to be available in all domains in a multi-domain environment.


Index the attributes used in the query. Indexing greatly improves the performance of the query and reduces the time required to expand the distribution group and deliver the e-mail message to the intended recipients. 


If the filter string contains bad formatting or incorrect LDAP syntax, then the global catalog server will not execute the query. Use Active Directory Users and Computers to create your query, which can help prevent you from constructing an incorrect query. You can also use the Preview tab in the query's Properties to view the result of the query; this will confirm the validity and desired results of the query. If you create a query-based distribution group based on an incorrect LDAP query, a user who sends a message to the query-based distribution group will receive a non-delivery report (NDR) with the code 5.2.4; furthermore, if categorizer logging is enabled, one of two events are logged with event identifiers of 6024 or 6025.  


Always use the Preview tab to ensure that the attributes you include in your query are available on the global catalog server.


If the filter string is well formatted but no results are produced, then the sender will not receive an NDR. This is the same behavior that results when a message is sent to an empty distribution group. As mentioned earlier, use the Preview tab in Active Directory Users and Computer to confirm the result of your query.


Use Exchange System Manager in a security context that has the same permissions for reading objects in Active Directory as the Exchange server. It is important to note that Exchange System Manager runs in the security context of the user who is currently logged in. If an administrator is running Exchange System Manager and has lower security privileges than the Exchange server, it is possible that the query will show a subset of the actual results on the Preview tab. The preview pane only shows the Active Directory objects that the administrator has permission to read. When a message is sent to the query-based distribution group, however, the categorizer runs with the Exchange server permissions. Assuming that the Exchange server has permissions for all the objects in the query, the query returns the correct results.


Issues arise when a base distinguished name is deleted. Query-based distribution expansion relies on its base distinguished name referring to a valid container in the directory. If a query-based distribution group's base distinguished name container is deleted, the categorizer cannot execute the query, and the sender receives an NDR with the code 5.2.4. If categorizer logging is enabled, an event ID of 6024 or 6025 is logged. For example, suppose you created a Sales container within the Users container for all Sales employees and then used the Sales container to build a query-based distribution group. If you deleted the Sales container, the query would no longer work.

Combining Multiple Query-Based Distribution Groups

In Exchange System Manager, you can create query-based distribution groups based on the AND operator. This means you can create a query using two attribute values; the query includes results that meet both of the specified conditions. For example, if you create a query that includes users on mailbox store 1 and users located in Seattle, the results include only users who are on mailbox store 1 and also located in Seattle. To create distribution groups based on the OR operator using query-based distribution groups, create multiple query-based distribution groups and combine them in a single distribution group. For example, if you want to include users who are on mailbox store 1 or located in Seattle, you would need to create on query-based distribution group for users in Seattle and a second query-based distribution group for users residing on mailbox store 1. Then you would create a standard distribution group and include these two query-based distribution groups as members. 

[image: image11.png]


Note: 

The distribution group you use to combine the query-based distribution groups cannot itself be a query-based distribution group. 

For example, assume you want to create a query-based distribution group that includes all Marketing employees or all employees located in the Paris office. If you create a query-based distribution group with an LDAP query that contains all Marketing employees and all Paris employees, the query only returns users who are in both groups—any user who is not a member of both groups is excluded. To achieve OR functionality (thereby including members of either group), you must create two query-based distribution groups, one for Marketing employees and one for Paris employees; then you must combine the two groups to create a new distribution group (not a query-based distribution group) that contains the two groups as members. To do this, you would perform the following steps:  

1.
Create a query-based distribution group called Marketingfor all Marketing employees.

2.
Create a query-based distribution group called Paris employees for all employees in the Paris office.

3.
Create a distribution group and add the query-based distribution groups—Marketing and Paris employees—as members of this group. 
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Important: 

You cannot add query-based distribution groups as members of a distribution group the same way you add users to a group. You must right-click the distribution group, and then click Add Exchange Query-based Distribution Groups.

For detailed instructions about adding query-based distribution groups as members of a standard distribution group, see "How to add query-based distribution groups as members of a distribution group" in the Exchange Server 2003 Administration Guide.

Deployment Recommendations for Query-Based Distribution Groups

The following factors influence the amount of time it takes to expand and execute a query-based distribution group:  


Hardware
The categorizer can require up to 2 KB of memory for each recipient. Use this conservative metric as a baseline. Using this baseline, if you send an e-mail message to a query-based distribution group of 6,000 users (meaning that the query returns 6,000 records), the categorizer requires 12 MB of RAM just to expand the query-based distribution group. Similarly, if you send an e-mail message to a larger query-based distribution group of 100,000 users, the categorizer requires approximately 200 MB of RAM. The processor speed and amount of available physical memory affects the time it takes to deliver the messages after the expansion. 


Global catalog availability
If you send a message to a query-based distribution group and all global catalog servers are unavailable, the message is placed in retry mode in the categorizer. This means that the complete expansion will restart after one hour.  

The general recommendation is to separate large query-based distribution groups into combinations of standard distribution groups, and then assign different expansion servers for each large distribution group. When expanding distribution groups, consider one of the following three options for designating and configuring expansion servers and global catalog servers:  

Option 1
Designate an Exchange 2003 server with no mailboxes, such as a public folder replica server or a bridgehead server, as the expansion server for a large query-based distribution group. Because this server has more bandwidth and resources to expand the query-based distribution group, expansion and delivery are more efficient.   

Option 2
Create a query-based distribution group for every Exchange server and limit each query-based distribution group to the mailboxes on that server. Assigning this same server as the expansion server optimizes mail delivery. Then, use aggregate standard distribution groups that contain these query-based distribution groups as members. For example, if you wanted to create a query-based distribution group for all full-time employees, you could create a query-based distribution group on each server for full-time employees, name them Server1 Full Time and Server2 Full Time, and then create a standard distribution group called AllFullTime that is comprised of the two server-based groups.   
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Note: 

The distribution group you use to combine the query-based distribution groups cannot itself be a query-based distribution group.

Option 3
Instead of using a single large query-based distribution group, create smaller query-based distribution groups and combine them in a standard distribution group.  

Suppose you want to create a query-based distribution group called All employees with one hundred thousand users. Divide the group into the following smaller query-based distribution groups, and then combine these groups into a single standard distribution group:  


All Temps, 10,000 users


All Vendors, 5,000 users


All Full-Time, 65,000 users


All Interns, 2,000 users


All Contractors, 18,000 users

In this scenario All Full-Time is a large distribution group, so you may want to assign a specific expansion server to it. The other query-based distribution groups can be assigned an expansion server, based on how the users are distributed across your Exchange servers. For example, if all the interns reside on one Exchange server, you may want to have the same server as expansion server for All Interns. Overall, this approach performs much better than a single query-based distribution group with 100,000 recipients. 

Improved Ability to Restrict Submissions to Users and Distribution Lists (Restricted Distribution Lists)

In Exchange 2003, you can restrict who can send e-mail messages to an individual user or a distribution list. Submissions can be restricted to a limited number of security principles though the standard Windows discretionary access control list (DACL). Restricting submissions on a distribution list prevents non-trusted senders, such as unauthorized Internet users, from sending mail to an internal-only distribution list. For example, an All Employees distribution list should not be available to anyone outside the company (by spoofing or otherwise).
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Note: 

Restricted distribution lists and submission restrictions for users only function on the bridgehead servers or SMTP gateway servers running Exchange Server 2003.

For detailed instructions about setting submission restrictions on users, see "How to set restrictions on a user" in the Exchange Server 2003 Transport and Routing Guide. For detailed instructions about setting submission restrictions on distribution lists, see " How to set restrictions on a distribution group" in the Exchange Server 2003 Transport and Routing Guide. 

Enhanced Exchange Features on User Properties

The Exchange Features tab in the user Properties now includes the Mobile Services and Protocols features. These Exchange features provide added functionality for your mailbox-enabled users. You can enable or disable the user's Mobile Services options (such as Microsoft Outlook® Mobile Access), or Protocols (such as Outlook Web Access). For detailed steps, see the following procedures:


How to Enable or Disable Exchange Features for a Single User

How to Enable or Disable Exchange Features for Multiple Users
Moving Mailboxes in Exchange System Manager

Exchange Task Wizard provides an improved method for moving mailboxes. You can now select as many mailboxes as you want and then, using the task scheduler, schedule the move to occur at some point in the future. You can also use the scheduler to cancel any unfinished moves at a selected time. For example, you can schedule a large move to start at midnight on Friday and automatically terminate at 6:00 A.M. on Monday, thereby ensuring that your server's resources are not being tapped during regular business hours. Using the wizard's multithreaded capabilities, you can move up to four mailboxes simultaneously. 
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Note: 

New in SP1: With SP1, you can now move mailboxes across administrative groups while in mixed mode. Mailboxes should only be moved across administrative groups in mixed mode in certain scenarios (for example, during site consolidation). For more information, see "Deployment Features of Exchange Server 2003."

For detailed instructions on how to move mailboxes from Exchange System Manager, see "How to move mailboxes from one Exchange Virtual Server to another server" in the Exchange Server 2003 Administration Guide. You can also move mailboxes from Active Directory Users and Computers. 

New in SP2: Enabling or Disabling MAPI Access for a Specific User

In Exchange Server 2003 SP2, you can disable MAPI access for a given user. You can also grant access to a user who has configured Microsoft Office Outlook to run in cached mode, but deny access otherwise. This functionality is valuable in a variety of scenarios. For example, if you provide hosting services, you can require that your hosted users connect to Exchange Server with Outlook Web Access, but not with Outlook.

The ProtocolSettings attribute on the user object in the Active Directory® directory service stores client access settings. This attribute is a multi-valued string property, where each string applies to a different protocol. MAPI access can be restricted by manually adding the following string to the ProtocolSettings attribute using a tool such as ADSIEdit:

MAPI§<Bool1>§<Bool2>§§§§§§
The eight § separators define exactly nine fields. The fields have the following meanings.

	MAPI
	Specifies that this string contains settings that apply to the MAPI protocol. 

	Bool1
	0 to block all MAPI access; 1 to determine MAPI access based on Bool2.

	Bool2
	0 for noop; 1 to deny access to non-cached mode Outlook clients.

	Remaining 6 fields
	Currently not used.


If ProtocolSettings does not contain a MAPI string, all MAPI clients are allowed.
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Note: 

If the MAPI string does not have the eight separators and conform to the expected data types, the behavior is undefined.

The access restrictions specified above do not apply in the following cases:


MAPI access restrictions do not affect Exchange Server tasks. For example, user mailboxes can still be moved regardless of the MAPI access settings for the given mailbox.


MAPI access restrictions that have been applied to a specific user do not apply to that user's delegate access to another user's mailbox.

New in SP2: Enabling Direct Push Technology

In Exchange Server 2003 SP2, support has been added for mobile client synchronization by using direct push technology. Direct push maintains an open connection between the mobile device and the server. When direct push is enabled, new mail items are automatically pushed from the Exchange server to the mobile device without requiring SMS notification messages. 
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Note: 

To maximize performance, it is recommended that you increase your firewall time-out values when you use the Enable Direct Push over HTTP(s) option. For information about configuring Microsoft Internet Security and Acceleration (ISA) Server 2000 or ISA Server 2004, see the Product Documentation page of the Microsoft Internet Security and Acceleration Server Web site (http://go.microsoft.com/fwlink/?LinkId=48508). Additionally, for information about how to configure this setting in ISA Server 2004, see "To configure maximum number of concurrent connections allowed" in the ISA Server 2004 online Help.

For information about how to enable direct push technology for all your users, see "Enable Exchange ActiveSync for All Users" in the Exchange Server 2003 SP2 online Help.

New in SP2: Managing Security Settings for Mobile Clients

In Exchange Server 2003 SP2, support has been added to allow you to manage security policy settings for mobile clients. Security policy settings allow you to establish and then enforce security policies for your mobile device users.
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Note: 

The term password as used in this section refers to the password a user enters to unlock their mobile device. It is not the same as a network user password.

You can configure the following options.


Password requirements   You can specify the required length of the user's device password. The default setting is 4 characters. You can specify a password length of 4 to 18 characters. You can also require that users choose a password with both numbers and letters. The setting to require numbers and letters is not selected by default.


Logon requirements after periods of inactivity   You can specify if you want your users to log on to their devices after a specified number of minutes of inactivity. This setting is not selected by default. If selected, the default setting is 5 minutes. 


Wipe memory of device after a specified number of failed logon attempts   You can specify if you want the device memory wiped after multiple failed logon attempts. This setting is not selected by default. If selected, the default setting is 8 attempts. 


Interval that mobile device policy settings are sent to a device   You can specify how often you want to send a provision request to devices. This setting is not selected by default. If selected, the default setting is every 24 hours.

You have the following options when you determine how to enforce your security policies:


You can allow only devices that support mobile device security policy features to synchronize their devices. When this setting is selected, only users with devices that are running Windows Mobile 5.0 and the Microsoft Messaging and Security Feature Pack for Windows Mobile 5.0 and later will be able to synchronize their devices.


You can allow mobile devices that do not fully support mobile device security policy features. Specifically, users with devices that are running versions earlier than Windows Mobile 5.0 and the Messaging and Security Feature Pack for Windows Mobile 5.0 will be able to synchronize their devices. However, it is important to note that when you use this option, only users with devices that are running Windows Mobile 5.0 and the Messaging and Security Feature Pack for Windows Mobile 5.0 and later will be subject to mobile device security policy settings.


You can specify specific users who are exempt from device security settings. This option allows you to specify the user names of specific, trusted users of whom you do not need to require device security settings.
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Important: 


Before you implement the device security settings that are available in Exchange Server 2003 SP2, it is important that you consider that some or most of your mobile device users may not yet be running Windows Mobile 5.0 and the Messaging and Security Feature Pack for Windows Mobile 5.0. To allow mobile device users who are not yet using these products to synchronize their devices, you must select the Allow access to devices that do not fully support password settings option in the Device Security Settings dialog box. 


After all your clients upgrade to Windows Mobile 5.0 and the Messaging and Security Feature Pack for Windows Mobile 5.0, you can clear this option. When this option is cleared, all mobile device users are subject to mobile device security policy settings. Following this recommendation will allow your mobile device users whose devices are not yet running Windows Mobile 5.0 and the Messaging and Security Feature Pack for Windows Mobile 5.0, to synchronize their devices. 

For information about configuring device security settings, see "Configure Security Settings for Mobile Devices" in Exchange Server 2003 SP2 online Help.

New in SP2: Remote Wiping of Mobile Devices

In Exchange Server 2003 SP2, a feature called remote wipe has been added to allow you to remotely erase sensitive data from a mobile device. This feature is useful if you need to remotely erase sensitive data from a lost or stolen mobile device. After you use this command and successfully erase sensitive data from a mobile device, you will receive a message acknowledging that the device has been successfully wiped.

New in SP2: Global Address List Search for Mobile Clients

In Exchange Server 2003 SP2, global address list (GAL) lookup enables mobile device users to receive contact information for users in the global address list on their mobile device. This feature lets a user quickly search for a person, based on name, company, and so on.

New to SP2: Certificate-Based Authentication and S/MIME on Mobile Devices

In Exchange Server 2003 SP2, the following support has been added:


Support for certificate-based authentication


Use of S/MIME to sign and encrypt mail

Enhancements to Queue Viewer

In Exchange 2003, Queue Viewer is enhanced to improve the monitoring of message queues. For example, you can now view X.400 and STMP queues in Queue Viewer, rather than from their respective protocol nodes. Other enhancements include:  


Disabling outbound mail   Queue Viewer includes a new option called Disable Outbound Mail, which allows you to disable outbound mail from all SMTP queues. For detailed instructions, see How to Disable Outbound Mail for All SMTP Queues.


Setting the refresh rate   You can use the Settings option to set the refresh rate of the queues. For detailed instructions, see How to Modify Queue Viewer Refresh Rate Settings.


Finding messages   You can search for messages based on the sender, recipient, and message state using Find Messages. For detailed instructions, see How to Find Messages.


Viewing additional information   You can click a specific queue to view additional information about that queue. For detailed instructions, see How to View Additional Information About a Queue.


Viewing previously hidden queues   Queue Viewer in Exchange 2003 exposes three queues that were not visible in Exchange 2000: DSN messages pending submission, Failed message retry queue, and Messages queued for deferred delivery.

The following figure illustrates the new and improved Queue Viewer.

Queue Viewer
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Viewing Previously Hidden Queues

Several queues that were hidden in Exchange 2000 are now visible in Exchange System Manager. 
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Note: 

The X.400 queues and the SMTP queues now appear in Queue Viewer rather than under their respective protocol nodes.

The following table lists the new queues, their descriptions, and possible reasons for message accumulation in each queue. 

New queues in Exchange 2003

	Queue Name
	Description
	Causes for Message Accumulation

	DSN messages pending submission
	Contains delivery status notifications (DSN), also known as non-delivery reports, that are ready to be delivered by Exchange.

Note   The following operations are unavailable for this queue:  


Delete All Messages (no NDR)


Delete All Messages (NDR)
	Messages can accumulate in this queue if the Microsoft Exchange Information Store service is unavailable or not running, or if problems exist with IMAIL Exchange store component, which is the component that performs message conversion.

Check the event log for possible errors with the Microsoft Exchange Information Store service. 

	Failed message retry queue
	Contains messages that failed some sort of queue submission, often before any other processing has taken place. By default, messages in this queue are reprocessed in 60 minutes. 
	Possible causes for failed messages are:


Corrupted messages.


Third-party programs or event sinks may be interfering with message queuing or fidelity. 


Low system resources causing the system to respond slowly or indicates performances issues. Restarting IIS temporarily may temporarily improve resource issues, but the root cause should be determined. 

	Messages queued for deferred delivery
	Contains messages that are queued for delivery at a later time, including messages that were sent by older versions of Microsoft Office Outlook. (You can set this option on Outlook client computers.)

Previous versions of Outlook depend on the message transfer agent (MTA) for message delivery. Now, SMTP, not the MTA, handles message delivery. Therefore, messages sent by older versions of Outlook treat deferred delivery differently.

These messages remain in this queue until their scheduled delivery time.
	Possible causes for message accumulation are:


If a message is sent to a user's mailbox while the mailbox is being moved, messages can be queued here. 


When the user does not yet have a mailbox and no master account Security ID (SID) exists for the user. For more information, see Microsoft Knowledge Base article 316047, "XADM: Addressing Problems That Are Created When You Enable ADC-Generated Accounts." 


The message may be corrupted or the recipient may not be valid.


To determine if a message is corrupted, check its properties. If some messages are not accessible, this can indicate a corrupted message. You can also check that the recipient is valid.


Improved Public Folder Referral

In Exchange 2000 Server, you could specify whether or not to allow public folder referrals among routing groups. Exchange 2003 provides a richer interface, which you can use to create a list of specific servers among which referrals are allowed. 

When a user connects to a public folder store that does not contain a copy of the content the user is looking for, the user is redirected to another store that has a copy of the content. You can use public folder referrals to control this redirect traffic (this is similar to public folder affinity in Exchange 5.5). 

Using the default configuration, Exchange attempts to redirect the user to a server within the local routing group. If none of those servers has the required content, Exchange follows the organization's routing group structure to search for an appropriate server. 

In Exchange Server 2003, you can create a list of specific servers among which referrals are allowed. For example, you can limit referrals to a single routing group, or only allow referrals between certain servers in each routing group. For detailed instructions on creating a custom list of referrals, see "How to Specify a Custom List for Public Folder Referrals" in the Exchange Server 2003 Administration Guide. 

You can also assign "costs" to prioritize the servers in your referral list. Use costs to prioritize servers in the referral list. Higher-cost servers are used only if lower-cost servers are not available. For detailed instructions on assigning "costs" to prioritize the servers in your referral list, see "How to Assign Costs on the Public Folder Referrals List" in the Exchange Server 2003 Administration Guide. 

Improved Public Folder Interfaces

To make public folders easier to manage, Exchange 2003 includes several new public folder interfaces. To view these new interfaces, in Exchange System Manager, expand Folders and then select a public folder (or in some cases, a public folder hierarchy). The following new tabs are displayed in the details pane.  


Content tab
Use this tab to view the contents of a public folder in Exchange System Manager. You no longer have to open a separate client application to view public folder content. For detailed instructions, see How to View the Content of a Public Folder Using Exchange System Manager.


Find tab
Use this tab to search for public folders within the selected public folder or public folder hierarchy. You can specify a variety of search criteria, such as the folder name or age. For detailed instructions, see How to Search for a Public Folder.
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Note: 

The Find tab is available at the top-level hierarchy level as well as the folder level.


Status tab
Use this tab to view the status of a public folder, including information about servers that have a replica of the folder and the number of items in the folder. For detailed instructions, see "How to Check Public Folder Replication Status" in Working with the Exchange Server 2003 Store.


Replication tab
Use this tab to view replication information about the folder. For detailed instructions, see "How to Configure Public Folder Replicas" in Working with the Exchange Server 2003 Store.

New tabs available for viewing public folder information
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Manually Starting Replication

If you want to ensure that public folders replicate without waiting for the normal replication interval, you can start replication manually. Using the Send Contents or Send Hierarchy commands on a public folder, you can replicate changes from one specified server to another. The range of changes to replicate starts the specified number of days in the past and ends at the last replication cycle. For example, you can replicate all changes made over the past two days except for any changes made since the last replication cycle. 

For detailed instructions on manually replicating public folder content, see "How to Replicate Public Folder Data Manually" in Working with the Exchange Server 2003 Store.

Microsoft Exchange Public Folder Migration Tool

Microsoft Exchange Public Folder Migration Tool (pfMigrate) is a new Windows Installation script (.wfs) that allows you to create replicas of your system folders and public folders on new Exchange 2003 servers. After the system folders and public folders have replicated, you can use the pfMigrate tool to remove replicas from the source server. Unlike Microsoft Exchange Server version 5.5, you do not need to set a home server for a public folder in Exchange 2003. Any replica acts as the primary replica of the data it holds, and any public folder server can be removed from the replica list. To determine how many folders must be replicated, you can use the pfMigrate tool to generate a report before you replicate folders. To determine whether the folders replicated successfully, you can generate the same report after you replicate folders.

To use the pfMigrate tool, the source server and the target server you specify must be in the same routing group. The pfMigrate tool does not allow you to create replicas of your system folders and public folders across routing groups. This is because, in mixed mode, moving folders across routing groups could prevent e-mail delivery to public folders.

The pfMigrate tool is located in the ExDeploy folder on the Exchange 2003 compact disc (under Support Tools). You can run the tool at the command prompt, either on a server or from the administrative console. For detailed instructions on running the pfMigrate tool, see "How to Run the Public Folder Migration (PFMigrate) Tool" in the Exchange Server 2003 Deployment Guide. 

New in SP2: Tracking Public Folder Deletions

In Exchange Server 2003 SP2, you can use diagnostic logging to record events that indicate details associated with the deletion of public folders. The information provided in these events can help you follow up with users or administrators who may be deleting public folders and public folder content that should not be deleted. The logged event includes following information:


The name of the public folder that was deleted 


The time the public folder was deleted 


The name of the mailbox and Windows user account that deleted the mailbox 

By default, events indicating details of public folder deletion are not logged. However, if you set the appropriate logging category to Medium or Maximum, the following event is logged when a public folder is deleted:


Event Type: Information 


Event Source: MSExchangeIS Public Folder 


Event Category: General 


Event ID: 9682 


Description: Folder <Folder name> with Folder ID <Folder ID> was deleted by <Mailbox name>, <User Account name>. 
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Note: 

When you log public folder deletions, you do not need to set the logging level to Maximum because this setting does not provide additional information. Setting the logging level to Maximum creates a large amount of logging data, which can negatively affect server performance.

For information about how to configure Exchange Server to track public folder deletions, see "Track Public Folder Deletions" in the Exchange Server 2003 SP2 online Help.

New in SP2: Manually Stopping and Resuming Public Folder Replication

In Exchange Server 2003 SP2, you can use this feature to stop all public folder content replication in an Exchange Server organization. This feature may be helpful if you need to stop a replication storm. A replication storm occurs when a large amount of data is replicated through the network, typically as a consequence of a change that affects many items or folders. The problem is particularly disruptive when the changes triggering the replication storm are unintended and the network topology includes low bandwidth connections.

When content replication is stopped, you can reconfigure public folder replica lists and replication schedules. After you make changes to minimize the affect of public folder replication, you can restart replication of public folder content. Depending on the size of the public folders that need to replicate and your network infrastructure, you may want to resume public folder replication during non-peak hours.

[image: image25.png]


Note: 

Stopping the replication of all public folder content does not stop the replication of the public folder hierarchy.

For information about how to manually stop and resume public folder content replication, see "Manually Stop and Resume Public Folder Content Replication" in the Exchange Server 2003 SP2 online Help.

New in SP2: Synchronizing the Public Folder Hierarchy

In Exchange Server 2003 SP2, you can use the Synchronize Hierarchy command to synchronize the public folder hierarchy in the server you are currently connected to with the rest of the servers in your organization. You may want to synchronize the hierarchy if you notice that the public folder hierarchy on one server looks different from the public folder hierarchy on other servers in your organization.

Synchronizing the hierarchies of your public folder tree does not automatically replicate the contents of the public folders. The replication of content occurs at the intervals you have scheduled. However, you can manually force replication of the content. For information about how to send content from one server to another, see "Send Contents of a Public Folder" in the Exchange Server 2003 SP2 online Help.
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Note: 

Although it is recommended that you use the Synchronize Hierarchy command to synchronize your public folder hierarchy, you can also use the Resend Changes command. Use this command to manually resend the public folders hierarchy replications messages that may not have reached their destination servers. For more information about how to resend public folders hierarchy replication messages to a specific set of servers, see "Resend Hierarchy of the Public Folder Tree" in the Exchange Server 2003 SP2 online Help.

For information about how to synchronize the public folder hierarchy, see "Synchronize the Public Folder Hierarchy" in the Exchange Server 2003 SP2 online Help.

New in SP2: Using the Manage Public Folders Settings Wizard

In Exchange Server 2003 SP2, you can use the Manage Public Folders Settings Wizard to manage public folders. The Manage Public Folders Settings Wizard was developed to help Exchange administrators to manage public folder settings. You can perform the following actions with the wizard:


Modify client permissions   Select this option to make client permissions changes to this folder and all subfolders. For information about adding or removing client permissions for a specific folder only, see "Set Permissions" in the Exchange Server 2003 SP2 online Help. 


Modify lists of replica servers   Select this option to make changes to the list of replica servers. Specifically, you can use this feature to add, remove, or replace replicas for all folders in a public folder subtree. For information about adding or removing an individual replica for a specific folder only, see "Choose Which Folders to Replicate" in the Exchange Server 2003 SP2 online Help. 


Overwrite settings   Select this option to use the settings of the folder that you selected to overwrite the settings of all the folders under it. 

For information about how to start the Mange Public Folders Settings Wizard, see "Configure Database Size Limits" in the Exchange Server 2003 SP2 online Help.

New in SP2: Moving Public Folder Content to a Different Server

In Exchange Server 2003 SP2, you can use the Move All Replicas command to move all public folder content from a public store to a different server using a single command. This command is helpful if you need to uninstall Exchange Server 2003 from a server; you cannot uninstall Exchange Server 2003 from a server than contains any public folder replicas. For information about how to remove a server running Exchange Server 2003 from your organization, see "Remove a Server" in the Exchange Server 2003 SP2 online Help.
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Note: 

Moving all replicas to a different server may take time and result in large amounts of replication traffic. It may take several hours or longer until all public folder contents are moved. It is recommended that you verify that the contents of the public folder store have been moved

For information about how to move all public folder content from a public folder store, see "Move All Public Folders from a Public Folder Store" in the Exchange Server 2003 SP2 online Help.

Mailbox Recovery Center

Using the new Mailbox Recovery Center, you can simultaneously perform recovery or export operations on multiple disconnected mailboxes. This is a significant improvement over Exchange 2000 Server, where such operations had to be performed individually on each disconnected mailbox (a disconnected mailbox is a mailbox that is not associated with a user in Active Directory, usually because the user has been deleted). Use Mailbox Recovery Center to recover one or more mailboxes on one or more mailbox stores. You can export the mailbox properties, and you can associate the mailboxes with users in Active Directory and reconnect the mailboxes. For detailed instructions, see "How to Recover One or More Mailboxes on One or More Mailbox Stores" in the Exchange Server 2003 Administration Guide. 
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Note: 

Some procedures are different for Windows 2000 Server and Windows Server 2003. 

For detailed instructions, see:


How to Specify a Mailbox Store to Work with if You Are Running Exchange System Manager on Windows 2000 Server

How to Specify a Mailbox Store to Work with if You Are Running Exchange System Manager on Windows Server 2003

How to Specify a Mailbox Store to Remove if You Are Running Exchange System Manager on Windows 2000 Server

How to Specify a Mailbox Store to Remove if You Are Running Exchange System Manager on Windows Server 2003
Improved Message Tracking

Exchange 2003 enhances message-tracking capabilities in two ways:  


When using Exchange System Manager, you have greater control over your message tracking log files. Exchange 2003 automatically creates a shared directory to the message tracking logs and allows you to change the location of the message tracking logs.


You can now track messages after categorization (which is the phase where users are located and distribution groups are expanded into individual recipients) and during the routing process.

Enhanced Control of Message Tracking Logs in Exchange System Manager

To provide flexibility when viewing and managing message tracking logs, Exchange 2003 allows you to use Exchange System Manager to change the location of your message tracking logs.

Exchange 2003, like Exchange 2000, uses the format \\<server name>\<server name>.log to automatically create a path to a shared folder for message tracking. The individual message log file names are date specific, using the format YYYYMMDD. For example, 20021022.log is the log file for October 22, 2002. Ensure that any users who you want to monitor the log files have remote access to this share.

In Exchange 2003, you can use Exchange System Manager to move your message tracking logs. You no longer need to use directory modification tools to change the location of your message tracking logs on a server. For detailed instructions on changing the file location of the message tracking logs on an Exchange server, see "How to Select a Location for the Message Tracking Log Files" in the Exchange Server 2003 Administration Guide.

Enhanced Message Tracking Capabilities

In Exchange 2003, you can now track a message beyond the categorization phase. Categorization is the phase during which the recipient address is verified in Active Directory and its route is determined. You can now track the message through post-categorization and during the routing process. For detailed instructions, see How to Track a Message.

Including Bcc Recipients in Archived Messages

When you enable archiving on a mailbox store, a copy of all messages sent or received by mailboxes on this store is sent to the mailbox you specify for archiving. In previous versions of Exchange, any recipients on the Bcc line were not archived. In Exchange Server 2003, you can enable a registry key to configure mailbox store archiving to include Bcc recipients. When you enable archiving to include the Bcc recipients, all message recipients are listed on the Bcc list (not just those on the Bcc line).
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Note: 

To view the recipients on the Bcc list, you must use the Outlook client to access the archive mailbox. You cannot use Outlook Web Access to view the Bcc recipients.

To include Bcc recipients in archived messages, perform the following steps:  

1.
Enable archiving on the mailbox store. For detailed instructions, see "How to Enable Standard Journaling" in Journaling with Exchange Server 2003.

2.
Set the registry key on each server for which you want archiving to include Bcc recipients. For detailed instructions, see How to Enable Bcc Recipient Archiving on a Mailbox Store.

3.
On each server that you set the registry key, restart the following services. For detailed instructions, see How to Restart the Necessary Services to Enable Bcc Recipients in Archived Messages.

How to Create an InetOrgPerson

The InetOrgPerson object is used in several non-Microsoft LDAP and X.500 directory services to represent people within an organization. The procedures to create a mailbox-enabled or mail-enabled InetOrgPerson are the same as creating a user object. This procedure describes how to create an InetOrgPerson. 

Before You Begin

You can create an InetOrgPerson only if you are running a Microsoft Windows Server™ 2003 domain controller. InetOrgPerson can be mail-enabled or mailbox-enabled only in a native Exchange 2003 topology.

Procedure
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To create an InetOrgPerson

	1.
Click Start, point to All Programs, point to Microsoft Exchange, and then click Active Directory Users and Computers.

2.
In the console tree, navigate to the container where you want to create the InetOrgPerson, right-click the container, point to New, and then click InetOrgPerson.

3.
In New Object – InetOrgPerson, complete the remaining steps. 
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Note: 

Other than Step2 above, create an InetOrgPerson the same way you would create a standard user account.  


How to Enable or Disable Exchange Features for a Single User

These Exchange features provide added functionality for your mailbox-enabled users. You can enable or disable the user's Mobile Services options (such as Microsoft Outlook® Mobile Access), or Protocols (such as Outlook Web Access). This procedure describes how to enable or disable Exchange features for a single user.

Procedure
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To enable or disable Exchange features for a single user

	1.
Click Start, point to All Programs, point to Microsoft Exchange, and then click Active Directory Users and Computers.

2.
In the console tree, expand the container where you want to enable or disable Exchange features, and then click Users.

3.
In the details pane, right-click the user you want to modify, and then click Properties.

4.
In <User Name> Properties, click the Exchange Features tab.  

The Exchange Features tab
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5.
Under Features, select a feature, and then click Enable or Disable. 
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Note: 

You can also use the Configure Exchange Features page in the Exchange Task Wizard to enable or disable Exchange features for a user. See the following procedure for information about how to do this. 


How to Enable or Disable Exchange Features for Multiple Users

These Exchange features provide added functionality for your mailbox-enabled users. You can enable or disable the user's Mobile Services options (such as Microsoft Outlook® Mobile Access), or Protocols (such as Outlook Web Access). This procedure describes how to enable or disable Exchange features for a multiple users.

Procedure
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To enable or disable Exchange Features for multiple users

	1.
Click Start, point to All Programs, point to Microsoft Exchange, and then click Active Directory Users and Computers.

2.
In the console tree, expand the container where you want to enable or disable Exchange features, and then click Users.

3.
In the details pane, right-click the users you want to modify, and then click Exchange Tasks. 

4.
In the Exchange Task Wizard, on the Available Tasks page, click Configure Exchange Features, and then click Next. 

5.
On the Configure Exchange Features page, under Features, select a feature, click Enable or Disable, and then click Next (see the following figure).  

The Configure Exchange Features page
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Note: 

The default setting for modifying multiple users is Do Not Modify. If you want to enable or disable multiple users, click Enable or Disable for the individual feature you are selecting.

6.
On the Task Summary page, click Finish to complete the wizard. 


How to Disable Outbound Mail for All SMTP Queues

The Disable Outbound Mail option allows you to disable outbound mail from all SMTP queues. For example, this can be useful if a virus is active in your organization. 
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Note: 

The Disable Outbound Mail option does not disable the MTA or System queues. 

Procedure
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To disable outbound mail for all SMTP queues

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager. 

2.
Navigate to Queue Viewer by performing one of the following steps:  


If you do not have routing or administrative groups defined: Expand Servers, expand the server you want, and then click Queues. 


If you have administrative groups defined: Expand Administrative Groups, expand <Administrative Group Name>, expand Servers, expand the server you want, and then click Queues.

3.
In the details pane, click Disable Outbound Mail to disable mail from all SMTP queues. 

4.
A warning message appears asking Are you sure you want to disable outbound mail? Click Yes. Outbound mail is now disabled for all queues. 

5.
To re-enable SMTP queues that have been disabled, click Enable Outbound Mail, and then click Yes.  
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Note: 

If you want to prevent outbound mail from being sent to a specific remote queue instead of disabling all SMTP queues, you can freeze the messages in that queue. To freeze all the messages in a particular queue, right-click the queue, and then click Freeze. To unfreeze the queue, right-click the queue, and then click Unfreeze.


How to Modify Queue Viewer Refresh Rate Settings

The Settings option allows to you determine the frequency at which the all the queues are refreshed. The default rate at which the queues are refreshed is every 2 minutes. You can set the refresh rate to 1 minute, 5 minutes, 10 minutes, or Never refresh. 

Procedure
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To modify Queue Viewer refresh rate settings

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager. 

2.
Navigate to Queue Viewer by performing one of the following steps:  


If you do not have routing or administrative groups defined: Expand Servers, expand the server you want, and then click Queues. 


If you have administrative groups defined: Expand Administrative Groups, expand <Administrative Group Name>, expand Servers, expand the server you want, and then click Queues.

3.
In the details pane, click Settings. 

4.
In Settings, in the Refresh queue rate list, select the refresh rate you want. 

5.
Click OK. 


How to Find Messages

You can use the Find Messages option to search for messages by specifying search criteria such as the sender or recipient, and the message state (such as frozen). You can also specify the number of messages you want your search to return. 

Procedure
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To find messages

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager. 

2.
Navigate to Queue Viewer by performing one of the following steps:  


If you do not have routing or administrative groups defined: Expand Servers, expand the server you want, and then click Queues. 


If you have administrative groups defined: Expand Administrative Groups, expand <Administrative Group Name>, expand Servers, expand the server you want, and then click Queues.

3.
In the details pane, click the queue in which you want to search for messages, and then click Find Messages. 

The Find Messages dialog box
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4.
In Find Messages - <Queue Name>, select from the following search criteria:  


To search for a particular sender, click Sender, and then, in Select Sender, specify your search criteria. 


To search for a particular recipient, click Recipient, and then, in Select Recipient, specify your search criteria. 


To specify the number of messages returned by the search, in the Number of messages to be listed in the search list, select the number of messages (for example, 500) you want listed in the search. 


To search for messages in a particular state, in the Show messages whose state is list, select from the following states.  

- All Messages   This option shows all the messages, regardless of their state.   

- Frozen   This option shows messages that are in frozen state. This does not mean that the entire queue is frozen—a single message can also be frozen.  

- Retry   This option shows the messages that are awaiting another delivery attempt. Messages in the retry state have failed one or more delivery attempts.  

5.
Click Find Now to begin the search. The results of the search are displayed under Search Results. 

6.
To stop a search, click Stop. To begin a new search, click New Search (this resets the Find Messages dialog box to its default settings).


How to View Additional Information About a Queue

The Additional queue information pane (located at the bottom of the Queue Viewer pane) contains information about a particular queue, including:  


Troubleshooting information 


Information about errors returned from Exchange specific extensions to the SMTP service, (for example, errors due to remote server connection problems)


Information about queue availability (for example, if the SMTP service has not started)

Procedure
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To view additional information about a queue

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager. 

2.
Navigate to Queue Viewer by performing one of the following steps:  


If you do not have administrative groups defined: Expand Servers, expand the server you want, and then click Queues. 


If you have administrative defined: Expand Administrative Groups, expand <Administrative Group Name>, expand Servers, expand the server you want, and then click Queues.

3.
In the details pane, click the queue you want. Any additional information for that queue appears under Additional queue information at the bottom of the details pane. 


How to View the Content of a Public Folder Using Exchange System Manager

You can use Exchange System Manager to view the contents of a public folder. This procedure outlines how to view the content of a public folder.

Procedure
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To view the content of a public folder using Exchange System Manager

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
If administrative groups are displayed, expand Administrative Groups, and then expand the group you want to work with.

3.
Expand Folders, expand the appropriate top-level hierarchy, and then click the public folder whose content you want to view.

New tabs available for viewing public folder information
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4.
In the details pane, click the Content tab.

5.
If prompted for a user name and password, type the user name and password of an account that has permission to view the folder contents. The folder contents, displayed in a manner similar to Outlook Web Access, will be listed in the details pane.


How to Search for a Public Folder

You can use the Find tab in Exchange System Manager to search for public folders within the selected public folder or public folder hierarchy. You can specify a variety of search criteria, such as the folder name or age. This procedure outlines how to search for a public folder.
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Note: 

The Find tab is available at the top-level hierarchy level as well as the folder level.

Procedure
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To search for a public folder

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
If administrative groups are displayed, expand Administrative Groups, and then expand the group you want to work with.

3.
Expand Folders, expand the appropriate top-level hierarchy, and then click the public folder that may contain the folder that you want.

4.
In the details pane, click the Find tab.

5.
To identify the folder you want, fill in the appropriate criteria:  


If you know part of the folder name, you can type that information in the Name contains box. 


If you know that a particular user or group has certain permissions on the folder, click Permissions, and then fill in the user or group name and specify the permissions. Then click OK to return to the Find tab. 


If you know that the folder is replicated to certain servers, click Replicated to, and then select the appropriate server. Then click OK to return to the Find tab. 


If you know that the folder was created or modified within a certain date range, in the Specify folder list, click Modified or Created, and then use the Begin date and End date lists to specify the date range. 


If you know when the folder was created, in the Folder Age list, click days or older, days or newer, or days, and then, in the Folder age box, type the appropriate number of days.

6.
Click Find Now.


How to Specify a Mailbox Store to Work with if You Are Running Exchange System Manager on Windows 2000 Server

You can use Mailbox Recovery Center to recover one or more mailboxes on one or more mailbox stores. You can export the mailbox properties, and you can associate the mailboxes with users in Active Directory and reconnect the mailboxes. 
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Note: 

Some procedures are different for Windows 2000 Server and Windows Server 2003.

This procedure describes how to specify a mailbox store to work with if you are running Exchange System Manager on Windows 2000 Server.

Procedure
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To specify a mailbox store to work with if you are running Exchange System Manager on Windows 2000 Server

	1.
Start Exchange System Manager: Click Start, point to Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, expand Tools, right-click Mailbox Recovery Center (see the following figure), and then click Add Mailbox Store.

3.
In Add mailbox store(s), click the mailbox store you want, and then click Add. You can add multiple mailbox stores in this manner.

4.
Click OK to add the store. After the store has been added, the details pane will list any disconnected mailboxes in that store. 

The Mailbox Recovery Center in Exchange System Manager
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For More Information


For more information about recovering one or more mailboxes on one or more mailbox stores, see "How to Recover One or More Mailboxes on One or More Mailbox Stores" in the Exchange Server 2003 Administration Guide. 

How to Specify a Mailbox Store to Work with if You Are Running Exchange System Manager on Windows Server 2003

You can use Mailbox Recovery Center to recover one or more mailboxes on one or more mailbox stores. You can export the mailbox properties, and you can associate the mailboxes with users in Active Directory and reconnect the mailboxes. 
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Note: 

Some procedures are different for Windows 2000 Server and Windows Server 2003.

This procedure describes how to specify a mailbox store to work with if you are running Exchange System Manager on Windows Server 2003.

Procedure
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To specify a mailbox store to remove if you are running Exchange System Manager on Windows Server 2003 

	1.
Start Exchange System Manager: Click Start, point to Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, expand Tools, right-click Mailbox Recovery Center, and then click Remove Mailbox Store. 

3.
In Remove mailbox store(s), click the mailbox store you want, and then click Remove. You can remove multiple mailbox stores in this manner. 

4.
Click OK to remove the mailbox store. 


For More Information

For more information on recovering one or more mailboxes on one or more mailbox stores, see "How to Recover One Or More Mailboxes on One or More Mailbox Stores" in the Exchange Server 2003 Administration Guide. 

How to Specify a Mailbox Store to Remove if You Are Running Exchange System Manager on Windows 2000 Server

You can use Mailbox Recovery Center to remove one or more mailboxes on one or more mailbox stores. You can export the mailbox properties, and you can associate the mailboxes with users in Active Directory and reconnect the mailboxes. 
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Note: 

Some procedures are different for Windows 2000 Server and Windows Server 2003.

This procedure describes how to specify a mailbox store to remove if you are running Exchange System Manager on Windows 2000 Server.

Procedure
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To specify a mailbox store to remove if you are running Exchange System Manager on Windows 2000 Server

	1.
Start Exchange System Manager: Click Start, point to Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, expand Tools, right-click Mailbox Recovery Center, and then click Remove Mailbox Store. 

3.
In Remove mailbox store(s), click the mailbox store you want, and then click Remove. You can remove multiple mailbox stores in this manner. 

4.
Click OK to remove the mailbox store. 


For More Information


For more information on recovering one or more mailboxes on one or more mailbox stores, see "How to Recover One or More Mailboxes on One or More Mailbox Stores" in the Exchange Server 2003 Administration Guide. 

How to Specify a Mailbox Store to Remove if You Are Running Exchange System Manager on Windows Server 2003

You can use Mailbox Recovery Center to remove one or more mailboxes on one or more mailbox stores. You can export the mailbox properties, and you can associate the mailboxes with users in Active Directory and reconnect the mailboxes. 
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Note: 

Some procedures are different for Windows 2000 Server and Windows Server 2003.

This procedure describes how to specify a mailbox store to remove if you are running Exchange System Manager on Windows Server 2003.

Procedure
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To specify a mailbox store to remove if you are running Exchange System Manager on Windows Server 2003

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
Expand Tools, right-click Mailbox Recovery Center, and then click Remove Mailbox Store. 

3.
In Remove mailbox store(s), specify the following criteria for identifying the appropriate mailbox store:  


In the Enter the object names to select box, type the name of the mailbox store you want to remove. 


To limit the search to a certain part of Active Directory, click Locations, select a directory container, and then click OK to return to the Remove mailbox store(s) dialog box.  
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Note: 

If you are unsure about which mailbox store you need, click Advanced, specify criteria, and then click Find now to locate the mailbox store. Select the appropriate mailbox store, and then click OK to return to the Remove mailbox store(s) dialog box.

4.
Click OK to remove the mailbox store. 


For More Information

For more information on recovering one or more mailboxes on one or more mailbox stores, see How to Recover One Or More Mailboxes On One Or More Mailbox Stores" in the Exchange Server 2003 Administration Guide. 

How to Track a Message

In Exchange 2003, you can track a message beyond the categorization phase. Categorization is the phase during which the recipient address is verified in Active Directory and its route is determined. You can track the message through post-categorization and during the routing process. This procedure describes how to track a message.

Procedure

[image: image59.png]


To track a message

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, expand Tools, and then click Message Tracking Center.

3.
In the details pane, specify your search criteria, and then click Find Now. 

The following new categories are available:  


Messages categorized and queued for routing (enqueue for routing)


Messages routed and queued for local delivery (enqueue for local delivery)


Messages routed and queued for remote delivery (enqueue for remote delivery)


Messages queued for categorization retry 


Messages queued for local delivery retry


Messages queued for routing retry


How to Enable Bcc Recipient Archiving on a Mailbox Store

To configure mailbox archiving to include Bcc recipients, you must change the value of the following registry key: 

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\MSExchangeTransport\Parameters\JournalBCC
This procedure outlines how to enable Bcc recipient archiving on a mailbox store.

Before You Begin

This topic contains information about editing the registry.
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Caution: 

Incorrectly editing the registry can cause serious problems that may require you to reinstall your operating system. Problems resulting from editing the registry incorrectly may not be able to be resolved. Before editing the registry, back up any valuable data. 

Procedure
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To enable Bcc recipient archiving on a mailbox store

	1.
Start Registry Editor (regedit). 

2.
Navigate to the following registry key:  

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\MSExchangeTransport\ 
3.
If necessary, create a registry key named Parameters: In the console tree, right-click MSExchangeTransport, point to New, and then click Key.

4.
Type Parameters for the key name.

5.
Right-click Parameters, point to New, then click DWORD Value.

6.
In the details pane, type JournalBCC.

7.
Right-click JournalBCC, and then click Modify.

8.
In Edit DWORD Value, under Value Data, type 1, and then click OK.


How to Restart the Necessary Services to Enable Bcc Recipients in Archived Messages

After setting the registry key on each server for which you want archiving to include Bcc recipients, you must restart the following services: IIS Admin Service (IISADMIN), Microsoft Exchange MTA Stacks service (MSExchangeMTA), and Microsoft Exchange Information Store service (MSExchangeIS). This procedure describes how to enable the necessary services.

Procedure
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To restart the necessary services to enable Bcc recipients in archived messages

	1.
Click Start, point to All Programs, point to Administrative Tools, and then click Services.

2.
In Services, in the details pane, right-click each of the following services, and then click Restart: 


IIS Admin Service


Microsoft Exchange Information Store


Microsoft Exchange MTA Stacks

The archive mailbox now displays the Bcc recipients of any messages sent to or received from this mailbox store. All recipients, including recipients on the To and Cc lines, are displayed in the Bcc line of messages in the archive mailbox.
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Note: 

Remember to use an Outlook client to access this mailbox and view the Bcc recipients. You cannot use Outlook Web Access to view the Bcc recipients.


For More Information

For more information, see How to Enable Bcc Recipient Archiving on a Mailbox Store.

Performance and Scalability Features of Exchange Server 2003

To enhance the performance and scalability of your Exchange organization, Microsoft® Exchange Server 2003 provides the following new or improved features:  


New in SP1: Improved support for multiple processors


New in SP2: Improved offline address book performance


Improved distribution list caching


Suppression of Out of Office messages to distribution list members


Enhanced DNS-based Internet mail delivery


Improved Microsoft Office Outlook® synchronization performance


Improved Outlook Web Access performance


Monitoring Outlook client performance


Link state improvements


Virtual Address Space improvements 


Changing the MTA file directory location using Exchange System Manager


Changing the SMTP mailroot directory location using Exchange System Manager


Tuning Exchange Server 2003

This chapter discusses each of these topics in detail.

For information about improvements to reliability, a closely related topic, see "Reliability and Clustering Features of Exchange Server 2003." 

New in SP1: Improved Support for Multiple Processors

Previously, Exchange server performance has shown marginal improvements when the number of processors in back-end servers increases to more than four. With more than eight processors, the performance increase is marginal at best, and sometimes the performance is actually worse. The falloff in performance gain with additional processors has become more pronounced with the types of processors used on more recent computers.

With Exchange Server 2003 Service Pack 1 (SP1), scalability with additional processors is much improved. When hyper-threading is enabled, eight-processor servers now provide a 50 percent increase in performance over four-processor servers. Use of eight-processor computers for back-end servers is now appropriate in many scenarios. Two-processor servers are still recommended for front-end servers.

New in SP2: Improved Offline Address Book Performance

In Exchange Server 2003 SP2, improvements were made to the offline address book performance. Specifically, these improvements help minimize the network impact of users downloading offline address book information. 
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Note: 

To realize this enhanced performance, Exchange clients must be running Microsoft® Office Outlook® 2003 Service Pack 2 (SP2) or later.

The following list describes some of the improvements: 


Fewer situations will cause an e-mail client to download the full offline address book. Specifically, the changes in SP2 make sure that clients perform a differences download of the offline address list rather than full downloads. A differences download does not affect network performance and client performance as much as a full download.
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Important: 

In some cases, although Exchange Server determines that a differences download is more efficient, Exchange Server may be unable to generate a differences file for clients earlier than Outlook 2003 SP2. In versions of Exchange Server earlier than Exchange Server 2003 SP2, a full offline address book download is always forced if a differences file cannot be generated. However, if this occurs on a server running Exchange Server 2003 SP2, Exchange Server will instead log an event indicating that it was unable to produce a differences file and will not produce a full offline address book file. In this case, your users will not be able to receive offline address book updates until the problem is corrected. The description in the event specifies what changed in the directory that caused the problem. If you notice that the change in the directory was intentional, you may want to consider changing the default behavior of the offline address book server so that full offline address book downloads are generated when a differences download cannot be generated. To change this setting, you must edit the Windows registry as specified in the event log message. For information about how to configure this setting, see "Generate a Full Offline Address Book Download File when a Differences File Cannot Be Generated" in the Exchange Server 2003 SP2 online Help. For clients running Outlook 2003 SP2 or later, the change in the offline address book format resolves the issues that would stop the server from generating a differences file. The server will never attempt to force a full offline address book download by not generating a differences file for clients that are using the new offline address book format. However, the clients may still decide to do a full download if the size of the differences files is larger than a preset fraction of the full offline address book size.


Full offline address book downloads are significantly reduced in size than on a server without SP2. These improvements are made possible by the adoption of an improved compression mechanism for the offline address book file.


Offline address book indexing is based on the locale setting (language and country) of the client. This enables users on the same server (with different locale settings) to correctly view the offline address book, sorted based on their locale setting and not the servers.


Diagnostic logging improvements make it easier to notice problems that may occur with offline address book downloads. Specifically, events have been added to help you monitor the following problems.


A Warning event is logged when at least one attribute is removed from the offline address book because it exceeds its size limit.


An Information event is logged every time a record is altered because some attributes exceed their size limits.


An Error event is logged when there is a failure in the differential download generation. 


Ability to manage the size of offline address book download files by allowing you to specify that specific property types be limited in size in offline address list download files. To do this, in the registry, you can specify the maximum size in bytes for individual property types. Events are logged in the Application Log to help you track changes to these settings. For information about how to manage the size of offline address book download files, see "Manage Offline Address Book File Sizes" in the Exchange Server 2003 SP2 online Help.

Improved Distribution List Membership Caching

Exchange 2000 Server and Exchange Server 2003 use a rules cache to look up distribution list memberships prior to sending messages. In Exchange 2003, the rules cache has been optimized. As a result, the processing time that is required to look up the membership of a distribution list has been reduced. This new functionality improves performance by redesigning the cache so that lookups, insertions, and expirations can be completed more efficiently, thereby resulting in a sixty percent reduction of distribution list-related Microsoft Active Directory® directory service queries. 

The net benefit of the redesigned cache is a small reduction in Active Directory usage (distribution list lookups are only a small percentage of overall Active Directory lookups).

Suppressing Out of Office Messages to Distribution List Members

In previous versions of Exchange, if you create an Out of Office message, that message is sent to all members of any distribution lists that appear on the To or Cc lines. In Exchange 2003, the Out of Office message is not sent to the entire membership of a distribution list appearing on the To or Cc lines. Instead, Out of Office messages are sent only to individual user names that have been specified on the To or Cc lines of incoming messages. 

This change was implemented after determining that users who send e-mail messages to distribution lists frequently do not want to receive Out of Office messages from distribution list members. This change provides a minor performance benefit to Exchange servers; specifically, CPU usage is minimally reduced. 

Enhanced DNS-Based Internet Mail Delivery

Domain Name System (DNS)-based Internet mail delivery has been enhanced for Exchange 2003. Specifically, load balancing of DNS-based Internet mail is now more efficient. In addition, Exchange 2003 provides improved tolerance to network and host unavailability, as well as to unresponsive external DNS servers.

This change provides a performance benefits to Exchange servers; specifically, DNS-based Internet mail is delivered more reliably. 

Improved Outlook Synchronization Performance

Exchange 2003 improves the end-user experience for Outlook 2003 users. 

The following are improvements to Exchange Server 2003 and Outlook 2003 communication:  


The number of change notifications is reduced. 


Exchange 2003 detects the native format of messages (for example, HTTP) to be synchronized and only sends messages in that format to the client. 


Improvements to the conditions in which Outlook clients request synchronizations that include nested folder hierarchies. 


Users now receive a message indicating the number and size of messages to be downloaded. 


Exchange 2003 performs data compression to reduce the amount of information sent between the Outlook 2003 client and the Exchange 2003 servers.


Exchange 2003 reduces the total number of requests for information sent between the user with Outlook 2003 and the Exchange server.

Exchange 2003 improves the Outlook synchronization performance for users working in Cached Exchange Mode.

The following is a list of enhancements that relate to Outlook clients running in Cached Exchange Mode:  


The number of change notifications is reduced. 


Exchange 2003 detects the native format of messages (for example, HTTP) to be synchronized and only sends messages in that format to the client. 


Improvements to the conditions in which Outlook clients request synchronizations that include nested folder hierarchies. 


Users now receive a message indicating the number and size of messages to be downloaded. Users can select which messages they want to download.


Exchange 2003 performs data compression to reduce the amount of information sent between the Outlook 2003 client and the Exchange 2003 servers.


Exchange 2003 reduces the total requests for information between the client and server, whether or not an Outlook 2003 client is working in cached mode, thereby optimizing client and server communication.  

These changes provide a reduction in CPU usage on the Exchange server. Specifically, the server uses less processing power as a result of fewer and less intensive client requests from Outlook clients. 

Improved Outlook Web Access Performance

Exchange Server 2003 improves the end user experience for Outlook Web Access users by reducing the total amount of information sent between the computer running Outlook Web Access and the Exchange server. 

Outlook Web Access client performance is improved in Exchange 2003 . For example, Outlook Web Access users will notice that their Inboxes load more quickly. They will also notice that tasks will be more responsive, especially over slow connections. A primary reason for this is because Exchange 2003 provides a reduction in the amount of bytes that must travel from the server to the browser. 

Monitoring Outlook Client Performance

Previous versions of Exchange could not monitor the end-user performance experience for Outlook users. However, with Exchange 2003 and Outlook 2003, administrators can analyze performance for their users. 

Exchange 2003 servers record both RPC latency and errors on client computers running Outlook 2003. An administrator can use this information to determine the overall experience quality for their users, as well as to monitor the Exchange server for errors. 

Outlook clients send RPC data (for example, latency data or error code) to the Exchange 2003 server on a subsequent successful RPC calls.
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Note: 

RPC data sent from the client computers to the Exchange server are not the primary method for detecting individual real time errors. 

The following table lists the RPC-related operations that you can monitor using Microsoft Operations Manager. For information about using Microsoft Operations Manager, see http://go.microsoft.com/fwlink/?LinkId=16198 and http://go.microsoft.com/fwlink/?LinkId=18176.

Client-side performance monitors using Microsoft Operations Manager

	Counter
	Description

	Client: RPCs attempted
	The total number of RPC requests attempted by the users (since the Exchange store was started).

	Client: RPCs succeeded
	The total number of successful RPC requests sent by the Outlook client (since the Exchange store was started).

	Client: RPCs failed
	The total number of failed RPC requests (since the Exchange store was started).

	Client: RPCs failed: Server unavailable
	The number of failed RPC requests (since the Exchange store was started) due to the "Server Unavailable" RPC error. 

	Client: RPCs failed: Server too busy
	The number of failed RPC requests (since the Exchange store was started) due to the "Server Too Busy" RPC error.

	Client: RPCs failed: all other errors
	The number of failed RPC requests (since the Exchange store was started) due to all other RPC errors.

	Client: RPCs attempted / sec
	The rate of RPC requests attempted by the user.

	Client: RPCs succeeded / sec
	The rate of successful RPC requests.

	Client: RPCs failed / sec
	The rate of failed RPC requests. 

	Client: RPCs failed / sec: Server unavailable
	The rate of failed RPC requests (since the Exchange store was started) due to the "Server Unavailable" RPC error. 

	Client: RPCs failed / sec: Server too busy
	The rate of failed RPC requests (since the Exchange store was started) due to the "Server Too Busy" RPC error.

	Client: RPCs failed / sec: all other errors
	The rate of failed RPC requests (since the Exchange store was started) due to all other RPC errors.

	Client: Total reported latency
	The total latency (in seconds) for all RPC requests (since the Exchange store was started).

	Client: Latency > 2 sec RPCs / sec
	The rate of successful RPC requests with latencies > 2 seconds.

	Client: Latency > 5 sec RPCs / sec
	The rate of successful RPC requests with latencies > 5 seconds.

	Client: Latency > 10 sec RPCs / sec
	The rate of successful RPC requests with latencies > 10 seconds.


Link State Improvements

Exchange 2003 reduces the amount of link state traffic by suppressing link state information when no alternate path exists or a connection is oscillating. (An oscillating connection is a connection that fluctuates between available and unavailable). In both cases, the link state remains available, and therefore reduces the amount of link state traffic that is propagated. 

For more information about link state improvements, see "Link State Improvements" in Transport and Message Flow Features of Exchange Server 2003.

Virtual Address Space Improvements

With Exchange 2000, administrators may have experienced issues regarding virtual address space management. To address these issues, Exchange 2003 presents the following improvements:   


Multiple improvements to remove many small memory allocations made by Exchange components.


Multiple improvements to ensure that memory allocations are efficient. For example, requesting a 32 KB buffer instead of 17 KB buffer and not wasting the remaining memory.


At start-up, Epoxy now allocates a large 190 MB contiguous portion of memory, instead of allocating a smaller portion and then gradually requesting more memory.  You can use DSAccess settings to change this Expoxy memory allocation. 


The Store.exe process thread stack size is reduced from 512 KB to 256 KB.


Depending on a server's configuration, the Store.exe process now allocates a suitable Extensible Storage Engine (ESE) cache buffer size, instead of using a hard-coded value. For a server that has the /3GB option set, a cache size of 896 MB is set (for example, 28 pieces of 32 MB). If the /3GB option is not set, the cache size is set to 576 MB (for example, 18 pieces of 32 MB). For information about setting the /3GB option, see Microsoft Knowledge Base article 266096, "XGEN: Exchange 2000 Requires /3GB Switch With More Than 1 Gigabyte of Physical RAM." 
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Note: 

You should set the /3GB switch only on servers that meet the following criteria:
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Note: 

   The server hosts Exchange 2003 mailboxes or public folders.
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Note: 

   The server has 1 GB or more of physical memory.


If available virtual memory reaches 32 MB, Exchange 2003 sends a one-time request to the ESE buffer cache to increase by 64 MB (default). This 64 MB portion becomes available for message processing and provides the administrator with more time before it is necessary to start the Store.exe process.


Exchange performs an optimal memory configuration check when the Exchange store process starts. If the memory settings are not optimal, event 9665 will appear in Event Viewer. This message appears in the following instances: 


The server is running Microsoft Windows® 2000 Server and the SystemPages value in the registry is set outside the range of 24000 to 31000. 


The server has 1 GB of memory or more and does not have the /3GB switch. 


The server is running Microsoft Windows Server™ 2003, has 1 GB of memory or more, and the /3GB switch is set, but the /USERVA setting is not present or is outside the range of 3030 to 2970. 

If you see this event, check the SystemPages and HeapDeCommitFreeBlockThreshold settings in the registry, as well as the /3GB switch and the USERVA setting in the boot.ini file.   
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Note: 

If you want to turn off the memory configuration check, you can create the following registry key. 

	Path
	HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\MSExchangeIS\ParametersSystem\

	Parameter
	Suppress Memory Configuration Notification

	Type
	REG_DWORD

	Setting
	1


Changing the MTA File Directory Location Using System Manager

By default, the Exchange MTA database and run directories are located under the folder where Exchange 2003 is installed (<drive>:\Program Files\Exchsrvr\ MTADATA). On some servers, especially where Exchange is functioning as a bridgehead server, you can positively impact performance by relocating the MTA database on a fast disk array, such as a RAID 0+1 partition. 
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Note: 

When you modify the location of the queue directory, you are modifying only the MTA database path and moving only the database files (.dat files); you are not moving any of the run files or the run directory. 
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Note: 

Do not attempt to relocate the MTA run directory as this can cause performance problems. 

In Exchange 2003, you can now use Exchange System Manager to change the location of the MTA database. To do this, use the General tab in the X.400 Properties dialog box. For more information about how to change the location of the MTA database, see "Moving the X.400 (MTA) and SMTP Queue Directory Locations" in Chapter 6.

Changing the SMTP Mailroot Directory Location Using System Manager

In Exchange 2003, when messages arrive through SMTP, the data is written to a disk in the form of a Microsoft Windows NT File System (NTFS) file (specifically, an .eml file). By default, these files are written to a directory (<drive>:\Program Files\Exchsrvr\Mailroot) on the same disk partition where the Exchange 2003 binary files are installed.

In some scenarios, such as configuring a bridgehead or relay server, relocating the SMTP Mailroot directory to a faster disk partition may positively impact performance. 

In Exchange 2003, you can now use Exchange System Manager to move the Mailroot directory. To do this, use the Messages tab in the SMTP Virtual Server Properties dialog box. For more information about how to move the Mailroot directory, see "Moving the X.400 (MTA) and SMTP Queue Directory Locations" in Transport and Message Flow Features of Exchange Server 2003.

Tuning Exchange 2003

Upon installation, Exchange 2003 performs very well and does not require much tuning. However, in situations where you are coexisting with previous versions of Exchange or implementing large scale-up Exchange 2003 servers, some manual tuning may be required. 

Although this section does not provide a complete list of tuning recommendations, it does recommend tuning changes when upgrading an Exchange 2000 server to Exchange 2003.

Removing Exchange 2000 Tuning Parameters

Many Exchange 2000 tuning parameters (for example, those parameters listed in the technical article Microsoft Exchange 2000 Internals: Quick Tuning Guide), are no longer applicable in Exchange 2003; in fact, some of these parameters cause problems. If you previously tuned your Exchange 2000 servers by adding any of the settings listed in this section, you must manually remove them on your servers running Exchange 2003. The tools you use to remove those settings are Registry Editor, Internet Information Services Manager, and ADSI Edit. For information about how to use Registry Editor, Internet Information Services Manager, and ADSI Edit, see Windows Server Help. 

[image: image73.png]


Note: 

Incorrectly editing the registry can cause serious problems that may require you to reinstall your operating system. Problems resulting from editing the registry incorrectly may not be able to be resolved. Before editing the registry, back up any valuable data.

Initial Memory Percentage

The Initial Memory Percentage registry key no longer works with Exchange 2003. Therefore, use Registry Editor to delete the following registry parameter when Exchange 2003 is installed.

	Location:
	HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\MSExchangeIS\ParametersSystem

	Parameter:
	Initial Memory Percentage (REG_DWORD)


Extensible Storage System Heaps

The optimum number of heaps is now automatically calculated with Exchange 2003. Therefore, use Registry Editor to delete the following registry parameter when Exchange 2003 is installed.

	Location:
	HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\ESE98\Global\OS\Memory

	Parameter:
	MPHeap parallelism (REG_SZ)


DSAccess MaxMemoryConfig Key

If you previously tuned DSAccess performance by adding a MaxMemoryConfig key, that key is no longer recommended. Therefore, you should use Registry Editor to remove the following registry parameter when Exchange 2003 is installed.

	Location:
	HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\MSExchangeDSAccess\Instance0

	Parameter:
	MaxMemoryConfig (REG_DWORD)


DSAccess Memory Cache Tuning

If you previously tuned the user cache in DSAccess, you can now remove your manual tuning. Exchange 2000 had a default user cache of 25 MB, whereas Exchange 2003 defaults to 140 MB. Therefore, you should use Registry Editor to remove the following registry parameter when Exchange 2003 is installed.

	Location:
	HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\MSExchangeDSAccess\Instance0

	Parameter:
	MaxMemoryUser (REG_DWORD)


Outlook Web Access Content Expiration

You should not disable content expiry for the \Exchweb virtual directory. The default expiration setting of 1 day should be used in all scenarios. You can view and modify this setting in Internet Information Services Manager.

Log Buffers

If you previously tuned the msExchESEParamLogBuffers parameter manually [for example, to 9000 (an Exchange 2000 SP2 recommendation), or 500 (an Exchange 2000 SP3 recommendation)], clear the manual tuning. Exchange 2003 uses a default value of 500. Previously, Exchange 2000 used a default value of 84.

To return this setting to the default setting of <Not Set>, open the following parameter in ADSI Edit, and then click Clear.

	Location:
	CN=Configuration/CN=Services/CN=Microsoft Exchange/CN=<Exchange Organization Name>/CN=Administrative Groups/CN=<Administrative Group Name>/CN=Servers/CN=<Server Name>/CN=Information Store>/CN=<Storage Group Name>

	Parameter:
	msExchESEParamLogBuffers


Max Open Tables

If you tuned the msExchESEParamMaxOpenTables parameter manually, you should clear the manual tuning. When the value of the parameter is cleared, Exchange 2003 automatically calculates the correct value for you; for example, on an eight-processor server, a value of 27600 is used.

To return this setting to the default setting of <Not Set>, open the following parameter in ADSI Edit, and then click Clear.

	Location:
	CN=Configuration/CN=Services/CN=Microsoft Exchange/CN=<Exchange Organization Name>/CN=Administrative Groups/CN=<Administrative Group Name>/CN=Servers/CN=<Server Name>/CN=Information Store>/CN=<Storage Group Name>

	Parameter:
	msExchESEParamMaxOpenTables


Reliability and Clustering Features of Exchange Server 2003

This chapter provides information about some of the significant updates related to Microsoft® Exchange Server 2003 reliability and clustering. For complete information about how to ensure your Exchange 2003 environment is reliable with or without implementing Exchange clustering, see "Planning for Reliability" in the book Planning an Exchange Server 2003 Messaging System.

Reliability Features

To increase the reliability of your Exchange organization, Exchange 2003 offers the following new or improved features:  

Virtual memory management

	The virtual memory improvements to Exchange 2003 reduce memory fragmentation and increase server availability.


Mailbox Recovery Center 

	The new Mailbox Recovery Center makes it easy to perform simultaneous recovery or export operations on multiple disconnected mailboxes. 


Recovery Storage Group

	The new Recovery Storage Group is a specialized storage group that can exist alongside the regular storage groups in Exchange. Essentially, the Recovery Storage Group provides flexibility in restoring mailboxes and mailbox databases.


Error reporting

	The error-reporting component is improved in Exchange 2003. Exchange error reporting allows you to send information about any failures that may occur to Microsoft. Microsoft then uses that information to determine and prioritize potential updates to future product versions. 


This section discusses each of these features in detail.

Improved Virtual Memory Management

In Exchange 2003, the virtual memory management process is improved. Specifically, Exchange is much more efficient in the way it reuses blocks of virtual memory. These design improvements reduce fragmentation and increase availability for higher-end servers that have a large number of users. 

Virtual memory management for clustered Exchange servers is also improved. In previous versions of Exchange, the Microsoft Exchange Information Store service (MSExchangeIS) continues to run on a passive node. As a result, if an Exchange Virtual Server is moved manually or failed back automatically to a node that failed, MSExchangeIS service runs on the server with fragmented virtual memory. 

In Exchange 2003, when an Exchange Virtual Server is either moved manually or failed over to another node, the MSExchangeIS service on that node is stopped. Then, when an Exchange Virtual Server is moved or failed back to that node, a new MSExchangeIS service is started and, consequently, a fresh block of virtual memory is allocated to the service. 

Even with these improvements to virtual memory, it is still important that you monitor virtual memory performance. The following table lists the MSExchangeIS counters used to monitor virtual memory performance.

Performance monitors for virtual memory

	Counter
	Description

	VM Largest Block Size
	Displays the size (in bytes) of the largest free block of virtual memory. This counter is a line that slopes downward as virtual memory is consumed. When this counter drops below 32 MB, Exchange 2000 logs a warning in the event log (Event ID=9582) and logs an error if it drops below 16 MB. It is important to monitor this counter to ensure that it stays above 32 MB.

	VM Total 16MB Free Blocks
	Displays the total number of free virtual memory blocks that are greater than or equal to 16 MB. This line forms a pyramid as you monitor it. It starts with one block of virtual memory greater than 16 MB and progresses to smaller blocks greater than 16 MB. Monitoring the trend on this counter should allow a system administrator to predict when the number of 16 MB blocks is likely to drop below 3, at which point restarting all the services on the node is recommended.

	VM Total Free Blocks
	Displays the total number of free virtual memory blocks, regardless of size. This line forms a pyramid as you monitor it. This counter can be used to measure the degree to which available virtual memory is being fragmented. The average block size is the Process\Virtual Bytes\STORE instance divided by MSExchangeIS\VM Total Free Blocks.

	VM Total Large Free Block Bytes
	Displays the sum (in bytes) of all the free virtual memory blocks that are greater than or equal to 16 MB. This line slopes downward as memory is consumed.


When you monitor these counters, pay close attention that VM Total Large Free Block Bytes always exceeds 32 MB. For non-clustered servers, if VM Total Large Free Block Bytes drops below 32 MB, restart the services on that server. For clustered servers, if a node in the cluster drops below 32 MB, fail over the Exchange Virtual Servers, restart all of the services on the node, and then fail back the Exchange Virtual Servers. 

If the virtual memory for your Exchange 2003 server becomes excessively fragmented, the MSExchangeIS service logs the following events (Examples 1 and 2).

Example 1   Warning that is logged if the largest free block is smaller than 32 MB.
EventID=9582
Severity=Warning
Facility=Perfmon
Language=English
The virtual memory necessary to run your Exchange server is fragmented in such a way that performance may be affected. It is highly recommended that you restart all Exchange services to correct this issue.
Example 2   Error that is logged if the largest free block is smaller than 16 MB.
EventID=9582
Severity=Error
Facility=Perfmon
Language=English
The virtual memory necessary to run your Exchange server is fragmented in such a way that normal operation may begin to fail. It is highly recommended that you restart all Exchange services to correct this issue.
For more information about System Monitor and Event Viewer, see the Microsoft Windows Server™ 2003 online documentation.

Mailbox Recovery Center

Using the new Mailbox Recovery Center, you can perform simultaneous recovery or export operations on multiple disconnected mailboxes. This is a significant improvement over Exchange 2000, where such operations had to be performed individually on each disconnected mailbox. With this new feature, you can quickly restore Exchange mailboxes, and thereby reduce downtime. 

Recovery Storage Group

With the addition of the Recovery Storage Group, Exchange 2003 provides added flexibility in restoring mailboxes and storage groups. With this new feature, you can quickly restore Exchange data, and thereby reduce downtime. For more information about using the Recovery Storage Group feature, see "Recovery Storage Groups" in Storage Features of Exchange Server 2003. 

Improved Error Reporting

Although error reporting was included in Exchange 2000 SP2 and SP3, its implementation is improved in Exchange 2003.

Error reporting allows server administrators to easily report errors to Microsoft. Microsoft collects the error reports, and then uses the information to improve product functionality. By default, when fatal application errors occur in Exchange System Manager or an Exchange-related operation of Active Directory Users and Computers, a warning message notifies administrators of the error. Specifically, the message states that the application must close and provides an option to send an error report to Microsoft. 

Warning message that displays after a fatal Exchange System Manager error occurs
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Similarly, when fatal service-related errors occur that relate to Exchange, a dialog box appears that provides and option to send a report to Microsoft.

The Microsoft Event Reporting dialog box that displays after service-related errors occur
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Note: 

By default, a service-related fatal error does not immediately initiate an error reporting prompt. Instead, the prompt for service-related errors appears the next time you log on to the server. 

The error report is sent to Microsoft over a secure HTTPS connection, and usually consists of a 10 to 50 KB compressed file. The error report is known as a minidump file. For detailed technical information about how the information in a minidump file is gathered and sent, see Using Dr. Watson. For general information about error reporting, see Should I send Microsoft an error report when my program crashes?
Exchange 2000 SP2 and SP3 supported the standard error reporting dialog box that provided administrators with the option to send error reports to Microsoft. Exchange 2003 supports the same error reporting functionality included in Exchange 2000 SP3, including the following new features:   


Exchange service-related errors (that occur close to each other in time), are queued and then presented to the administrator in a single list. 
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Note: 

For information about how you can configure Exchange to automatically send service-related errors to Microsoft without requiring the administrator to use the error reporting dialog box, see "Configuring Exchange to Automatically Send Service-Related Error Reports" later in this section.


Corporate Error Reporting (CER) is now supported. CER is a tool designed for administrators to manage error reports created by the Microsoft Windows Error Reporting client, as well as error-reporting clients shipped with applications. For information about installing and using CER, see Corporate Error Reporting Web site.


Additional support for Exchange Setup errors (including queuing the errors so they are all presented to the administrator in a single list after Setup completes). 


Improved support for errors relating to the Recipient Update Service. In Exchange 2003, critical errors relating to the Recipient Update Service (for example, access violations that occur when Recipient Update Service attempts to update a recipient object) now immediately generate a Microsoft Error Reporting error message that allows you to send information about the error to Microsoft. This is important, because RUS-related errors leave the System Attendant in an unstable state. 

These Recipient Update Service-related error reports are a significant improvement over Exchange 2000. In Exchange 2000, any Recipient Update Service-related errors resulted in an event being written to the Event Log. As a result, administrators were not immediately notified of the errors. 

For detailed information about configuring Exchange to automatically send service-related error reports, see How to Enable Automatic Service-Related Error Reporting.

Clustering Features

This section provides information about some of the significant updates related to Exchange 2003 clustering. For complete information about Exchange 2003 clustering, see the following references:  


For planning information, read the section "Using Server Clusters" in Planning an Exchange Server 2003 Messaging System. 


For deployment information, see "Deploying Exchange 2003 in a Cluster" in the Exchange Server 2003 Deployment Guide.


For administration information, see "Managing Exchange Server Clusters" in the Exchange Server 2003 Administration Guide.

Exchange 2003 provides the following new or improved clustering features:  

Support for up-to eight nodes 

	Exchange has added support for up to 8-node active/passive clusters when using Windows Server 2003 Enterprise Edition or Windows Server 2003 Datacenter Edition. 


Support for volume mount points

	Exchange has added support for the use of volume mount points when using Windows Server 2003 Enterprise Edition or Windows Server 2003 Datacenter Edition. 


Improved failover performance

	Exchange has improved clustering performance by reducing the amount of time it takes a server to failover to a new node 


Improved security

	Exchange cluster servers are now more secure. For example, the Exchange 2003 permissions model has changed. 


Improved prerequisite checking

	Exchange performs more prerequisite checks to help ensure your cluster servers are deployed and configured properly. 


This section discusses each of these features in detail.

Support for Up to Eight-Node Clusters

Exchange 2003 enhances clustering capabilities by introducing support for eight-node Exchange clusters. Eight-node clusters are supported only when running Windows Server 2003 Enterprise Edition or Windows Server 2003 Datacenter Edition. Another requirement for eight-node clusters is that at least one node must be passive. 
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Note: 

All Exchange 2003 clustering recommendations are for active/passive cluster configurations. Active/active clustering will continue to be supported on two nodes.

Windows and Exchange Version Requirements

Specific versions of Windows Server and Exchange Server are required to create Exchange clusters. The following table lists these requirements.

Windows and Exchange version requirements

	Windows version
	Exchange version
	Cluster nodes available

	Any server in the Windows® 2000 Server or Window Server 2003 families
	Exchange Server 2003, Standard Edition
	None

	Windows 2000 Server or Windows Server 2003, Standard Edition
	Exchange Server 2003, Standard Edition or Exchange Server 2003, Enterprise Edition
	None

	Windows 2000 Advanced Server
	Exchange Server 2003, Enterprise Edition
	Up to two

	Windows 2000 Datacenter Server
	Exchange Server 2003, Enterprise Edition
	Up to four

	Windows Server 2003, Enterprise Edition
	Exchange Server 2003, Enterprise Edition
	Up to eight

	Windows Server 2003, Datacenter Edition
	Exchange Server 2003, Enterprise Edition
	Up to eight


Support for Volume Mount Points

Volume mount points are now supported on shared disks when the nodes of your cluster are running Window Server 2003 Enterprise Edition or Datacenter Edition with four or more nodes. Volume mount points are directories that point to specified disk volumes in a persistent manner (for example, you can configure C:\Data to point to a disk volume). Mount points bypass the need to associate each disk volume with a drive letter, thereby surpassing the 26 drive letter limitation. 

For more information about mounted drives, see the Windows Server 2003 documentation.

Improved Failover Time

For clustering in Exchange 2003, the amount of time it takes to failover to another node is reduced, thereby improving overall performance. This section provides information about these improvements to failover times.  

Improved Dependency Hierarchy for Exchange Services

To decrease the amount of time it takes to failover a server, Exchange 2003 provides an improved dependency hierarchy for Exchange services. Specifically, the Exchange protocol services, which were previously dependent on the Microsoft Exchange Information Store service, are now dependent on the Microsoft Exchange System Attendant service.

Hierarchy of Exchange dependencies in Exchange 2000
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Hierarchy of Exchange dependencies in Exchange 2003
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Note: 

In Exchange 2003, the IMAP4 and POP3 resources are not created automatically when you create a new Exchange Virtual Server.

If a failover occurs, this improved hierarchy allows the Exchange mailbox stores, public folder stores, and Exchange protocol services to start simultaneously. As a result, all Exchange resources (except the System Attendant service) can now start and stop simultaneously, thereby improving failover time. Additionally, if the Exchange store stops, it is no longer dependent on other services to restart. 

Another benefit is the reduction of downtime resulting from an Exchange Virtual Server failover. This reduction can save several minutes, which is significant when you consider that the average failover time for an Exchange Virtual Server running on Windows 2000 was only three to eight minutes (depending on the number of users hosted by the Exchange Virtual Server).

Improved Detection of Available Nodes

When running Exchange 2003 on Windows Server 2003, the speed at which Exchange detects an available node and then fails over to that node is reduced. Therefore, for both planned and unplanned failovers, downtime is reduced.

Security Improvements

Exchange 2003 clustering includes the following security features:  


Permission improvements


Kerberos enabled by default


IPSec support for front-end and back-end servers


IMAP4 and POP3 services no longer included when creating Exchange Virtual Servers

This section discusses each of these features in detail.

Clustering Permission Model Changes

The permissions needed to create, delete, or modify an Exchange Virtual Server are modified in Exchange 2003. The best way to understand these modifications is to compare the Exchange 2000 permissions model with the new Exchange 2003 permissions model.

Exchange 2000 Permissions Model

For an Exchange 2000 cluster administrator to create, delete, or modify an Exchange Virtual Server, the cluster administrator and the Cluster Service account require the following permissions:  


If the Exchange Virtual Server is the first Exchange Virtual Server in the Exchange organization, the cluster administrator's account and the Cluster Service account must each be a member of a group that has the Exchange Full Administrator role applied at the organization level. 


If the Exchange Virtual Server is not the first Exchange Virtual Server in the organization, the cluster administrator's account and the Cluster Service account must each be a member of a group that has the Exchange Full Administrator role applied at the administrative group level. 

Exchange 2003 Permissions Model

In Exchange 2003, the permissions model has changed. The Windows Cluster Service account no longer requires that the Exchange Full Administrator role be applied to it, neither at the Exchange organization level nor at the administrative group level. The Windows Cluster Service account requires no Exchange-specific permissions. Its default permissions in the forest are sufficient for it to function in Exchange 2003. Only the logon permissions of the cluster administrator are required to create, modify, and delete Exchange Virtual Servers.

As with Exchange 2000, the cluster administrator requires the following permissions:  


If the Exchange virtual server is the first Exchange Virtual Server in the organization, the cluster administrator must be a member of a group that has the Exchange Full Administrator role applied at the organization level. 


If the Exchange virtual server is not the first Exchange Virtual Server in the organization, you must use an account that is a member of a group that has the Exchange Full Administrator role applied at the administrative group level. 

However, depending on the mode in which your Exchange organization is running (native mode or mixed mode), and depending on your topology configuration, your cluster administrators must have the following additional permissions:  


When your Exchange organization is in native mode, if the Exchange virtual server is in a routing group that spans multiple administrative groups, then the cluster administrator must be a member of a group that has the Exchange Full Administrator role applied at all the administrative group levels that the routing group spans. For example, if the Exchange Virtual Server is in a routing group that spans the First Administrative Group and Second Administrative Group, the cluster administrator must use an account that is a member of a group that has the Exchange Full Administrator role applied at First Administrative Group and must also be a member of a group that has the Exchange Full Administrator role applied at Second Administrative Group. 
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Note: 

Routing groups in Exchange native-mode organizations can span multiple administrative groups. Routing groups in Exchange mixed-mode organizations cannot span multiple administrative groups.


In topologies such as parent/child domains where the cluster server is the first Exchange server in the child domain, the cluster administrator must be a member of a group that has the Exchange Administrator role or greater applied at the organization level to be able specify the server responsible for Recipient Update Service in the child domain.

Kerberos Enabled by Default on Exchange Virtual Servers

The Kerberos authentication protocol is a security protocol that verifies data to help ensure that both user and network services are safe. In Exchange 2000, the default authentication for Exchange Virtual Servers was the NTLM protocol. This is because the Windows Cluster service did not support Kerberos enablement of a cluster group until Windows 2000 Service Pack 3 (SP3). 

In Exchange 2003, the Kerberos authentication protocol is enabled by default when you create an Exchange Virtual Server on a server running Windows Server 2003 or Windows 2000 SP3.

IPSec Support for Front-End and Back-End Cluster Configurations

You can use Internet Protocol security (IPSec) if a secure channel is required between front-end and back-end cluster servers. This configuration is fully supported when both the front-end servers and back-end servers are running Exchange 2003 on Windows Server 2003.

IMAP4 and POP3 Resources Not Added by Default

Because IMAP4 and POP3 protocols are not needed on all Exchange servers, the IMAP4 and POP3 protocol resources are no longer created when you create an Exchange Virtual Server.

Checking Clustering Prerequisites

Exchange 2003 performs more prerequisite checks on clusters than previous versions of Exchange. For example, Exchange performs more preinstallation checks on the nodes of your cluster to help ensure that Exchange is installed on your cluster nodes correctly. Similarly, Exchange 2003 performs more checks on your cluster when creating and removing Exchange Virtual Servers  to help ensure that your Exchange Virtual Servers are configured correctly.

Exchange 2003 Cluster Requirements

There are important requirements you must consider when planning your upgrade or installing Exchange 2003 on a Windows 2000 Server or Windows Server 2003 cluster. These requirements include:   


System-wide requirements that define how you should configure Domain Name System (DNS). 


Server-specific requirements that define which Windows operating systems are supported with specific types of cluster deployments.


Network configuration requirements that help ensure proper communication between the nodes of your cluster. 

For complete information about these requirements, see "Cluster Requirements" in the Exchange Server 2003 Deployment Guide.

Exchange Server 2003 Setup Requirements

There are a number of requirements that must be met before upgrading or installing Exchange 2003 on Windows 2000 Server or Windows Server 2003. Many of these requirements are the same as the ones you must follow to install Exchange 2003 on a stand-alone (non-clustered) server. For example, you must ensure that Internet Information Services and other Windows services are running before you run Exchange Server 2003 Setup on the nodes of your cluster. Similarly, you must ensure that Active Directory is prepared for Exchange 2003. 

There are also additional requirements to consider when running Exchange Server 2003 Setup on the nodes of your cluster. For example, you must first install Microsoft Distributed Transaction Coordinator (MSDTC) on the cluster. 

For the requirements and procedures for installing Exchange 2003 in a cluster, see "Deploying a New Exchange 2003 Cluster" or "Upgrading an Exchange 2000 Cluster to Exchange 2003" in the Exchange Server 2003 Deployment Guide.

Upgrading an Exchange 2000 Cluster and Exchange Virtual Server to Exchange 2003

To upgrade a cluster from Exchange 2000 to Exchange 2003, you must first run Exchange Server 2003 Setup to upgrade the nodes of your cluster, and then use Cluster Administrator to upgrade the Exchange Virtual Servers. It is recommended that you upgrade one Exchange cluster node at a time. 

When you upgrade each node, it is recommended that you move the Exchange Virtual Server from the node you are upgrading to another node. This procedure enables users to access their e-mail messages through the relocated Exchange Virtual Server during the Exchange 2003 upgrade process. 

The following tables explain the requirements for upgrading Exchange 2000 cluster nodes and Exchange Virtual Servers to Exchange 2003. 
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Note: 

For information about how to upgrade your Exchange 2000 cluster to Exchange 2003, see "Upgrading an Exchange 2000 Cluster to Exchange 2003" in the Exchange Server 2003 Deployment Guide.

Requirements for upgrading a cluster node

	Area
	Requirements

	Permissions
	
Account must be a member of a group that has the Exchange Full Administrator role applied at the administrative group level.

	Cluster resources
	
No cluster resources can be running on the node you are upgrading because Exchange Setup will need to recycle the Cluster service. One-node clusters are exempt.


The MSDTC resource must be running on one of the nodes in the cluster.

	Other
	
Only servers running Exchange 2000 SP3 or later can be upgraded to Exchange 2003. If your servers are running previous versions of Exchange, you must first upgrade to Exchange 2000 SP3 or later.


You must upgrade your cluster nodes one at a time.


The Cluster service must be initialized and running.


If there are more than two nodes, the cluster must be active/passive. If there are two nodes or fewer, active/active is allowed. 

	If running Windows 2000 
	
Windows 2000 SP4 or Windows 2000 SP3 with hotfix 329938 is required. 

To obtain Windows 2000 SP4, go to the Windows 2000 Service Packs Web site. 


To obtain the Windows 2000 SP3 hotfix, see the Microsoft Knowledge Base article 329938, "Cannot Use Outlook Web Access to Access an Exchange Server Installed on a Windows 2000 Cluster Node." 


Requirements for upgrading an Exchange Virtual Server

	Area
	Prerequisites

	Permissions
	
If the Exchange Virtual Server is the first server to be upgraded in the organization or is the first server to be upgraded in the domain, the account must be a member of a group that has the Exchange Full Administrator role applied at the organization level.


If the Exchange Virtual Server is not the first server to be upgraded in the organization or the first Exchange server to be upgraded in the domain, the account only needs to be a member of a group that has the Exchange Full Administrator role applied at the administrative group level.

	Cluster resources
	
The Network Name resource must be online.


The Physical Disk resources must be online.


The System Attendant resource must be offline.

	Other
	
The version of Exchange on the computer running Cluster Administrator must be the same version as the node that owns the Exchange Virtual Server.


You must upgrade your Exchange Virtual Servers one at a time.


How to Enable Automatic Service-Related Error Reporting

If you do not want to view the standard error reporting dialog box, you can configure Exchange to automatically send service-related error reports to Microsoft. This configuration is useful if you do not want to be interrupted when logging on after an error has occurred (for example, if you already check the Event Log at a specific time each day).

Procedure
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To enable automatic service-related error reporting

	1.
Start System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then point to System Manager.

2.
In the console tree, expand Servers, right-click the server on which you want to enable automatic error reporting, and then click Properties.

3.
In <Server Name> Properties>, On the General tab, select the Automatically send fatal service errors information to Microsoft check box. 

The Automatically send fatal service errors information to Microsoft check box
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4.
In the confirmation dialog box that appears, click Yes. 

Dialog box confirming that you want to automatically send service-related fatal error information to Microsoft
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Transport and Message Flow Features of Exchange Server 2003

Microsoft® Exchange Server 2003 introduces several new features and functionality to improve transport and message flow. This topic explains the following:  

Link state improvements

	This section explains how link state improvements reduce the amount of link state information that is replicated throughout the Exchange organization, thereby reducing the negative effect on performance.


Cross-forest authentication configuration

	Because Exchange 2003 prevents spoofing or forging e-mail addresses, you must perform specific configuration steps to enable cross-forest authentication. This section shows you how to enable cross-forest authentication.


Internet Mail Wizard

	Exchange 2003 provides a new version of Internet Mail Wizard to guide you through configuring Internet mail delivery in your organization. This section explains how to use the wizard to set up Internet mail delivery.


Delivery status notification (DSN) diagnostic logging and codes

	Exchange 2003 now provides diagnostic logging for delivery status notifications (DSNs) and implements some new DSN codes. This section explains how to configure DSN diagnostic logging and explains the new DSN codes available in Exchange 2003.


Support for moving X.400 (MTA) and SMTP queue directories

	In Exchange 2003, you can use Exchange System Manager to change the location where your SMTP and X.400 queue data is stored. This section explains how to use Exchange System Manager to move your queue directory.


Connection filtering

	Exchange 2003 supports connection filtering based on block lists. This section explains how connection filtering works, and how you can set it up on your Exchange server.


Recipient filtering

	Exchange 2003 also supports recipient filtering so that you can filter e-mail messages that are addressed to users who are not in the Microsoft Active Directory® directory service or e-mail messages that are addressed to well-defined recipients indicative of unsolicited commercial mail. 


New in SP2: Sender ID filtering

	In Exchange Server 2003 SP2, you can use Sender ID filtering features. Sender ID is an e-mail industry initiative that you can use to provide more protection against unsolicited commercial e-mail (UCE) and phishing schemes. Specifically, Sender ID helps prevent domain spoofing. 


New in SP2: Intelligent message filtering 

	In Exchange Server 2003 SP2, Intelligent message filtering is now installed when you install Exchange Server 2003 SP2.


How enabled filters are applied

	This section explains how filters and restrictions are applied during an SMTP session.


Improved ability to restrict submission to an SMTP virtual server

	This section explains how you can restrict submissions based on security groups in Exchange 2003.


Improved ability to restrict relaying on an SMTP virtual server

	This section explains how you can restrict relaying based on security groups in Exchange 2003.


Exchange 2003 also provides the following other features that enhance transport and mail flow:  


A new type of distribution group that is named query-based distribution groups allow you to use an LDAP query to dynamically build membership in the distribution groups. For more information, see "Query-Based Distribution Groups" and "Improved Message Tracking" in Administration Features in Exchange Server 2003.


You can now set restrictions on who can send mail to a distribution list. For more information, see "Improved Ability to Restrict Submissions to Users and Distribution Lists (Restricted Distribution Lists)" in Administration Features in Exchange Server 2003.


You can now track messages after categorization (which is the phase where users are located and distribution groups are expanded into individual recipients) and during the routing process. You can also use Exchange System Manager to move message-tracking logs. For more information, see "Improved Message Tracking" in Administration Features in Exchange Server 2003.


Improvements to Queue Viewer. More queues are exposed, so you can more easily diagnose problems with mail flow. For more information, see "Enhancements to Queue Viewer" in Administration Features in Exchange Server 2003.


With the archiving feature available on a mailbox store, you can archive all recipients, including those on the Bcc line. For more information, see "Including Bcc Recipients in Archived Messages" in Administration Features in Exchange Server 2003.

Link State Improvements

Exchange uses link state routing to determine the best method for sending messages between servers, based on the current status of messaging connectivity and cost. If no alternate path for the message exists, or if there is an oscillating connection (a connection that is intermittently available and unavailable), Exchange 2003 improves how link state information is communicated. Specifically, Exchange 2003 reduces link state traffic by attempting to determine if the connector state is oscillating or if no alternate path exists; if either of these conditions exists, Exchange suppresses the link state information.

Improved Link State Availability

In Exchange 2003, even if no alternate path exists for a link, the link state is always marked as up (in service). Exchange no longer changes the link state to unavailable if no alternate path exists. Instead, Exchange simply queues mail for delivery and sends it when the route becomes available. This change enhances performance because it reduces the propagation of link state information.

Link State Improvements for Oscillating Connections

Another significant improvement to link state routing is how Exchange 2003 handles oscillating connections. Exchange 2003 reviews the link state queue, and if there are multiple conflicting state changes in a given interval for a connector, the connector is considered an oscillating connection, and its link state remains up (in service). It is better to leave an oscillating connector up than to continually change the link state. This reduces the amount of link state traffic that is replicated between servers.

Configuring Cross-Forest SMTP Mail Collaboration

To prevent spoofing (forging identities), Exchange 2003 requires authentication before a sender's name is resolved to its display name in the global address list (GAL). Therefore, in an organization that spans two forests, a user who sends mail from one forest to another forest is not authenticated. Furthermore, the user's name is not resolved to a display name in the GAL, even if the user is a contact in the destination forest. 

To enable cross-forest mail collaboration in Exchange 2003, additional configuration steps are required to resolve contacts outside your organization to their display names in Active Directory. You have two options to enable the resolution of these contacts:  


Option 1 (recommended)   Use authentication so that users who send mail from one forest to another are authenticated users, and their names are resolved to their display names in the GAL.


Option 2   Restrict access to the SMTP virtual server that is used for cross-forest collaboration, and then configure Exchange to resolve anonymous e-mail. This configuration is supported, but not recommended. By default, in this configuration, the Exch50 message properties, which are the extended properties of a message, are not persisted when mail is sent from one forest to another. 

To understand the benefits of configuring cross-forest mail collaboration, consider the following scenarios of anonymous mail submission and cross-forest authenticated mail submission.

Scenario: Anonymous Mail Submission
E-mail addresses are not resolved if the submission is anonymous. Therefore, when an anonymous user who attempts to spoof (forge) an internal user's identity sends mail, the return address does not resolve to its display name in the global address list (GAL). 

Example:
Kim Akers is a legitimate internal user at Northwind Traders. Her display name in the GAL is Kim Akers, and her e-mail address is kim@northwindtraders.com.

To send mail, Kim must be authenticated. Because she is authenticated, the intended recipients of Kim's mail see that the sender is Kim Akers. Additionally, the properties of Kim Akers are displayed as her GAL entry. However, if Ted Bremer attempts to forge Kim's address by using kim@northwindtraders.com in the From line and then sending the mail to the Exchange 2003 server at Northwind Traders, the e-mail address is not resolved to Kim's display name because Ted did not authenticate. Therefore, when this e-mail message displays in Microsoft Office Outlook®, the sender address appears as kim@northwindtraders.com; it does not resolve to Kim Akers, as authenticated mail from Kim does. 

Scenario: Cross-Forest Mail Delivery
Consider a company that spans two forests: the Adatum forest and the Fabrikam forest. Both these forests are single domains forests with domains of adatum.com and fabrikam.com respectively. To allow cross-forest mail collaboration, all users in the Adatum forest are represented as contacts in the Fabrikam forest's Active Directory. Likewise, all users in the Fabrikam forest are represented as contacts in Adatum forest's Active Directory. 

If a user in the Adatum forest sends mail to Fabrikam forest, and the mail is submitted over an anonymous connection, the sender's address is not resolved, despite the fact the sender exists as a contact in the Active Directory and in the Outlook GAL. This is because a user in the Adatum forest is not an authenticated user in Fabrikam forest.

Example:
Kim Akers is a mail user in the Adatum forest—her e-mail address is kim@adatum.com, and her Outlook GAL display name is Kim Akers. Adam Barr is a user in the Fabrikam forest—his e-mail address is abarr@fabrikam.com, and his Outlook GAL display name is Adam Barr. Because Adam is represented as an Active Directory contact in the Adatum forest, Kim can view Adam's e-mail address and resolve it to the display name of Adam Barr in the Outlook GAL. When Adam receives mail from Kim, Kim's address is not resolved; instead of seeing Kim's display name as it appears in the GAL, Adam sees her unresolved e-mail address of kim@adatum.com. Because Kim sent mail as an anonymous user, her e-mail address did not resolve.  Although Kim is authenticated when sending mail, the connection between the two forests is not authenticated.

To ensure that senders in one forest can send mail to recipients in another forests, and to ensure that their e-mail addresses resolve to their display names in the GAL, you should enable cross-forest mail collaboration. The following sections explain the two options available for configuring mail collaboration between two forests.

Enabling Cross-Forest Authentication

To enable cross-forest SMTP authentication, you must create connectors in each forest that uses an authenticated account from the other forest. By doing this, any mail that is sent between the two forests by an authenticated user resolves to the appropriate display name in the GAL. This section explains how to enable cross-forest authentication.

Using the example of the Adatum forest and the Fabrikam forest (see the "Cross-Forest Mail Delivery" scenario earlier in this topic), follow these steps to set up cross-forest authentication:  

1.
Create an account in the Fabrikam forest that has Send As permissions. (For all users in the Adatum forest, a contact is located in the Fabrikam forest as well; therefore this account allows Adatum users to send authenticated mail.) Configure these permissions on all Exchange servers that will accept incoming mail from Adatum.

2.
On an Exchange server in the Adatum forest, create a connector that requires authentication using this account to send outbound mail. 

Similarly, to set up cross-forest authentication from the Fabrikam forest to Adatum forest, repeat these steps, creating the account in Adatum and the connector in Fabrikam. For detailed instructions, see "How to Enable Cross-Forest SMTP Authentication" in the Exchange Server 2003 Deployment Guide. 

Enabling Cross-Forest Collaboration by Resolving Anonymous Mail

Another way you can configure Exchange to resolve contacts outside your organization to their display names in Active Directory is to configure Exchange to resolve anonymous e-mail. Assume that your company spans two forests, from the Adatum forest to the Fabrikam forest.
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Important: 

Configuring Exchange servers to resolve anonymous mail submissions lets unscrupulous users submit messages with a falsified return address. Recipients are not able to differentiate between authentic mail and spoofed mail. To minimize this possibility, ensure that you restrict access to the SMTP virtual server to the IP addresses of your Exchange servers. 

Follow these steps to resolve contacts for Adatum users to their display names in the Fabrikam forest:  

1.
Create a connector in the Adatum forest that connects to the Fabrikam forest.

2.
On the receiving bridgehead server in the Fabrikam forest, restrict access to the SMTP virtual server by IP address. By doing this, you can ensure that only servers from the Adatum forest can send mail to this server.

3.
On the SMTP virtual server that hosts the connector, enable the Resolve anonymous e-mail setting.

4.
Change a registry key to ensure that the extended message properties (Exch50 properties) are persisted across the forests. Otherwise, you can lose important message information. 

After you complete these steps, all users who send mail from the Adatum forest to the Fabrikam forest will resolve to their display names in the Fabrikam GAL. Next, you need to repeat steps 1 through 3 for the Fabrikam forest.

The following procedures show you how to:  


Set up a connector in the Adatum forest to Fabrikam. 


Restrict access to the receiving bridgehead server in the Fabrikam forest


Enable anonymous e-mail resolution on the SMTP virtual server on the receiving bridgehead server in order to resolve Adatum contacts in the Fabrikam forest. 

In a production environment, you would then repeat this process to configure the resolution of Fabrikam contacts in the Adatum forest.

Step 1: Creating a Connector in the Connecting Forest

First, you need to create a connector in the connecting forest. For detailed instructions, see How to Create a Connector in a Connecting Forest.

For detailed instructions about how to create the account used for cross-forest authentication, see "How to Create the Account Used for Cross-Forest Authentication" in the Exchanger Server 2003 Transport and Routing Guide.

Exchange will now route all mail destined to fabrikam.com (the Fabrikam forest) through this connector. 

Step 2: Restricting IP Addresses on the Receiving Bridgehead Server

After you create the connector in the Adatum forest (the connecting forest) you must restrict access to the receiving bridgehead server. You do this by allowing only the IP address of the connecting servers in the Adatum forest to send mail to the receiving bridgehead server in the Fabrikam forest.

For detailed instructions, see "How to Restrict Access by IP Address on the Receiving Bridgehead Server" in the Exchange Server 2003 Transport and Routing Guide.

Step 3: Resolving Anonymous Mail on the SMTP Virtual Server

After you have restricted access to the receiving bridgehead server, you must configure the SMTP virtual server on this bridgehead to resolve anonymous e-mail addresses.

For detailed instruction, see "How to Configure an SMTP Virtual Server to Resolve Anonymous E-mail Addresses" in the Exchange Server 2003 Transport and Routing Guide.

Step 4: Enabling Registry Key to Persist Message Properties Across Forests

As explained earlier, when messages are sent anonymously across forests, the extended message properties on a message are not transmitted. For single companies that implement a cross-forest scenario, these message properties must be transmitted because information about the message can be lost. For example, the SCL property, an extended Exchange property contains a spam rating that is generated by third-party solutions. This property is not transmitted when mail is sent anonymously. So if a third-party anti-spam solution is deployed in the Adatum forest, and a message received in this forest is destined to a recipient in the Fabrikam forest, the third party solution stamps the SCL property on the message; however, when the message is delivered to the Fabrikam forest, the extended property containing the spam rating is not persisted. 

To ensure that the extended message properties are transmitted across forests when you send mail anonymously, you must enable a registry key on the receiving bridgehead server.

To configure Exchange to accept the extended message properties, you can enable a registry key on the receiving bridgehead server or on the SMTP virtual server that resides on the bridgehead. Enabling the registry key on the Exchange server configures all SMTP virtual servers on the Exchange server to accept extended properties.

Configuring the Exchange Server to Accept Extended Message Properties on Anonymous Connections

Use the following procedure to configure the Exchange server to accept extended properties on anonymous connections. If your Exchange server functions solely as the bridgehead server for cross-forest communication, you may want to configure this setting at the server level. If you have other SMTP virtual servers on this Exchange server, consider setting this registry key on the SMTP virtual server only.
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Note: 

If you enable this registry key on an Exchange server, the setting applies to all SMTP virtual servers on the Exchange server. If you want to configure a single SMTP virtual server with this setting, enable the registry key on the SMTP virtual server. 
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Caution: 

Incorrectly editing the registry can cause serious problems that may require you to reinstall your operating system. Problems resulting from editing the registry incorrectly may not be able to be resolved. Before editing the registry, back up any valuable data.

For detailed instructions, see "How to Enable an Exchange Server to Accept Message Extended Properties that Are Sent Anonymously" in the Exchange Server 2003 Transport and Routing Guide.

Configuring an SMTP Virtual Server to Accept Extended Message Properties Sent Anonymously

Use the following procedure to configure the SMTP virtual server on the Exchange server to accept extended properties 

For detailed instructions, see "How to Enable an SMTP Virtual Server to Accept Message Extended Properties that Are Sent Anonymously" in the Exchange Server 2003 Transport and Routing Guide.

Internet Mail Wizard

In Exchange Server version 5.5, Internet Mail Wizard guided administrators through the process of setting up Internet mail. Exchange 2003 implements a version of Internet Mail Wizard to help you configure Internet mail connectivity with Exchange 2000 Server or Exchange Server 2003. Internet Mail Wizard is intended primarily for small and medium companies with less complex environments than large enterprise companies.

The wizard guides you through configuring your Exchange server to send and receive Internet mail. It creates the necessary SMTP connector for outgoing Internet mail and configures your SMTP virtual server to accept incoming mail. If you already set up SMTP connectors or created additional SMTP virtual servers on your Exchange server, you cannot run Internet Mail Wizard unless you revert your server configuration to its default state.
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Note: 

 Internet Mail Wizard can only configure Internet mail for Exchange 2000 Server or a later version. If you are running previous versions of Exchange, these servers can still send mail to or receive mail from the Internet, but you cannot use Internet Mail Wizard to configure them for Internet mail.

When Internet Mail Wizard runs, it creates a log file (Exchange Internet Mail Wizard.log) of all the configuration changes it makes, including whether or not these changes were successful. The wizard saves this log file to the My Documents folder of the user who runs the wizard.

The following sections explain how to use Internet Mail Wizard to:  


Configure an Exchange server to send Internet mail


Configure an Exchange server to receive Internet mail


Configure an Exchange server or servers to send and receive Internet mail


Configure a dual-homed Exchange server for Internet mail

Configuring an Exchange Server to Send Internet Mail

When you configure an Exchange server to send Internet mail, Internet Mail Wizard configures the selected server as an outbound bridgehead server. It creates a connector on this server to send mail to the Internet addresses you specify.

For detailed instructions, see How to Run Internet Mail Wizard and Configure Your Server to Send Internet Mail.

Configuring an Exchange Server to Receive Internet Mail

After you run Internet Mail Wizard, the Exchange server will accept all Internet mail for the SMTP domains that you specify.

For detailed instructions, see How to Run Internet Mail Wizard and Configure Your Server to Receive Internet Mail.

Configuring an Exchange Server to Send and Receive Internet Mail

After you run Internet Mail Wizard, the Exchange server will send and receive all Internet mail according to the configuration you specify.

For detailed instructions, see How to Run Internet Mail Wizard and Configure Your Server to Send and Receive Internet Mail.

Configuring a Dual-Homed Exchange Server for Internet Mail

After you run Internet Mail Wizard, the Exchange server will send and receive all Internet mail according to the configuration you specify.

For detailed instructions, see How to Run Internet Mail Wizard on a Dual-Homed Server.

DSN Diagnostic Logging and DSN Codes

In Exchange 2003, the following improvements have been made to delivery status notifications (DSNs).   


A new DSN logging category is available.


New DSN codes are included to help troubleshoot message flow issues.

Configuring DSN Diagnostic Logging

You can now configure diagnostic logging for DSNs, also known as non-delivery reports (NDRs).

For detailed instructions, see How to Configure Diagnostic Logging for DSN.

DSN Codes Available in Exchange Server 2003

The following table lists the DSN messages implemented in Exchange 2003 for transport and routing.

New delivery status notifications available in Exchange 2003

	DSN Code
	Cause
	Solution

	4.2.2
	In Exchange 2000, this delivery status notification is generated when the recipient's mailbox exceeds its storage limit. 

On Windows® 2000 and Microsoft Windows Server™ 2003, this message is generated when the storage size of the drop directory (a directory where messages can be placed for delivery) exceeds the SMTP virtual server disk quota. The disk quota of the SMTP virtual server is 11 times the maximum message size on the virtual server. If no maximum size is specified, the disk quota defaults to 22 MB. If the disk space is within one maximum message size of the quota or if the disk space reaches 2 MB is no maximum message is defined, Exchange assumes that the incoming message will exceed the disk quota, and then issues the DSN. 
	Check the mailbox storage and the queue storage quota limit.

	4.4.9
	This indicates a temporary routing error or bad routing configuration. Possible causes are:


Someone configured an SMTP connector using DNS (rather than a smarthost) and added a non-SMTP address space, such as an X.400 address, to this connector. 


Someone created a routing group, and a recipient in this routing group was supposed to receive mail. A routing group connector using DNS was used to bridge the routing group, and then this administrative or routing group was removed. Therefore, any mail sent to this routing group was sent in the MSGWIA.X500 format (the address encapsulation used for non-SMTP addresses); DNS does not recognize this format. 
	Routing detects these situations, and Exchange returns DSNs. 


To remedy the first scenario, configure the SMTP connector to use a smarthost, instead of DNS, to resolve the non-SMTP address space. 


To remedy second scenario, ensure that you moved all users in the removed administrative group or routing group to a valid group.

	5.3.0
	Exchange 2003 can operate without the message transfer agent (MTA). If mail was mistakenly sent to the MTA, then Exchange returns this DSN to the sender. This condition is enforced only if you have disabled the MTA service and used specific registry settings to disable the MTA/Store Driver. A default configuration strands the misrouted mail on the MTA queues.
	Check your routing topology. Use the Winroute tool to ensure that the routes are correctly replicated between servers and routing groups. 

	5.7.1
	General access denied, sender access denied—The sender of the message does not have the privileges necessary to complete delivery.

Possible causes include:  


The sender of the message does not have the privileges necessary to complete delivery. 


You are trying to relay your mail through another Exchange 2000 server, and the server does not permit you to relay. The remote server returns a 5.7.1 code. 


The recipient may have mailbox delivery restrictions enabled (for example, if a recipient's mailbox delivery restriction is configured to receive mail from a distribution list only, non-member's mail is rejected, and this DSN code is returned). 


New in Exchange 2003: An anonymous user tried to send mail to recipients or distribution lists that accept mail from an authenticated SMTP session only. 
	Check system privileges and attributes for the contact and retry the message. Also, for other potential known issues, ensure that you are running Exchange 2000 Service Pack 1 or later.   In Exchange 2003, check the permissions on the distribution list to see if it is a restricted distribution list.


Moving the X.400 (MTA) and SMTP Queue Directory Locations

Exchange 2003 allows you to change the queue directory locations for SMTP virtual servers and the X.400 protocol. 

For detailed instructions, see How to Move X.400 (MTA) Queue Data and How to Move SMTP Queue Data.

Connection Filtering

Exchange Server 2003 supports connection filtering based on block lists. Connection filtering leverages external-based services that list known sources of unsolicited e-mail sources, dial-up user accounts, and servers open for relay (based on IP addresses). Connection filtering compliments third-party content filter products. This feature allows you to check an incoming IP address against a block list provider's list for the categories you want to filter. If a match is found on the block list provider's list, SMTP issues a "550 5.x.x" error in response to the RCPT TO command, and a customized error response is issued to the sender. (The RCPT TO command is the SMTP command that the connecting server issues to identify the intended message recipient.)  Furthermore, you can use several connection filters and prioritize the order in which each filter is applied.

With connection filtering, you can do the following:  


Set up connection filtering rules that check with a block list service provider for the following: 


IP addresses of known senders of unsolicited commercial e-mail 


Servers configured for open relay


Dial-up user account lists


Configure global accept and deny lists. A global accept list is a list of IP addresses from which you will always accept mail. A global deny list is a list of IP addresses from which will always deny mail. You can use global accept and deny lists with or without using a block list service provider. 


Configure a recipient address as exception to all connection filtering rules. You can configure a recipient address as an exception to all connection-filtering rules. When mail is sent to this address, it is automatically accepted, even if the sender appears on a block list.

How Connection-Filtering Rules Work

When you create a connection-filtering rule, SMTP uses this rule to perform a DNS lookup to a list provided by a third-party block list service. The connection filter matches each incoming IP address against the third-party block list. The block list provider issues one of two responses:  


host not found   Indicates that the IP address is not present on its block list.


127.0.0.x   A response status code indicating that a match for the IP address was found in the list of offenders. The xvaries, depending on your block list provider. 

If the incoming IP address is found on the block list, SMTP returns a 5.x.x error in response to the RCPT TO command (The RCPT TO command is the SMTP command that the connecting server issues to identify the intended message recipient.) 

You can customize the response that is returned to the sender. Additionally, because block list providers usually contain different offender categories, you can specify the matches you want to reject. Most block list providers do screening for three types of offenders:  


Sources of unsolicited commercial e-mail. These lists are generated from scanning unsolicited commercial e-mails and adding the source address to the list.


Known open relay servers. These lists are calculated by identifying open relay SMTP servers on the Internet. The most common reason for an open relay server is misconfiguration by the system administrator.


Dial-up user lists. These lists are created from either existing Internet service provider (ISP) lists that contain IP addresses with dial-up access, or from inspection of addresses that indicate a probable dial-up connection.

How Block List Providers Match Offending IP Addresses

After you set up your connection filter, when an e-mail message is sent to your organization, Exchange contacts the block list provider. The provider checks for the existence of an A (host) record in its DNS. Exchange queries for this information in a specific format. For example, if the connecting address is 192.168.5.1, and the block list provider's organization is contoso.org, then Exchange queries for the existence of the following record: 

<reverse IP address of the connecting server>.<dns name for the block list organization> IN A 127. 0.0.x 
which, in this case, is:

1.5.168.192..contoso.org
If this IP address is found on the provider's list, the provider returns a 127.0.0.x status code that indicates an offending IP address and the type of offense. All block list providers return a response code of 127.0.0.x, where x indicates the type of offense. This number varies, depending on the block list provider. 

Understanding Block List Provider Response Codes

As mentioned earlier, if a block list provider finds a match, the provider always returns a status code of 127.0.0.x. The status code is either an explicit return code or a bit mask, which is multi-functional return. If your block list provider returns a value, you can specify which values you want to filter against. However, if your block list provider returns a bit mask, you must understand how a bit mask works to specify the matches you want to filter.

A bit mask is a method used for verifying that a particular bit is set for an entry. A bit mask differs from a traditional mask in that it checks for a specific bit value, as opposed to a subnet mask, which checks for a range of values. Consider the following example.

For each match in its block list, assume a block list provider returns the status codes listed in the following table.

Block list status code examples

	Category
	Returned status code

	Known source of unsolicited e-mail
	127.0.0.3

	Dial-up user account
	127.0.0.2

	Known relay server
	127.0.0.4


However, if an IP address is a member of two lists, the block list provider adds the values of the last octet. Therefore, if an IP address is on the list of known relay servers and known sources of unsolicited e-mails, the block list provider returns a status code of 127.0.7, where 7 is the combined values of the last octet returned for known sources of unsolicited commercial e-mail and known relay servers. 

To filter against only known sources of unsolicited commercial e-mail, enter a bit mask value of 0.0.0.3; the block list then filters against any of the possible values, in this case, 127.0.0.3, 127.0.0.5, and 127.0.0.7, and 127.0.0.9. 

The following table lists the bit mask values associated with each of the example status codes.

Block list status code and corresponding bit mask examples

	Category
	Returned status code
	Bit mask

	Known source of unsolicited e-mail
	127.0.0.3
	0.0.0.3

	Dial-up user account
	127.0.0.2
	0.0.0.2

	Known relay server
	127.0.0.4
	0.0.0.4

	Known relay server and dial-up user account
	127.0.0.6
	0.0.0.6


For the Known relay server and dial-up user account category, the bit mask 0.0.0.6 returns a match for an IP address only if it appears on both the known relay server and dial-up user account lists. It does not return a match if the IP address appears on only one of the two lists. You cannot use a bit mask to check for a single match in multiple lists. 
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Note: 

A bit mask checks only against a single value. If you set a bit mask value that is returned when an IP address appears on two lists, the mask will match only IP addresses that appear on both lists. If you want to check for an IP address on either of two lists, enter the status codes for these settings.

Specifying Exceptions to the Connection Filter Rule

You can allow message delivery to specific recipients, regardless of whether they appear on a block list. This is useful if you want to allow legitimate organizations to communicate with your administrators by contacting the postmaster account. For example, if a legitimate company has a server inadvertently configured to allow open relaying, e-mail messages from this company to your users would be blocked. However, if you configured connection filtering to allow message delivery to the postmaster account in your organization, then the administrator in the blocked company could send mail your postmaster account to communicate their situation or inquire as to why their mail was rejected. 

Enabling Connection Filtering

To enable connection filtering, perform the following steps:  

1.
Create the connection filter using the Connection Filtering tab on the Message Delivery Propertiesdialog box.

2.
Apply the filter at the SMTP virtual server level.

3.
New in SP2: Specify the servers in your internal network that you want to be excluded from connection filtering.

Each of these steps is detailed in the following sections.

Step 1: Configuring Connection Filtering

To configure connection filtering, perform the following tasks:  


Create global accept and deny lists


Create connection filtering rules


Create exceptions to the connection filtering rules.

Creating Global Accept and Deny Lists

Connection filtering allows you to create global accept and deny lists. You can use these lists to always accept or always reject mail sent from specific IP addresses, regardless of whether or not you use a block list service provider. Any IP address that appears on the global accept list is automatically accepted, and any connection filtering rules are bypassed. Similarly, any IP address that appears on the global deny list is automatically rejected. 

Entries in the global accept list take precedence over the entries in the global deny list. Exchange checks the global accept list before the global deny list; so, if you wanted to reject connections from a specific subnet and mask, but accept connections from a single IP address within this range, you would:  


Enter the IP address from which you want to accept connections on the global accept list. 


Enter the subnet and mask for the range of IP addresses from which you want to reject connections on the global deny list. 

When the connecting IP address you added to the global accept list attempts to connect to your Exchange server, Exchange checks the global accept list first. Because Exchange finds a match for this IP address, the connection is accepted, and Exchange performs no additional connection filtering checks.

For detailed instructions, see "How to Create a Global Accept List" and "How to Create a Global Deny List" in the Exchange Server 2003 Transport and Routing Guide.

Creating a Connection Filtering Rule

For detailed instructions about creating a connection filter rule, see "How to Create a Connection Filter" in the Exchange Server 2003 Transport and Routing Guide.

You can create exceptions to the connection filter rule. Specifically, you can allow message delivery to specific recipients (for example, to the postmaster), regardless of whether the connecting IP address is on a block list.

For detailed instructions, see "How to Specify an Exception to a Connection Rule" in the Exchange Server 2003 Transport and Routing Guide.

Step 2: Applying the Connection Filter to the Appropriate SMTP Virtual Servers

After creating the connection filter, you must apply it to the appropriate SMTP virtual servers. Usually, you apply the connection filter on the SMTP virtual servers that exist on your gateway servers that accept inbound Internet e-mail. Use the following procedure to apply a connection filter to an SMTP virtual server.

For detailed instructions, see "How to Apply a Connection Filter to An SMTP Virtual Server" in the Exchange Server 2003 Transport and Routing Guide.

New in SP2: Step 3: Specifying the Servers to Exclude from Connection Filtering

In Exchange Server 2003 SP2, you can enable connection filtering behind the perimeter of your network. To do this, on the General tab of the Message Delivery Properties dialog box, you specify the IP address of the servers in your internal network that you want to exclude from IP address validation. 

You can specify individual IP addresses or groups of IP addresses. You must include all servers in your organization that process incoming SMTP mail. You must also include all servers that route mail to the Sender ID and connection filtering deployment servers. If any of the servers that process SMTP mail are located on the perimeter, you should include all perimeter IP addresses of these servers. 

If an IP address on the e-mail message received by the Sender ID or connection filtering deployment server is found on this list, Exchange Server will skip the IP address without running Sender ID and connection filtering validation on it. You can add up to 196 IP addresses to the list.

For information about how to specify the server in your internal network, see "Specify IP Address Configuration Data for Connection Filtering" in the Exchange Server 2003 SP2 online Help.

Inbound Recipient Filtering

With recipient filtering, you can block mail that is destined to all invalid recipients. You can also block mail to any recipients who are specified in a recipient filter list, whether they are valid or invalid.

The recipient filter blocks mail destined to invalid recipients by filtering inbound mail (based on Active Directory lookups) for each intended recipient. You can filter mail based on the following criteria:  


If the recipient does not exist in Active Directory


If the sender does not have the appropriate permissions.

Any incoming mail matching these criteria is rejected, and the SMTP virtual server returns a 550 5.x.x error during the SMTP session. 
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Note: 

Exchange only performs Active Directory lookups and blocks invalid recipients for incoming mail destined to a domain for which it is authoritative. This setting is configured in recipient policies. 

You can also configure recipient filtering to filter messages sent to specified e-mail address (valid or invalid) within your organization If a message is sent to any of the specified recipients, Exchange returns a 5.x.x level error during the SMTP session.

By default, Exchange accepts mail that is destined for any recipient (invalid or valid) and then sends non-delivery reports (NDRs) for all invalid recipients. Additionally, because unsolicited mail is typically sent from invalid addresses, Exchange attempts to re-deliver NDRs to non-existent senders, thereby expending more resources. If you enable recipient filtering, Exchange no longer expends resources in this manner because invalid recipients are filtered. However, enabling recipient filtering to resolve recipients in Active Directory can potentially allow malicious senders to resolve valid e-mail addresses; this is because SMTP sessions issue different responses for valid and invalid recipients.
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Note: 

Recipient filter rules apply only to anonymous connections. Authenticated users and Exchange servers bypass these validations.

Enabling Recipient Filtering

To enable recipient filtering, perform the following steps:  

1.
Create the recipient filter using the Recipient Filtering tab in the Message Delivery Propertiesdialog box.

2.
Apply the filter at the SMTP virtual server level.

Each of these steps is detailed in the following sections.

Step 1: Creating a recipient filter

First, you need to create a recipient filter. For detailed instructions, see "How to Create a Recipient Filter" in the Exchange Server 2003 Transport and Routing Guide.

Step 2: Applying the Recipient Filter to the Appropriate SMTP Virtual Servers

After creating the recipient filter, you must apply it to the appropriate SMTP virtual servers. Usually, you apply the recipient filter on the SMTP virtual servers that exist on your gateway servers that accept inbound Internet e-mail. Use the following procedure to apply a recipient filter to an SMTP virtual server.

For detailed instructions, see "How to Apply a Recipient Filter to an SMTP Virtual Server" in the Exchange Server 2003 Transport and Routing Guide.

New in SP2: Sender ID Filtering

In Exchange Server 2003 SP2, you can use Sender ID filtering. Sender ID is an e-mail industry initiative that you can use to provide greater protection against unsolicited commercial e-mail (UCE) and phishing schemes. Specifically, the Sender ID framework is a protocol created to help reduce e-mail domain spoofing and to provide greater protection against phishing schemes by verifying an e-mail message's sender. For more information about Sender ID, see the Sender ID Web site. 

Configuring Sender ID

The following overview discusses the three steps you must follow to configure Sender ID filtering in Exchange Server 2003 SP2.

1.
Specify how the server should handle messages that failed Sender ID validation by selecting one of the following options on the Sender ID Filtering tab of the Message Delivery Properties dialog box. 


Select Accept (the Sender ID status will be attached to the message for further anti-spam processing) if you want the Sender ID filter to stamp the validation results to the message and be processed by further anti-spam processing, such as intelligent message filter. This is the default option. 


Select Delete (the message will be accepted and then deleted; no NDR will be sent back to the sender) if you want the Sender ID filter to accept the mail and then delete it without sending the non-delivery report (NDR) to the user. 


Select Reject (the message will not be accepted; the sending party will be responsible for NDR generation) if you want the Sender ID filter to reject the mail on the SMTP protocol level and issue an NDR message to the user. Specifically, the sending server is responsible for generating an NDR.

2.
Specify the IP addresses of the servers in your internal network that you want to be excluded from IP address validation on the General tab of the Message Delivery Properties dialog box. You can specify individual IP addresses or groups of IP addresses. You must include all servers in your Exchange organization that process incoming SMTP mail. You must also include all servers that route mail to the Sender ID and connection filtering deployment servers. If any of the servers that process SMTP mail are located on the perimeter, you should include all perimeter IP addresses of these servers. If an IP address on the e-mail message received by the Sender ID or connection filtering deployment server is found on this list, Exchange Server will skip the IP address without running Sender ID and connection filtering validation on it. You can add up to 196 IP addresses to list. 

3.
Enable Sender ID on the SMTP virtual servers. After configuring Sender ID filtering options, you must enable Sender ID filtering on the SMTP virtual servers in your Exchange organization. 

For detailed information about how to perform each of these tasks, see "Configure Sender ID Filtering" in the Exchange Server 2003 SP2 online Help.

New in SP2: Intelligent Message Filtering

In Exchange Server 2003 SP2, intelligent message filtering is installed and ready to use when you install Exchange Server 2003 SP2. 
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Note: 

If the Exchange Server 2003 installation program detects that you are running Intelligent Message Filter, it will prompt you to uninstall it before proceeding with the Exchange Server 2003 SP2 installation. 

Intelligent message filtering allows you to block unsolicited commercial e-mail (UCE), also known as spam, on your gateway SMTP virtual servers. Gateway SMTP virtual servers are SMTP virtual servers that accept incoming Internet e-mail.

For more information about intelligent message filtering, see the Exchange Intelligent Message Filter Web site.

Configuring Intelligent Message Filtering

The following overview discusses the steps you must follow to configure Sender ID filtering in Exchange Server 2003 SP2.

1.
Create an Intelligent Message Filter using the options on the Intelligent Message Filtering tab of the Message Delivery Properties dialog box. You can set two thresholds that determine how Intelligent Message Filter handles e-mail messages with various SCL ratings: a gateway threshold with an associated action to take on messages above this threshold, and a mailbox store threshold. 


If a message has a SCL rating higher than the gateway threshold, Intelligent Message Filter takes the action you have specified. These options include Archive, Delete, No Action, and Reject.


If the message has a SCL rating below the gateway threshold, the message is sent to the Exchange mailbox store of the recipient. At the Exchange mailbox store, if the message has a higher SCL rating than the mailbox store threshold, the mailbox store delivers the message to the user's Junk E-mail folder rather than to the Inbox. 

2.
Enable Intelligent Message Filter on the SMTP virtual servers. After configuring Intelligent Message Filter options, you must enable Intelligent Message Filter on the SMTP virtual servers in your Exchange organization. 

For detailed information about how to perform each of these tasks, see "Configure Intelligent Message Filtering" in the Exchange Server 2003 SP2 online Help.

Updated in SP2: Understanding How Enabled Filters Are Applied

Exchange Server 2003 supports the following filters:  


IP restrictions on a virtual server basis


Connection filtering 


Recipient filtering


Sender filtering


Sender ID filtering


Intelligent message filtering

Although connection filtering, recipient filtering, sender filtering, Sender ID filtering, and intelligent message filtering are all configured in Message Delivery Properties, they must be enabled on individual SMTP virtual servers. In contrast, IP restrictions are configured directly on each SMTP virtual server.

This section shows the order in which these filters, when configured and enabled, are checked during an SMTP session. Filtering and IP restrictions are checked in the following manner.  
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Note: 

This section has been updated to provide information about the anti-spam process on servers running Exchange Server 2003 SP2. For the purposes of this example, it is assumed that Exchange Server 2003 SP2 is installed on a gateway computer.

1.
An SMTP client attempts to connect to the SMTP virtual server. 

2.
The IP address of the connecting client is checked against the SMTP virtual server's IP restrictions (configured on the Access tab of the SMTP virtual server Properties):  


If the connecting IP address is on the list of restricted IPs, the connection is immediately dropped.


If the connecting IP address is not on the list of restricted IPs, the connection is accepted.

3.
The SMTP client issues an EHLO or HELO command.

4.
The SMTP client issues a MAIL FROM: command, similar to the following: 

MAIL FROM: dylanm@contoso.com 
5.
The IP address of the SMTP client is then checked against the global accept list (configured in Exchange System Manager on the Connection Filtering tab in the Message Delivery Properties dialog box). 


If the connecting IP address is on the global accept list, the global deny list is not checked. Proceed to Step 7. 


If the connecting IP address is not on the list global accept list, Steps 6 and 7 are performed.

6.
The IP address of the SMTP client is checked against the global deny list (configured in Exchange System Manager on the Connection Filtering tab in the Message Delivery Properties dialog box).  


If the IP address of the SMTP client is on the global deny list, the connection is dropped.


If the IP address of the SMTP client is not on the global deny list, the session continues.

7.
Sender filtering checks the sender specified in the MAIL FROM command against its list of blocked senders (configured in Exchange System Manager on the Sender Filtering tab in the Message Delivery Properties dialog box).  


If the sender appears on the blocked senders list, one of two things happen, depending on how sender filtering is configured: 

- If sender filtering is configured to drop the connection, the connection is dropped.  

- If sending filtering is configured to accept messages without notifying the sender, the session continues; however, mail is sent to the Badmail directory and not delivered to the intended recipient.  


If the sender does not appear on the sender-filtering list, the SMTP virtual server issues a response similar to the following.  

250 2.1.0 dylanm@contoso.com...Sender OK 
8.
The connecting SMTP server issues a RCPT TO command similar to the following: 

RCPT TO: kim@example.com 
9.
The connection filtering rules check the connecting IP address against any block lists provided by their block list service providers. 


If the IP address of the SMTP client is in the accept list, the connection filter rules are bypassed. Proceed to Step 10.


If the IP address of the SMTP client is on a block list service provider's block list, the SMTP virtual server returns an error code and then sends the customized error message configured for the connection filtering rule.


If the IP address of the SMTP client is not on a block list service provider's block list, the session continues.

10.
Connection filtering checks to see if the intended recipient is on the connection filtering exception list. 


If the recipient is on this list, the communication is accepted, and no other checks are applied at the RCPT TO command. Proceed to Step 13.


If the recipient does not appear on the exception list, the recipient is checked against other filters.

11.
If the recipient does not appear on the exception list configured in connection filtering, the recipient is then checked against any blocked recipients configured in recipient filtering. 


If the recipient is a blocked recipient, the SMTP virtual server returns an invalid recipient error.


If the recipient is not a blocked recipient, the session continues.

12.
If the recipient is not a blocked recipient, then Active Directory is checked to ensure that the intended recipient exists in Active Directory. 


If the intended recipient is not a valid recipient that exists in Active Directory, the SMTP virtual server returns an invalid recipient error.


If the recipient is a valid recipient that exists in Active Directory, the session continues.

13.
For each additional recipient specified in a RCPT TO command, Steps 10 through 12 are applied.

14.
The connecting server then issues a DATA command similar to the following 

DATA           
To: Kim Akers           
From: dylanm@contoso.com<Dylan Miller>           
Subject: Mail Message           
15.
Sender filtering then checks that the From address does not match a blocked sender.  


If the sender specified in the DATA command is a blocked sender, one of two things happen: 

- If sender filtering is configured to drop the connection, then the SMTP virtual server returns a 5.1.0 "Sender Denied" error and drops the connection.  

- If sending filtering is configured to accept messages without notifying the sender, the session continues; however, mail is sent to the Badmail directory and not delivered to the intended recipient.  


If the sender specified in the DATA command is not a blocked sender, the message is accepted and queued for delivery.

16.
Messages are processed by Sender ID validation. 

17.
Messages are processed by intelligent message filtering. 

Improved Ability to Restrict Submissions to an SMTP Virtual Server

In Exchange Server 2003, you can restrict submissions to an SMTP virtual server to a limited number of security principles though the standard Windows 2000 Server or Windows Server 2003 Discretionary Access Control List (DACL). This allows you to specify groups of users who can submit mail to a virtual server.
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Note: 

Do not restrict submissions on SMTP virtual servers that accept Internet mail. 

For detailed instructions, see "How to Restrict Submissions to an SMTP Server Based on a Security Group" in the Exchange Server 2003 Transport and Routing Guide.

Improved Ability to Restrict Relaying on an SMTP Virtual Server

In Exchange 2003, you can restrict relaying to a limited number of security principles though the standard Windows 2000 Discretionary Access Control List (DACL). This allows you to specify groups of users who can relay through a virtual server. 

Restricting relaying on virtual servers is useful if you want to allow a group of users to relay mail to the Internet, but deny relay privileges for a different group. 

For detailed instructions, see "How to Restrict Relaying Based on a Security Group" in the Exchange Server 2003 Transport and Routing Guide.

How to Create a Connector in a Connecting Forest

This procedure explains how to create a connector in a connecting forest.

Procedure
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To create a connector in a connecting forest

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, right-click Connectors, point to New, and then click SMTP Connector.
3.
On the General tab, in the Name box, type a name for the connector. 

4.
Click Forward all mail through this connector to the following smart hosts, and then type the fully qualified domain or IP address of the receiving bridgehead server.

5.
Click Add to select a local bridgehead server and SMTP virtual server to host the connector. 

The General tab on an SMTP virtual server Properties
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6.
On the Address Space tab, click Add, select SMTP, and then click OK.

7.
In Internet Address Space Properties, type the domain of the forest to which you want to connect, and then click OK. In this example, because the connector is sending from the Adatum forest to the Fabrikam forest, the address space matches the domain for the forest, fabrikam.com. 

The Internet Address Space Properties dialog box
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How to Run Internet Mail Wizard and Configure Your Server to Send Internet Mail

Use the following procedure to configure Exchange to send Internet mail.

Procedure
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To run Internet Mail Wizard and configure your server to send Internet mail

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, right-click your Exchange organization, and then click Internet Mail Wizard. The Welcome page appears.  

The Welcome to the Internet Mail Wizard page
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3.
Click Next.

4.
On the Prerequisites for Internet Mail page, read the requirements, ensure that you have completed the tasks listed, and then click Next. 

The Prerequisites for Internet Mail page
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Your server must satisfy the following conditions:  


You have registered your company's SMTP domain or domains with an Internet registrar.


The Exchange server that you want to configure for Internet e-mail has an Internet IP address assigned to it.


DNS is correctly configured. Your DNS server must have a mail exchanger (MX) record pointing to the Internet IP address of your Exchange server and your DNS server must be able to resolve external Internet names.  
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Note: 

For information about how to configure DNS, see Microsoft Knowledge Base article 315982, "HOW TO: Configure DNS Records for Your Web Site in Windows 2000" (http://go.microsoft.com/fwlink/?LinkID=3052&kbid=315982).

5.
On the Server Selection page, in the Server list, select the Exchange server you want to configure to send Internet e-mail.  

The Server Selection page

[image: image104.png]Internet Mail Wizard

Server Selection
Select 2 server o nstal the Inernet Mail Service

e

Selectthe Microsoit Exchange Server in your orgarization that you want to corfigure

for Intemet mai defvery.

Server

[T A———

‘Yo cannat run the wizard under the folwing sircumstances:

o cannot corfigure Exchange 55 of saer versions o send of feceive Ineinet ~
lemail using the wizaid, 5o these servers ate not availsble for selection

Yo cannat run the wizard on Exchangs servers tht
Are patt of a Windows clster
Are pat of 2 Nelwork Load Balancing cluster

Have mutple network erace cards confgued it separte netwoksin

<Back Next>

o | _tew |





[image: image105.png]


Note: 

Only servers running Exchange 2000 Server and later are available for selection. As stated earlier, you cannot run the wizard on earlier versions of Exchange. 

As noted on the Server Selection page, you cannot run Internet Mail Wizard if any of the following conditions exist on your server:  


Your server is part of a Microsoft Windows cluster


Your server is part of a Network Load Balancing cluster.


Your server has multiple network interface cards configured with separate networks in which IP routing is enabled between the networks.

6.
Click Next.

7.
On the Wizard in Progress page, Internet Mail Wizard checks your server configuration to ensure that the server meets all necessary prerequisites. After the wizard checks these conditions, the results display under Report.  

The Wizard in Progress page
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Select the appropriate option:  


If your server meets the necessary conditions, click Next. 


If your server does not meet the necessary conditions, review the report, and then click Back to select another server, or click Cancel to exit the wizard.

8.
On the Internet E-mail Functions page, you can specify whether you want this server to send Internet e-mail, receive Internet e-mail, or send and receive Internet e-mail. To configure your server to send Internet mail, select the Send Internet e-mail check box. 

The Internet E-mail Functions page
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Note: 

 When using Internet Mail Wizard to configure your Exchange server to send outgoing Internet mail, the server cannot already be configured as a bridgehead for any SMTP connectors in the Exchange organization.

9.
Click Next.

10.
On the Outbound Bridgehead Server page, under SMTP virtual server, ensure that the Exchange server and SMTP virtual server designated as the bridgehead are displayed. By default, the Internet Mail Wizard creates an SMTP connector on this server with the address space that you specify so that all mail destined to this address space is routed through this connector.  

The Outbound Bridgehead Server page
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11.
Click Next.

12.
If the Open Relay Configuration page displays, your server is configured to allow open relay. With open relaying, external users can use your server to send unsolicited commercial mail, which may result in other legitimate servers blocking mail from your Exchange server.  
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Note: 

This page displays only if your SMTP virtual server is configured to allow open relay. If your SMTP virtual server does not allow open relay, this page does not display.

The Open Relay Configuration page
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13.
Click Disable open relay to secure your server, and then click Next.

14.
On the Outbound Mail Configuration page, select one of the following options to configure how you want Exchange to send outgoing Internet mail: 


Click Use domain name system (DNS) to send mail if you want Exchange to use DNS to resolve all Internet addresses and then send mail.


Click Yes if your DNS server can resolve Internet addresses.


Click No if your DNS server cannot resolve Internet (external addresses). 

The wizard then guides you through the process of configuring an external DNS server that your SMTP virtual server will use to resolve external addresses. 


Click Route all mail through the following smart host if you want to send mail to a smart host that assumes responsibility for DNS resolution and mail delivery. Then, in the Host name or IP address of the smart host box, type either a fully qualified domain name or an IP address for the smart host.  

The Outbound Mail Configuration page
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15.
Click Next.

16.
Select one of the following options: 


If you configured Exchange to use a smart host to send outbound mail, proceed to Step 19.


If you configured Exchange to use DNS for outbound mail and your DNS server can resolve Internet address, proceed to Step 19.


If you configured Exchange to use DNS and the DNS server Exchange uses cannot resolve Internet addresses, proceed to Step 17. 

17.
On the External Domain Name System (DNS) page, configure your SMTP virtual server to use an external DNS server: Click Add, and then, in Enter an IP address, type the IP address of the external DNS server you want to use. 
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Important: 

The external DNS server must have the ability to resolve external or Internet addresses. 

The External Domain System (DNS) page
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18.
Click Next.

19.
On the Outbound SMTP Domain Restrictions page, select from the following options to specify whether you want to send Internet e-mail to all external addresses or restrict delivery to a specified set of domains: 


Click Allow delivery to all e-mail domains to allow outbound Internet mail for all external domains.


Click Restrict delivery to the following e-mail domains(s) to restrict outbound Internet mail to specific domains, and then click Add to enter the domain to which you want to allow mail. If you want to enter a specific domain, type the domain name, for example example.com. If you want to allow e-mail to all domains with a specific extension, for example.edu, type *.edu. 
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Important: 

Do not proceed the domain name with the at sign (@). 

The Outbound SMTP Domain Restrictions page
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20.
Click Next.

21.
The Configuration Summary page displays the configuration options you selected, as well as the location of the Internet mail log file where the configuration settings will be saved. Review these options carefully.  

The Configuration Summary page
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22.
Click Next to start the configuration.

23.
When the Completing the Internet Mail Wizard pagedisplays, select the View detailed report when this wizard closes check box to view the log file, and then click Finish. 
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Note: 

Internet Mail Wizard writes the log file to the My Documents folder of the user running the wizard. The exact location displays on the Completing the Internet Mail Wizard page.

The Completing the Internet Mail Wizard page
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How to Run Internet Mail Wizard and Configure Your Server to Receive Internet Mail

Use the following procedure to configure Exchange to receive Internet mail.

Procedure
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To run Internet Mail Wizard and configure your server to receive Internet mail

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, right-click your Exchange organization, and click Internet Mail Wizard. The Welcometo the Internet Mail Wizard page appears.  

The Welcome to the Internet Mail Wizard page
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3.
Click Next.

4.
On the Prerequisites for Internet Mail page, read the requirements, ensure that you have completed the tasks listed, and then click Next. 

The Prerequisites for Internet Mail page
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Your server must satisfy the following conditions:  


You have registered your company's SMTP domain or domains with an Internet registrar.


The Exchange server that you want to configure for Internet e-mail has an Internet IP address assigned to it.


DNS is correctly configured. Your DNS server must have a mail exchanger (MX) record pointing to the Internet IP address of your Exchange server and your DNS server must be able to resolve external Internet names.  
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Note: 

For information about how to configure DNS, see Microsoft Knowledge Base article 315982, "HOW TO: Configure DNS Records for Your Web Site in Windows 2000" (http://go.microsoft.com/fwlink/?LinkID=3052&kbid=315982).

5.
On the Server Selection page, under Server, select the Exchange server you want to configure to receive Internet e-mail.  

The Server Selection page
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Note: 

Only servers running Exchange 2000 Server and later are available for selection. As stated earlier, you cannot run the wizard on earlier versions of Exchange. 

As noted on the Server Selection page, you cannot run Internet Mail Wizard if any of the following conditions exist on your server:  


Your server is part of a Windows cluster


Your server is part of a Network Load Balancing cluster.


Your server has multiple network interface cards configured with separate networks in which IP routing is enabled between the networks.

6.
Click Next.

7.
On the Wizard in Progress page, Internet Mail Wizard checks your server configuration to ensure that the server meets all necessary prerequisites. After the wizard checks these conditions, the results display under Report. 

The Wizard in Progress page

[image: image126.png]Internet Mail Wizard

Wizard in Progress
The izard is nring.

Please wat whie the wizard s uring.

Progress:

Checking i the selected server has mullle network interface cards conligured with
sepatate ntworks in which I routing i enabled between the networks:

Beport
The selstedseverpassed e perea e |

K

<ok [THEE | concel | Heb |





Select the appropriate option:  


If your server meets the necessary conditions, click Next.


If your server does not meet the necessary conditions, review the report, and then click Back to select another server, or click Cancel to exit the wizard.

8.
On the Internet E-mail Functions page, you can specify whether you want this server to send Internet e-mail, receive Internet e-mail, or send and receive Internet e-mail. To configure your server to receive Internet mail, select the Receive Internet e-mail check box. 

The Internet Mail Functions page
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Note: 

To receive incoming Internet e-mail, the server must have only one SMTP virtual server with a default IP address of "All Unassigned" and an assigned TCP port of 25. The default IP address is the address on which the SMTP virtual server listens on port 25 for incoming SMTP connections. A value of "All Unassigned" means that the SMTP virtual server listens on any of the available IP addresses. If more than one SMTP virtual server exists on the Exchange server, or if the IP information or TCP port assignments are different, the wizard will not continue. However, you can restore the Exchange server to its default configuration and rerun the wizard, or you can use Exchange System Manager to configure Exchange manually.

9.
Click Next.
10.
To accept Internet mail, your SMTP virtual server must allow anonymous access. If your server is not configured to allow anonymous access, the Anonymous Access Configuration page displays. If this page displays, leave the default option, Enable anonymous access, so your server can accept incoming mail from the Internet. 
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Note: 

This page displays only if your SMTP virtual server is not configured to allow anonymous access. If your SMTP virtual server allows anonymous access, this page does not display.

The Anonymous Access Configuration page
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11.
Click Next.

12.
On the SMTP Domains for Inbound Mail page, under SMTP domains, all the existing domains in your Exchange organization are displayed. Ensure that all the SMTP domains for which you want to accept Internet mail are displayed.  

The address displayed in bold is the primary SMTP address. This address displays as the return address on your users' outgoing mail.  

The SMTP domains for which you want to receive Internet mail are configured in Exchange System Manager in Recipient Policies. You must have a recipient policy configured for every SMTP domain for which you want to accept Internet mail, and Exchange must be authoritative for this domain. If you created multiple recipient policies in Exchange System Manager, you cannot use the wizard to create additional recipient policies. In this case, if you need to add or modify recipient policies, you must use Exchange System Manager.  

The SMTP Domains for Inbound Mail page
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13.
Select from the following options: 


If all the SMTP domains for which you want to accept incoming Internet mail are listed, click Next.

If you have not modified your recipient policies and an SMTP domain for which you want to receive Internet mail does not display, click Add, and then add the proper SMTP domain. Click Set as From Address if you want this address to display as your user's return address in their outgoing e-mails.


If you created multiple recipient policies in Exchange System Manager and an SMTP domain for which you want to receive Internet mail does not exist, exit the wizard, and then use Exchange System Manager create or edit a recipient policy for the SMTP domain and make it authoritative. To ensure an SMTP domain is authoritative, on your recipient policy, edit or create the SMTP address, and then click the This Exchange Organization is responsible for all mail delivery to this address check box in SMTP Address Properties.

14.
If the Open Relay Configuration page displays, your server is configured to allow open relay. With open relaying, external users can use your server to send unsolicited commercial mail, which may result in other legitimate servers blocking mail from your Exchange server.  
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Note: 

This page displays only if your SMTP virtual server is configured to allow open relay. If your SMTP virtual server does not allow open relay, this page does not display.

The Open Relay Configuration page
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15.
Click Disable open relay to secure your server, and then click Next.

16.
The Configuration Summary page displays the configuration options you selected, as well as the location of the Internet mail log file where the configuration settings will be saved. Review these options carefully. 

The Configuration Summary page
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17.
Click Next to start the configuration.

18.
When the Completing the Internet Mail Wizard page displays, select the View detailed report when this wizard closes check box to view the log file, and then click Finish. 
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Note: 

Internet Mail Wizard writes the log file to the My Documents folder of the user running the wizard. The exact location displays on the Completing the Internet Mail Wizard page.

The Completing the Internet Mail Wizard page
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How to Run Internet Mail Wizard and Configure Your Server to Send and Receive Internet Mail

Use the following procedure to configure an Exchange server to send and receive Internet mail.

Procedure
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To run the Internet Mail Wizard and configure your server to send and receive Internet mail

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, right-click your Exchange organization, and then click Internet Mail Wizard. The Welcome to the Internet Mail Wizard page appears.  

The Welcome to the Internet Mail Wizard page
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3.
Click Next.

4.
On the Prerequisites for Internet Mail page, read the requirements, ensure that you have completed the tasks listed, and then click Next. 

The Prerequisites for Internet Mail page
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Your server must satisfy the following conditions:  


You have registered your company's SMTP domain or domains with an Internet registrar.


The Exchange server that you want to configure for Internet e-mail has an Internet IP address assigned to it.


DNS is correctly configured. Your DNS server must have a mail exchanger (MX) record pointing to the Internet IP address of your Exchange server and your DNS server must be able to resolve external Internet names.  
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Note: 

For information about how to configure DNS, see Microsoft Knowledge Base article 315982 "HOW TO: Configure DNS Records for Your Web Site in Windows 2000" (http://go.microsoft.com/fwlink/?LinkID=3052&kbid=315982).

5.
On the Server Selection page, under Server, select the Exchange server that you want to configure to send and receive Internet e-mail.  

The Server Selection page

[image: image141.png]Internet Mail Wizard

Server Selection
Select 2 server o nstal the Inernet Mail Service

e

Selectthe Microsoit Exchange Server in your orgarization that you want to corfigure

for Intemet mai defvery.

Server

[T A———

‘Yo cannat run the wizard under the folwing sircumstances:

o cannot corfigure Exchange 55 of saer versions o send of feceive Ineinet ~
lemail using the wizaid, 5o these servers ate not availsble for selection

Yo cannat run the wizard on Exchangs servers tht
Are patt of a Windows clster
Are pat of 2 Nelwork Load Balancing cluster

Have mutple network erace cards confgued it separte netwoksin

<Back Next>

o | _tew |





[image: image142.png]


Note: 

Only servers running Exchange 2000 Server and later are available for selection. As stated earlier, you cannot run the wizard on earlier versions of Exchange. 

As noted on the Server Selection page, you cannot run Internet Mail Wizard if any of the following conditions exist on your server:  


Your server is part of a Windows cluster


Your server is part of a Network Load Balancing cluster.


Your server has multiple network interface cards configured with separate networks in which IP routing is enabled between the networks.

6.
Click Next.

7.
On the Wizard in Progress page, Internet Mail Wizard checks your server configuration to ensure that the server meets all necessary prerequisites. After the wizard checks these conditions, the results display under Report.

The Wizard in Progress page
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Select the appropriate option:  


If your server meets the necessary conditions, click Next. 


If your server does not meet the necessary requirements, review the report, and then click Back to select another server, or click Cancel to exit the wizard.

8.
On the Internet E-mail Functions page, you can specify whether you want the server to send Internet e-mail, receive Internet e-mail, or send and receive Internet e-mail. To configure your server to send and receive e-mail, select both the Receive Internet e-mail and Send Internet e-mail check boxes. The wizard creates an SMTP connector so you can send mail to all external address or to specified addresses. 

The Internet E-mail Functions page
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Important: 

To receive incoming Internet e-mail, the server must have only one SMTP virtual server with a default IP address of "All Unassigned" and an assigned TCP port of 25. The default IP address is the address on which the SMTP virtual server listens on port 25 for incoming SMTP connections. A value of "All Unassigned" means that the SMTP virtual server listens on any of the available IP addresses. If more than one SMTP virtual server exists on the Exchange server, or if the IP information or the TCP port assignments are different, the wizard will not continue. However, you can restore the Exchange server to its default configuration and rerun the wizard, or you can use Exchange System Manager to configure Exchange manually.
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Note: 

To send outgoing Internet e-mail, the Exchange server cannot already be configured as a bridgehead for any SMTP connectors in the Exchange organization.

9.
Click Next.
10.
To accept Internet mail, your SMTP virtual server must allow anonymous access. If your server is not configured to allow anonymous access, the Anonymous Access Configuration page displays. If this page displays, leave the default option, Enable anonymous access, so your server can accept incoming mail from the Internet. 
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Note: 

This page displays only if your SMTP virtual server is not configured to allow anonymous access. If your SMTP virtual server allows anonymous access, this page does not display.

The Anonymous Access Configuration page
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11.
Click Next.

12.
On the SMTP Domains for Inbound Mail page, under SMTP domains, all the existing domains in your Exchange organization are displayed. Ensure that all the SMTP domains for which you want to accept Internet mail are displayed.  

The address displayed in bold is the primary SMTP address and this address displays as the return address on your users' outgoing mail.  

The SMTP domains for which you want to receive Internet mail are configured in Exchange System Manager in Recipient Policies. You must have a recipient policy configured for every SMTP domain for which you want to accept Internet mail and Exchange must be authoritative for this domain.   

If you have created multiple recipient policies in Exchange System Manager, you cannot use the wizard to create additional recipient policies. In this case, if you need to add or modify your recipient policies, you must use Exchange System Manager.  

The SMTP Domains for Inbound Mail page
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13.
Select from the following options: 


If all the SMTP domains for which you want to accept incoming Internet mail are listed, click Next.

If you have not modified your recipient policies and an SMTP domain for which you want to receive Internet mail is not displayed, click Add,and then add the proper SMTP domain. Click Set as From Address if you want this address to display as your user's return address in their outgoing e-mails.


If you created multiple recipient policies in Exchange System Manager and an SMTP domain for which you want to receive Internet mail does not exist, exit the wizard, and then use Exchange System Manager to create or edit a recipient policy for the SMTP domain and make it authoritative. To ensure an SMTP domain is authoritative, on your recipient policy, edit or create the SMTP address, and then click the This Exchange Organization is responsible for all mail delivery to this address check box in SMTP Address Properties.

14.
On the Outbound Bridgehead Server page, ensure that the Exchange server and SMTP virtual server designated as the bridgehead are displayed. Internet Mail Wizard will create an SMTP connector on this server with the address space of *, so that all mail destined to Internet addresses is routed through this connector.

The Outbound Bridgehead Server page
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15.
Click Next.

16.
If the Open Relay Configuration page displays, your server is configured to allow open relay. With open relaying, external users can use your server to send unsolicited commercial mail, which may result in other legitimate servers blocking mail from your Exchange server.  
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Note: 

This page displays only if your SMTP virtual server is configured to allow open relay. If your SMTP virtual server does not allow open relay, this page does not display.

The Open Relay Configuration page
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17.
Click Disable open relay to secure your server, and then click Next
18.
On the Outbound Mail Configuration page, select one of the following options to configure how you want Exchange to send outgoing Internet mail: 


Click Use domain name system (DNS) to send mail if you want Exchange to use DNS to resolve all Internet addresses and then send mail.


Click Yes if your DNS server can resolve Internet addresses.


Click No if your DNS server cannot resolve Internet (external addresses). The wizard then guides you through the process of configuring an external DNS server that your SMTP virtual server will use to resolve external addresses.


Click Route all mail through the following smart host if you want to send mail to a smart host that assumes responsibility for DNS resolution and mail delivery. Then, in the Host name or IP address of the smart host box, type either a fully qualified domain name or an IP address for the smart host.

The Outbound Mail Configuration page
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19.
Click Next.

20.
Select one of the following options: 


If you configured Exchange to use a smart host to send outbound mail proceed to the Step 23.


If you configured Exchange to use DNS for outbound mail and your DNS server can resolve Internet address, proceed to Step 23.


If you configured Exchange to use DNS, and the DNS server Exchange uses cannot resolve Internet addresses, proceed to Step 21. 

21.
On the External Domain Name System (DNS) page, configure your SMTP virtual server to use an external DNS server: Click Add, and then, in Enter an IP address, type the IP address of the external DNS server you want to use. 
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Important: 

The external DNS server must have the ability to resolve external or Internet addresses. 

The External Domain Name System (DNS) page
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22.
Click Next.

23.
On the Outbound SMTP Domain Restrictions page, select from the following options to specify whether you want to send Internet e-mail to all external addresses or restrict delivery to a specified set of domains: 


Click Allow delivery to all e-mail domains to allow outbound Internet mail for all external domains.


Click Restrict delivery to the following e-mail domains(s) to restrict outbound Internet mail to specific domains, and then click Add to enter the domain to which you want to allow mail. If you want to enter a specific domain, type the domain name, for example example.com. If you want to allow e-mail to all domains with a specific extension, for example.edu, type *.edu. 
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Important: 

Do not proceed the domain name with the at sign (@). 

The Outbound SMTP Domain Restrictions page
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24.
Click Next.

25.
The Configuration Summary page displays the configuration options you selected, as well as the location of the Internet mail log file where the configuration settings will be saved. Review these options carefully. 

The Configuration Summary page
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26.
Click Next to start the configuration.

27.
When the Completing the Internet Mail Wizard page displays, select the View detailed report when this wizard closes check box to view the log file, and then click Finish. 
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Note: 

Internet Mail Wizard writes the log file to the My Documents folder of the user running the wizard. The exact location displays on the Completing the Internet Mail Wizard page. 

The Completing the Internet Mail Wizard page
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How to Run Internet Mail Wizard on a Dual-Homed Server

Use the following procedure to configure a dual-homed Exchange server with two SMTP virtual servers to send and receive Internet mail.

Procedure
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To run the Internet Mail Wizard on a dual-homed server

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, right-click your Exchange organization, and then click Internet Mail Wizard. The Welcome to the Internet Mail Wizard page appears.  

The Welcome to the Internet Mail Wizard page
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3.
Click Next.

4.
On the Prerequisites for Internet Mail page, read the requirements, ensure that you have performed the tasks listed, and then click Next. 

The Prerequisites for Internet Mail page
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Your server must satisfy the following conditions:  


You have registered your company's SMTP domain or domains with an Internet registrar.


The Exchange server that you want to configure for Internet e-mail has an Internet IP address assigned to it.


DNS is correctly configured. Your DNS server must have a mail exchanger (MX) record pointing to the Internet IP address of your Exchange server and your DNS server must be able to resolve external Internet names.  
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Note: 

 For information about how to configure DNS, see Microsoft Knowledge Base article 315982, "HOW TO: Configure DNS Records for Your Web Site in Windows 2000" (http://go.microsoft.com/fwlink/?LinkID=3052&kbid=315982).

5.
On the Server Selection page, under Server, select the Exchange server that you want to configure to send and receive Internet e-mail.  

The Server Selection page
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Note: 

Only servers running Exchange 2000 Server and later are available for selection. As stated earlier, you cannot run the wizard on earlier versions of Exchange. 

As noted on the Server Selection page, you cannot run Internet Mail Wizard if any of the following conditions exist on your server:  


Your server is part of a Windows cluster


Your server is part of a Network Load Balancing cluster.


Your server has multiple network interface cards configured with separate networks in which IP routing is enabled between the networks

6.
Click Next.

7.
On the Wizard in Progress page, Internet Mail Wizard checks your server configuration to ensure that the server meets all necessary prerequisites. After the wizard checks these conditions, the results display under Report.

The Wizard in Progress page
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Select the appropriate option:  


If your server meets the necessary conditions, click Next. 


If your server does not meet the necessary requirements, review the report, and then click Back to select another server, or click Cancel to exit the wizard.

8.
On the Internet E-mail Functions page, you can specify whether you want this server to send Internet e-mail, receive Internet e-mail, or send and receive Internet e-mail. To configure your server to send and receive e-mail, select both the Receive Internet e-mail and Send Internet e-mail check boxes. The wizard creates an SMTP connector so you can send mail to all external address or to specified addresses. 

The Internet E-mail Functions page
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Important: 

To receive incoming Internet e-mail, the server must have only one SMTP virtual server with a default IP address of "All Unassigned" and an assigned TCP port of 25. The default IP address is the address on which the SMTP virtual server listens on port 25 for incoming SMTP connections. A value of "All Unassigned" means that the SMTP virtual server listens on any of the available IP addresses. If more than one SMTP virtual server exists on the Exchange server, or if the IP information or the TCP port assignments are different, the wizard will not continue. However, you can restore the Exchange server to its default configuration and rerun the wizard, or you can use Exchange System Manager to configure Exchange manually.
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Note: 

To send outgoing Internet e-mail, the Exchange server cannot already be configured as a bridgehead for any SMTP connectors in the Exchange organization.

9.
Click Next.
10.
On the Configure Your Server page, under Configure the dual-homed Internet gateway topology, click Yes to configure a dual-homed gateway server. Internet Mail Wizard then configures one SMTP virtual server to accept incoming mail using the Internet IP address and a second SMTP virtual server to send mail using an intranet IP address. 
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Note: 

To configure a server as a dual-homed gateway, your server must have static IP addresses assigned to each network interface card. Otherwise, the Yes button is unavailable.

The Configure Your Server page
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11.
Click Next.

12.
On the Create two SMTP virtual servers page, create two SMTP virtual servers and assign each one the proper IP address.  

The Create Two SMTP virtual servers page
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Select the correct IP addresses for each SMTP virtual server:  


In the Internet SMTP virtual server IP list, assign an Internet IP address to the SMTP virtual server that accepts incoming Internet e-mail. To send mail to your users, external SMTP servers must be able to connect to your SMTP virtual server that accepts incoming Internet mail; therefore you must assign an Internet IP address to your SMTP virtual server.


In the Default SMTP virtual server IP (Intranet IP) list, assign an intranet IP to the SMTP virtual server that sends Internet mail. You must assign an intranet IP address to this server to allow only your authenticated internal users to send Internet mail using the SMTP virtual server.

13.
Click Next
14.
On the SMTP Domains for Inbound Mail page, under SMTP domains, all the existing recipient policies for SMTP addresses configured in your Exchange organization are displayed. Ensure that all the SMTP domains for which you want to accept Internet mail are displayed. 

The address displayed in bold is the primary SMTP address, and this address displays as the return address on your users' outgoing mail.  

The SMTP domains for which you want to receive Internet mail are configured in Exchange System Manager in Recipient Policies. You must have a recipient policy configured for every SMTP domain for which you want to accept Internet mail, and Exchange must be authoritative for this domain.  

If you created multiple recipient policies in Exchange System Manager, you cannot use the wizard to create additional recipient policies. In this case, if you need to add or modify your recipient policies, you must use Exchange System Manager.  

The SMTP Domains for Inbound Mail page
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15.
Select from the following options: 


If all the SMTP domains for which you want to want to accept incoming Internet mail are listed, click Next.

If you have not modified your recipient policies and an SMTP domain for which you want to receive Internet mail is not displayed, click Add,and then add the proper SMTP domain. Click Set as From Address if you want this address to display as your user's return address in their outgoing e-mails.


If you created multiple recipient policies in Exchange System Manager and an SMTP domain for which you want to receive Internet mail does not exist, exit the wizard, and then create or edit a recipient policy for the SMTP domain and make it authoritative. To ensure an SMTP domain is authoritative, on your recipient policy, edit or create the SMTP address, and then click the This Exchange Organization is responsible for all mail delivery to this address check box in SMTP Address Properties.

16.
On the Outbound Bridgehead Server page, under SMTP virtual server, ensure that the Exchange server and SMTP virtual server designated as the bridgehead are displayed. By default, the Internet Mail Wizard creates an SMTP connector on this server with an address space of *, so that all mail destined to Internet addresses is routed through this connector. 

The Outbound Bridgehead Server page
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17.
If the Open Relay Configuration page displays, your server is configured to allow open relay. With open relaying, external users can use your server to send unsolicited commercial mail, which may result in other legitimate servers blocking mail from your Exchange server.  
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Note: 

This page displays only if your SMTP virtual server is configured to allow open relay. If your SMTP virtual server does not allow open relay, this page does not display.

The Open Relay Configuration page
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18.
Click Disable open relay to secure your server, and then click Next.

19.
On the Outbound Mail Configuration page, select one of the following options to configure how you want Exchange to send outgoing Internet mail: 


Click Use domain name system (DNS) to send mail if you want Exchange to use DNS to resolve all Internet addresses and then send mail.


Click Yes if your DNS server can resolve Internet addresses.


Click No if your DNS server cannot resolve Internet (external addresses). The wizard then guides you through the process of configuring an external DNS server that your SMTP virtual server will use to resolve external addresses.


Click Route all mail through the following smart host if you want to send mail to a smart host that assumes responsibility for DNS resolution and mail delivery. Then, in the Host name or IP address of the smart host box, type either a fully qualified domain name or an IP address for the smart host.

The Outbound Mail Configuration page
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20.
Click Next.

21.
Select one of the following options: 


If you configured Exchange to use a smart host to send outbound mail proceed to Step 24.


If you configured Exchange to use DNS for outbound mail, and your DNS server can resolve Internet address, proceed to Step 24.


If you configured Exchange to use DNS, and the DNS server Exchange uses cannot resolve Internet addresses, proceed to Step 22.  

22.
On the External Domain Name System (DNS) page, configure your SMTP virtual server to use an external DNS server: Click Add, and then, in Enter an IP address, type the IP address of the external DNS server you want to use. 
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Important: 

The external DNS server must have the ability to resolve external or Internet addresses.

The External Domain Name System (DNS) page
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23.
Click Next.

24.
On the Outbound SMTP Domain Restrictions page, select from the following options to specify whether you want to send Internet e-mail to all external addresses or restrict delivery to a specified set of domains: 


Click Allow delivery to all e-mail domains to allow outbound Internet mail for all external domains.


Click Restrict delivery to the following e-mail domains(s) to restrict outbound Internet mail to specific domains, and then click Add to enter the domain to which you want to allow mail. If you want to enter a specific domain, type the domain name, for example example.com. If you want to allow e-mail to all domains with a specific extension, for example.edu, type *.edu. 

[image: image181.png]


Important: 

Do not proceed the domain name with the at sign (@). 

The Outbound SMTP Domain Restrictions page
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25.
Click Next.

26.
The Configuration Summary page displays the configuration options you selected, as well as the location of the Internet mail log file where the configuration settings will be saved. Review these options carefully. 

The Configuration Summary page
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27.
Click Next to start the configuration.

28.
When the Completing the Internet Mail Wizard page displays, select the View detailed report when this wizard closes check box to view the log file, and then click Finish. 
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Note: 

Internet Mail Wizard writes the log file to the My Documents folder of the user running the wizard. The exact location displays on the Completing the Internet Mail Wizard page. 

The Completing the Internet Mail Wizard page
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How to Configure Diagnostic Logging for DSN

Use the following procedure to configure diagnostic logging for DSN.

Procedure
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To configure diagnostic logging for DSN

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.

2.
In the console tree, expand Servers.

3.
Right-click the server you want, and then click Properties.

4.
In <Server Name> Properties, click the Diagnostics Logging tab.

5.
Under Services, click MSExchangeTransport.

6.
Under Categories, click NDR.

7.
Under Logging level, click None, Minimum, Medium, or Maximum. Click Maximum for troubleshooting purposes.


How to Move X.400 (MTA) Queue Data

Use this procedure to move X.400 queue data..

Procedure
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To move X.400 (MTA) queue data

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.
2.
Expand Servers, expand the server you want, expand Protocols, right-click X.400, and then click Properties.

3.
In X.400 Properties, under Message Queue Directory, click Modify. 

The X.400 Properties dialog box
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4.
In Message Queue Directory, type the path where you want to store X.400 queue data. 

The Message Queue Directory dialog box

[image: image189.png][Message Queue Directory

Eter apath name for the message queus diectory

[ Cancel





[image: image190.png]


Note: 

When you modify the location of the X.400 queue directory, you are modifying only the MTA database path and moving only the database files (.dat files); you are not moving any of the run files or the run directory. The database files are the core files required for starting the MTA, queue files, and message files.


How to Move SMTP Queue Data

Use this procedure to move SMTP queue data.

Procedure
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To move SMTP queue data

	1.
Start Exchange System Manager: Click Start, point to All Programs, point to Microsoft Exchange, and then click System Manager.
2.
Expand Servers, expand the server you want, expand Protocols, and then expand SMTP.

3.
Right-click the SMTP virtual server whose queue directory you want to move, and then click Properties.

4.
In <SMTP Virtual Server> Properties, click the Messages tab. 

The Messages tab
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5.
On the Messages tab, under Queue directory, click Browse, and then select a new location for the queue data.


Storage Features of Exchange Server 2003

Microsoft® Exchange Server 2003 includes many improvements the Exchange store. In general, these improvements focus on making disaster recovery operations easier and faster and on streamlining internal processes such as public folder replication. 

Specifically, the improvements include the following:  


Support for the new Volume Shadow Copy service, which is available as part of the Microsoft Windows Server™ 2003 backup API.


A new type of storage group (the Recovery Storage Group) provides a temporary location for restored mailbox data. After restoring the mailbox data to the Recovery Storage Group, you can then merge the data you need with the original mailbox store, whether that means restoring the entire mailbox store or a few individual mailboxes.


The Microsoft Mailbox Merge Wizard (Exmerge) is now available for download at the Exchange Downloads website (http://go.microsoft.com/fwlink/?LinkId=25097).


Public folder replication processes are overhauled and streamlined for more efficient use of bandwidth.


The Exchange Virus Scanning Application Programming Interface (VSAPI) is enhanced and expanded.


New in SP2: You can now configure settings related to the database size limits of Exchange Server databases. For example, you can configure the maximum database size, the threshold at which a warning event is logged, and the time of day at which database sizes are evaluated.

Shadow Copy Backup

Exchange Server 2003 supports the new backup infrastructure implemented in Windows Server 2003. Backup programs (including Microsoft Windows Backup) can use either the existing Microsoft Windows® 2000 backup and restore APIs, or the new APIs. The new APIs use the Windows Volume Shadow Copy service to create a shadow copy (also known as a snapshot) of the disk at the beginning of the backup process. Exchange then uses the shadow copy (rather than the working disk) to create the actual backup, therefore normal operation can continue. This method offers the following advantages over previous methods:  


A backup of a volume is produced. This backup reflects the state of that volume at the instant the backup started, even if the data changes while the backup is in progress. All the backup data is internally consistent and reflects the state of the volume at a single point in time.


Applications and services are notified that a backup is about to occur. The services and applications can then prepare for the backup by cleaning up on-disk structures and by flushing caches and log files.

Using Shadow Copy Backup

The Exchange API provides support for shadow copy backups.

You can still use the Windows  Server 2003 Backup utility to back up Exchange Server 2003 databases (mailbox stores and public folder stores); however, this method uses the existing API's for non-shadow copy backups. Windows  Server 2003 Backup supports backing up your Windows file system using the Volume Shadow Copy service, but it does not support the Exchange Volume Shadow Copy service APIs. To use the new shadow copy APIs to back up databases, you must use a third-party solution.

Recovery Storage Group

To provide greater flexibility when restoring mailboxes and mailbox stores, Exchange 2003 provides a Recovery Storage Group feature. The Recovery Storage Group is a specialized storage group that can exist alongside the regular storage groups in Exchange (even if the server already has four regular storage groups). You can restore mailbox stores from any regular storage group that meets the following conditions:  


The server housing the storage group is running Exchange 2000 SP3 or later.


The server housing the storage group is in the same Administrative group as the server housing the Recovery Storage Group.


If you are restoring multiple mailbox stores simultaneously, they must all be from a single storage group.

After you restore a mailbox store to the Recovery Storage Group, move the recovered mailbox data from the Recovery Storage Group to the regular storage group. With this method, you can recover an entire mailbox store (all of the database information, including the log data) or just a single mailbox. Mailboxes in the Recovery Storage Group are disconnected and are not accessible to users with mail clients.
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Note: 

You can only use the Recovery Storage Group to recover mailbox stores, not public folder stores.

Using a Recovery Storage Group

The following procedures represent a simple restore scenario; these procedures assume that you have already backed up your storage groups.

Before you begin these procedures, ensure that you are logged in with an account such as Backup Operators that has Receive As and Send As permissions on all of the Exchange mailboxes. If these permissions are denied, the restore process does not complete.

If you restore mailbox stores without creating a Recovery Storage Group, the data is restored directly to the original mailbox stores, as in previous versions of Exchange.

The process of using a Recovery Storage Group to restore mailbox data consists of three main steps:

1.
Set up the Recovery Storage Group.

2.
Restore a mailbox store to the Recovery Storage Group.

3.
Merge the recovered mailbox data with regular user mailboxes.

For detailed instructions, see "How to Set Up a Recovery Storage Group" in Using Exchange Server 2003 Recovery Storage Groups.
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Note: 

When merging data, folder permissions and inbox rules are not included. Filtering what gets merged is also not supported. If you need this functionality, you can use Microsoft Exchange Mailbox Merge Wizard (Exmerge) instead of the recover data task. The Exmerge utility is available for download at the Exchange Downloads website (http://go.microsoft.com/fwlink/?LinkId=25097). After you restore the appropriate mailbox store to the Recovery Storage Group, start Exmerge and follow the instructions in the wizard to move the mailbox data.

For detailed information about overriding the Recovery Storage Group, see How to Set the Recovery Storage Group Override Registry Key.

Microsoft Exchange Mailbox Merge Wizard

Previously, the Microsoft Exchange Mailbox Merge Wizard (Exmerge) was available as an Exchange Resource Kit tool. Now, the wizard is available for download at the Exchange Downloads Web site. With this wizard, you can move data between identical mailboxes that exist in different mailbox stores; for example, to restore a mailbox from a backup, restore the mailbox store to the Recovery Storage Group, and then use the wizard to merge the restored mailbox data with the original mailbox. For detailed information about how to perform this procedure, see "Using a Recovery Storage Group" earlier in this topic.

Improved Public Folder Store Replication

In Exchange 2003, the public folder replication algorithms have been refined for greater efficiency when backfilling. ("Backfilling" is when a server determines that it has not received all of the updates for a replicated folder and must retrieve the missing updates from another server.) To select a server (or servers) to use as a backfill source, Exchange first creates a list of all of the servers that have some portion of the necessary content, and then sorts the list as follows:  

1.
Sorts the list according to the lowest transport cost (servers in the same site have priority over servers in remote sites).

2.
For servers with the same transport cost, sorts again according to newest Exchange version. In previous versions of Exchange, servers running newer Exchange versions are selected over servers running older versions, regardless of the transport cost. For example, a server in a remote site running Exchange 2000 would be selected over a local server running Microsoft Exchange Server version 5.5. In Exchange 2003, transport cost now has greater importance in the selection criteria.

3.
For servers with the same transport cost and Exchange version, sort again according to the largest number of necessary changes available on the server. In previous versions of Exchange, a server holding all of the necessary updates is chosen over a server holding only some of the updates, regardless of transport cost. In Exchange 2003, this preference has been changed so that if some updates are available on a server with a lower transport cost, that server is selected to backfill those updates, even if the rest of the updates must be obtained from other (higher-cost) servers.

As an example of how the new behavior differs from that of all Exchange 2000 Server versions, consider an Exchange 5.5 deployment of several sites (with multiple servers per site, all replicating public folders) that must be upgraded to Exchange 2003. Add one Exchange 2003 server to each site. In each site, the Exchange 2003 server will backfill its public folders from the local Exchange 5.5 servers, rather than search for a newer server in one of the remote sites.

Improved Virus Scanning API

Exchange 2000 SP1 delivered the Virus Scanning API (VSAPI) version 2.0, which provided improved support for scanning Internet content and reporting on the sender and receiver of the virus. Exchange 2003 improves the VSAPI by allowing antivirus vendor products to run on Exchange servers that do not have resident Exchange mailboxes (for example, gateway servers or bridgehead servers). The Exchange 2003 VSAPI version 2.5 allows antivirus vendor products to delete an infected message and send a notification message to the sender of the infected message. The vendor products can also create additional virus status messages to allow clients to indicate the infection status of a particular message. For more information about antivirus applications that use the new VSAPI features, contact your antivirus manufacturer.

New in SP2: Database Size Limit Configuration and Management

With Exchange Server 2003 Service Pack 2 (SP2), you can now customize settings related to database size limits to meet the needs of your organization. SP2 adds the following primary features.


You can configure a logical database size limit for each of your Exchange databases. The logical size of the database equals the physical size of the .edb file and the .stm file minus the logical free space in each. The limitation of this feature depends on the version of Exchange Server 2003 you are running:


Exchange Server 2003 Standard Edition   By default, the size limit of each database on a server running Exchange Server 2003 Standard Edition is 16 GB. After you install Exchange Server 2003 SP2, the default size limit for each Exchange database is 18 GB. Additionally, you can configure database size limits of up to 75 GB for each database on servers running Exchange Server 2003 SP2.


Exchange Server 2003 Enterprise Edition   By default, the size limit of each database on a server running Exchange Server 2003 Enterprise Edition is 8,000 GB. This size is generally a theoretical limit. The actual limit of an Exchange database is based on your server hardware and on the hardware of your storage subsystem. After you install Exchange Server 2003 SP2, you can customize the database size limit to a value up to 8,000 GB. 


A warning event is logged in the Application log when a server running Exchange Server approaches the database limit that you configured for a specific database. You can specify the threshold at which you want to be notified. By default, the threshold for logging a warning event is when 90 percent of the maximum logical database size is consumed. 


An error event is logged in the Application log when a server running Exchange Server reaches the database limit that you configured for a specific database. Additionally, Exchange immediately takes the database that exceeded the database limit offline. To temporarily restore e-mail service for your users on the database that reached the configured limit, you can restart the database. However, the database will be dismounted on each daily check that determines that the logical size limit for the database has been exceeded.


You can specify the time each day that Exchange Server checks database size limits based on the limits you have configured. By default, Exchange Server checks the size of each Exchange database at 5 hours after midnight (05:00).

Disaster Recovery Planning Considerations

If you change the size limit of your Exchange databases, you may want to re-evaluate your Exchange database backup and restore plan. Specifically, if you increase the size limit of the Exchange databases, be sure to test your backup and recovery operations using the new database size limits to make sure that you can still meet your service level agreements. For example, if the previous size of a mailbox store was 15 GB and you were able to meet your service level agreement by recovering the data in less than 8 hours, you may no longer be able to recover the database that quickly if you increase the size of a mailbox store to 20 GB or larger.

For information about service level agreements, see "Establishing a Service Level Agreement" in "Setting Availability Goals" in the Exchange 2003 High Availability Guide. For information about how to configure database size limit options, see "Configure Database Size Limits" in the Exchange Server 2003 SP2 online Help. 

How to Set the Recovery Storage Group Override Registry Key

If you restore mailbox stores without creating a Recovery Storage Group, the data will be restored directly to the original mailbox stores, as in previous versions of Exchange. If you already created a Recovery Storage Group, you can restore directly to the original mailbox stores if you set the override registry key.
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Note: 

Incorrectly editing the registry can cause serious problems that may require you to reinstall your operating system. Problems resulting from editing the registry incorrectly may not be able to be resolved. Before editing the registry, back up any valuable data.

Procedure
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To set the Recovery Storage Group Override registry key

	1.
Start Registry editor (regedit). 

2.
In Registry Editor, navigate to the following registry key: 

HKLM\SYSTEM\CurrentControlSet\Services\MSExchangeIS\ParametersSystem
3.
Create a new DWORD value Recovery SG Override = 1. After this key has been set, you can restore mailbox stores to their original locations, even though the Recovery Storage Group exists.


Development Features of Exchange Server 2003

Microsoft® Exchange Server 2003 contains important changes and additions for developers. You can find complete information about these changes in the Microsoft Exchange Server 2003 Software Development Kit (SDK). In addition, the following sections briefly describe the major changes.

New Development Technologies

The following are new development technologies for Exchange Server 2003.

The Windows Management Instrumentation (WMI) providers and classes that ship with Exchange 2000 Server provide operational status about Exchange servers, queues, links, and so on, and are intended for use in applications that monitor Exchange. 

Exchange Server 2003 includes many new and improved WMI classes that are designed for use in Exchange management scripts and operator consoles. The new object classes support managing Exchange stores, public folders, user mailboxes, connectors, queues, links, and so on. The following table lists the new WMI classes.

New WMI Classes

	WMI class
	Changes

	ExchangeClusterResource Class 
	No change.

	ExchangeConnectorState Class 
	No change.

	ExchangeLink Class 
	No change. Additional capabilities are provided in the new Exchange_Link class.

	ExchangeQueue Class 
	No change. Additional capabilities are provided in the new Exchange_Queue class.

	ExchangeServerState Class 
	No change. Additional capabilities are provided in the new Exchange_Server class.

	Exchange_DSAccessDC Class 
	No changes.

	Exchange_FolderTree Class 
	New class.

	Exchange_Link Class 
	New class.

	Exchange_Logon Class 
	New class.

	Exchange_Mailbox Class 
	New class.

	Exchange_MessageTrackingEntry Class
	Additional message tracking entry type values were added to provide more detailed tracking of internal message-transfer events.

	Exchange_PublicFolder Class 
	New class.

	Exchange_Queue Class 
	New class.

	Exchange_QueueCacheReloadEvent Class 
	New class.

	Exchange_QueueData Class 
	New class.

	Exchange_QueuedMessage Class 
	New class.

	Exchange_QueuedSMTPMessage Class
	New class.

	Exchange_QueuedX400Message Class 
	New class.

	Exchange_QueueSMTPVirtualServer Class 
	New class.

	Exchange_QueueVirtualServer Class 
	New class.

	Exchange_QueueX400VirtualServer Class 
	New class.

	Exchange_ScheduleInterval Class 
	New class.

	Exchange_Server Class 
	New class.

	Exchange_SMTPLink Class 
	New class.

	Exchange_SMTPQueue Class 
	New class.

	Exchange_X400Link Class 
	New class.

	Exchange_X400Queue Class 
	New class.


Managed Wrappers for SMTP and Transport Sinks

You can find the code for the managed wrappers, along with the accompanying technical article, Writing Managed Sinks for SMTP and Transport Events, at http://go.microsoft.com/fwlink/?LinkId=16141.

Supported Development Technologies

The following development technologies are supported on Exchange Server 2003.

Data Access Methods


CDO for Exchange 2000 (CDOEX). CDOEX cannot be used remotely.


ADO access using the Exchange OLEDB provider (ExOLEDB). ExOLEDB cannot be used remotely.


ADO access using Microsoft Data and Internet Publishing Provider (MSDAIPP). MSDAIPP can be used anywhere that it is installed, except for on an Exchange Server 2003 computer. MSDAIPP is not supported for use on the Exchange server itself.


CDO for Exchange Management (CDOEXM). CDOEXM can only be used on a computer running the full installation of Exchange Server 2003 or a computer running the Admin-only installation of Exchange Server 2003.


CDO 1.2x, both server and client.


HTTP and WebDAV.


MAPI (extended MAPI). For deprecated MAPI technologies, see "Deprecated MAPI Technologies" later in this topic.

Events and Notifications


Exchange Server version 5.5 event agent service. This service is supported, but disabled by default in Exchange Server 2003.


ExOLEDB store events.


Transport events.


MAPI notifications.


WebDAV notifications.


Incremental Change Synchronization (ICS).

Application Technologies


Exchange Web Forms.


Exchange 2000 Server workflow.


Exchange 5.5 routing engine. Samples provided in the Exchange 5.5 Exchange Development Kit (EDK) are not supported.

Monitoring


Exchange 2000 Server WMI providers.

Specialized Programs


Virus Scanning API (VSAPI) version 2.5.


Backup and Restore API.

Developing .NET Applications for Exchange Server 2003

For information about what is supported and not supported for developing .NET applications for Exchange Server 2003, see Microsoft Knowledge Base article 813349, "Support Policy for Microsoft Exchange APIs with .NET Framework Applications." 

Active Directory Classes and Attributes

The installer for Exchange Server 2003 makes numerous changes to the Microsoft Active Directory® directory service classes and attributes to support the new features of Exchange Server 2003. For information about these changes, see the Exchange Server 2003 SDK.

Deprecated Exchange Development Technologies

The following Exchange 2000 Server application development-related technologies and features are removed and are not supported in Exchange Server 2003:  


Microsoft FrontPage® Extensions for Web Storage System Forms


Exchange Instant Messaging.


Programmatic access to the Exchange store using the M: drive via custom code.


SQL Create Index command.


Exchange store schema properties for versioning.


MSDAIPP on the computer running Exchange Server 2003. Remote access continues to be supported.

Deprecated MAPI Technologies

The following MAPI technologies, which formerly shipped with Exchange 2000 Server, are not available in Exchange Server 2003:  

Simple MAPI

	Simple MAPI is a wrapper around 12 high-level Extended MAPI functions that enable a client application to send, address, receive, and reply to messages. On the client, Simple MAPI is used by Microsoft Office to send mail directly from the application. It is only intended for use in the Microsoft Windows environment and offers limited functionality. Anything that can be done with Simple MAPI can also be done with Extended MAPI.


Common Messaging Calls (CMC)

	CMC is a wrapper around 10 Extended MAPI functions and was created to abstract the complexities of MAPI and to create an API standard that was supported across platforms. The CMC API was developed in conjunction with the X.400 API Association (XAPIA) standards organization and is only accessible to C/C++ client developers. Anything that can be done with CMC can also be done with Extended MAPI.


CDOHTML

	Also referred to as CDO 1.2.1 Rendering, this API exposes a set of objects that can be used by Internet Information Services (IIS) to render CDO 1.2x objects and properties into HTML output. CDO 1.2.1 Rendering (CDOHTML.DLL) was intended for server-side use only.


Deployment Features of Exchange Server 2003

Whether you are installing a new Exchange organization or upgrading an existing organization, Microsoft® Exchange Server 2003 introduces several new features that make deployment easier. Aside from summarizing these new features (including the new deployment tools and setup features), this chapter provides information about required prerequisites for deploying Exchange 2003. Furthermore, you will learn how to perform the basic steps necessary for deploying or upgrading to Exchange Server 2003. For more information about deploying Exchange 2003 in your organization, see the Exchange Server 2003 Deployment Guide.

New Exchange 2003 Deployment Features

To help you successfully deploy Exchange in your organization, Exchange 2003 provides the following new or improved features (each of these features is discussed later in this section):  


Exchange Server 2003 Deployment Tools


Active Directory Connector (ADC) Tools


Microsoft Exchange Public Folder Migration Tool


Exchange 2003 Setup improvements


Running Exchange System Manager from computers running Microsoft Windows®

Along with these new or improved features, Exchange 2003 also takes advantage of Microsoft Windows Server™ 2003 improvements, such as Microsoft Active Directory® directory service and memory allocation enhancements. 

Exchange Server Deployment Tools

Exchange Server 2003 is designed to coexist with Microsoft Exchange 2000 Server and Microsoft Exchange Server version 5.5. Establishing coexistence between Exchange 2003 and Exchange 2000 is fairly straightforward, simplified by the fact that both Exchange 2000 and Exchange 2003 rely on the Microsoft Active Directory directory service for directory services. However, Exchange 5.5 contains its own directory service, which means that you must synchronize the Exchange 5.5 directory with Active Directory, and then ensure that objects continue to properly replicate between the two directories.

A new Exchange 2003 feature, the Exchange Server Deployment Tools, significantly eases the process of upgrading from Exchange 5.5 to Exchange Server 2003. The Exchange Server Deployment Tools consist of a series of tools and documentation that lead you through the following process:  

1.
Planning your deployment

2.
Preparing Active Directory by using ForestPrep and DomainPrep

3.
Installing Active Directory Connector (ADC) and running ADC Tools (described in the next section)

4.
Installing Exchange

5.
Completing deployment and moving mailboxes and public folders

The tools, which you can run directly from the documentation, check such things as naming consistency, permissions conversion, and directory replication. Because some of the Exchange Server Deployment Tools run automatically during Exchange setup, you may not be able to install Exchange unless these tools have been run successfully. By running the tools in advance, you can identify and correct problems before you run Setup. 

New in SP1: Exchange Site Consolidation Tools

Exchange 2003 Service Pack 1 (SP1) provides several features and deployment tools that allow you to move Exchange out of remote sites and consolidate data onto an Exchange 2003 server in a central site.

During Exchange 2003 deployment, you may want to consolidate your Exchange services by moving Exchange content from several remote sites to one central site. If you are running Exchange in native mode, there are no special considerations when consolidating sites; you can follow the standard process for consolidating Exchange 2000 administrative groups. However, if you are running Exchange in mixed mode (meaning that coexistence is established between Exchange Server version 5.5 and Exchange 2000 or Exchange 2003), use the Exchange Deployment Tools to help you migrate mailboxes, distribution lists, custom recipients (contacts), and public folders to the central site. 

ADC Tools

The Active Directory Connector (ADC) management console now contains an ADC Tools option. ADC Tools is a collection of wizards and tools that help you set up connection agreements. Specifically, ADC Tools scans your current Active Directory and Exchange 5.5 directory and organization, and then automatically creates the recommended connection agreements. The following wizards are included in ADC Tools.  

Resource Mailbox Wizard

	This wizard identifies Active Directory accounts that match more than one Exchange 5.5 mailbox. Using this wizard, you can match the appropriate primary mailbox to the Active Directory account and stamp other mailboxes with the NTDSNoMatch attribute, which designates the mailboxes as resource mailboxes. You can either make these changes online or export a comma-separated value (.csv) file that you can update and import into the Exchange 5.5 directory.


Connection Agreement Wizard

	This wizard recommends public folder connection agreements and recipient connection agreements based on your Exchange 5.5 directory and Active Directory configuration. You can review the list of recommended connection agreements and select those you want the wizard to create.


The Exchange Server Deployment Tools lead you through the process of installing Active Directory Connector and running ADC Tools.

Microsoft Exchange Public Folder Migration Tool

The Microsoft Exchange Public Folder Migration Tool (pfMigrate) is a new tool that allows you to migrate both system folders and public folders to the new server. You can use the tool to create system folder and public folder replicas on the new server and, after the folders have replicated, remove replicas from the source server. Unlike Exchange 5.5, you do not need to set a home server for a public folder in Exchange Server 2003. Any replica acts as the primary replica of the data it contains, and any public folder server can be removed from the replica list.

To determine how many system folders or public folders need to be replicated, you can use the Microsoft Exchange Public Folder Migration Tool to generate a report before you run the tool. To determine whether the folders replicated successfully, you can generate the same report after you run the tool. For detailed instructions, see "How to Run the Public Folder Migration (PFMigrate) Tool" in the Exchange Server 2003 Deployment Guide. 
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Note: 

After you run pfMigrate, only the hierarchy of the system folders and public folders is migrated immediately. You must wait for replication to occur before the contents of the system folders and public folders are migrated. Depending on the size and number of system and public folders, as well as your network speed, replication could take a considerable amount of time.

New in SP1: Exchange 2003 Migration Wizard

Exchange 2003 SP1 Migration Wizard provides several new feature enhancements. Migration Wizard now supports merging mailboxes for Exchange migrations and includes support for the Profile Update Tool, which runs on a user's computer and updates their Microsoft Office Outlook® profile after a cross-site or cross organization move. Mailbox access control lists (ACLs) or delegate permissions are now preserved during a cross-forest move.

Exchange Server 2003 Setup Improvements

The following new Exchange 2003 Setup features make it easier for you to install and upgrade Exchange.  

Identical schema files in ADC and Exchange 

	In Exchange 2000, ADC schema files were a subset of the Exchange 2000 core schema files. In Exchange 2003, the schema files that are imported during the upgrade of Active Directory Connector are identical to the core Exchange Server 2003 schema; therefore, you only need to update the schema once.


Exchange Setup does not require full organization permissions

	In Exchange 2000, the user account that was used to run Setup was required to have Exchange Full Administrator rights at the organization level. In Exchange 2003, although a user who has Exchange Full administrator rights at the organization level must install the first server in a domain, you can now install additional servers if you have Exchange Full Administrator rights at the administrative group level.


Exchange Setup no longer contacts the schema FSMO role

	In Exchange 2000, the Setup or Update program contacted the schema Flexible Single Master Operations (FSMO) role each time it ran. In Exchange Server 2003, Setup does not attempt to contact the schema FSMO role.


ChooseDC Switch in Setup

	Exchange 2003 Setup includes the new /ChooseDC switch. You can enter the fully qualified domain name of an Active Directory domain controller to force Setup to read and write all data from the specified domain controller. When installing multiple Exchange 2003 servers simultaneously, forcing each server to communicate with the same Active Directory domain controller ensures that replication latencies do not interfere with Setup and cause installation failures.


Default permissions at the organization level are only stamped once

	Exchange 2003 Setup stamps default permissions on the Exchange Organization object once (during the first server installation or upgrade) and does not re-stamp permissions during subsequent installations. Previously, Exchange 2000 Setup re-stamped Exchange Organization permissions during each server installation. This action overwrote any custom changes to the permissions structure; for example, if you allowed all users to create top-level public folders, these permissions were removed. 


Warning message appears if Exchange Groups are moved, deleted, or renamed

	Exchange 2003 Setup ensures that the Exchange Domain Servers and Exchange Enterprise Servers groups are intact. If the administrator moves, deletes, or renames these groups, Setup stops, and a warning message appears.


Permissions to access mailboxes

	Exchange 2003 Setup locks down security on the database objects; therefore Exchange administrators cannot open other user's mailboxes.


Outlook Mobile Access and Microsoft Exchange Server ActiveSync® components installed by Setup

	By default, Exchange 2003 includes support for mobile devices. The services that enable these devices are called Outlook Mobile Access and Exchange ActiveSync. Previously, to use these services, you had to install Microsoft Mobile Information Server. Now, the built-in mobile device support in Exchange 2003 supersedes the Mobile Information Server product.
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Note: 

Outlook Mobile Access is part of the typical Setup and is therefore installed on all servers. This component also requires the .NET Framework to be installed.


Automatic installation of required Windows Server 2003 services on Microsoft Windows 2000

	If you are installing Exchange 2003 on a server running Windows 2000, Exchange Setup automatically installs and enables .NET Framework and ASP.NET.


Automatic configuration of Internet Information Services (IIS) 6.0

	In Windows Server 2003, IIS 6.0 introduces a new "worker process isolation mode," which offers greater reliability and security to Web servers. Worker process isolation mode ensures that all of the authentication, authorization, Web application processes, and ISAPI extensions that are associated with a particular application are isolated from all other applications. To take advantage of these benefits, when you install Exchange Server 2003 on Windows Server 2003, Exchange Setup automatically sets IIS 6.0 to worker process isolation mode. Exchange Setup also enables certain ISAPI extensions. By default, during Windows Server 2003 installation, ISAPI extensions are not allowed to load. However, Exchange 2003 requires certain ISAPI extensions for features such as Microsoft Outlook Web Access, WebDAV, and Exchange Web Forms; therefore, Exchange 2003 enables the required ISAPI extensions during setup. No action is necessary; Exchange Setup automatically configures the ISAPI extensions.  The IsapiRestrictionList metabase key controls the ISAPI extension behavior. Exchange Setup sets the metabase key appropriately so that the ISAPI extensions can load; however, if the key is modified after Exchange is installed, certain parts of Exchange may not function correctly. 


Automatic IIS 6.0 Configuration during Windows 2000 to Windows Server 2003 upgrade

	If you install Exchange 2003 on Windows 2000 and subsequently upgrade to Windows Server 2003, Exchange System Attendant automatically sets the IIS 6.0 mode to worker process isolation mode. Event Viewer will contain an event indicating that this mode change has occurred. After the upgrade, you may find that some of the ISAPI extensions for other applications do not function properly in worker process isolation mode. Although you can set the IIS 6.0 mode to "IIS 5 isolation mode" to ensure compatibility with your ISAPI extensions, it is recommended that you continue to run IIS 6.0 in worker process isolation mode; Exchange 2003 features such as Outlook Web Access, WebDAV, and Web forms, will not work in IIS 5 isolation mode.


New in SP1: Support for Device Update 4 (DU4)

	Exchange 2003 SP1 now includes support for additional world-wide devices. DU4 updates the list of supported mobile devices for Outlook Mobile Access and ensures that the mobile devices on the list have been tested and work well with Outlook Mobile Access.


New in SP1: Security Enhancement for Outlook Web Access

	Exchange Setup adds new file extensions to the Outlook Web Access Level1 and Level2 block/force "safe lists" to prevent the running of unsafe code within the browser for certain MIME types. This update provides a list of known content types that are allowed to start within the browser.


Installing Exchange System Management Tools Only

To administer Exchange servers from a computer running Windows XP, Windows Server 2003, or Windows 2000 Server SP3, you can use Exchange Setup to install only Microsoft Exchange System Management Tools. For detailed instructions, see "How to install the Exchange System Management Tools" in the Exchange Server 2003 Administration Guide.
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Note: 

If you have not installed an Exchange 2003 server in your organization, you must first run ForestPrep. ForestPrep extends the Active Directory schema to include Exchange-specific classes and attributes and creates the container object for the Exchange organization in Active Directory. 

You must ensure that the computer meets the following requirements:  

The computer is running Windows XP, Windows Server 2003, Windows 2000 Professional, or Windows 2000 Server SP3. 


The computer name does not contain unsupported characters. 


The language version matches any previous installation of Exchange 2000 System Management Tools (except for upgrades from English to Korean, Traditional Chinese, or Simplified Chinese).

Also, depending on the version of Windows that is running on the computer, you will need to install the required services.  

Windows Server 2003 Benefits

Exchange Server 2003 takes advantage of the following new Windows Server 2003 features, which greatly improve administration and performance:  

Active Directory Improvements

	Exchange Server 2003 benefits from the following improvements to Active Directory in Windows Server 2003:


Reduced traffic between replicas


Ability to create a branch office replica from CD


Ability to roll back Active Directory changes


Memory Allocation

	Exchange Server 2003 benefits from an improved memory allocator in Windows Server 2003, which decreases the likelihood of running into situations that result in Virtual Machine (VM) fragmentation. In addition, Exchange customers who have more than 1 GB of memory no longer need to purchase the Advanced Server SKU, which previously supported the /3GB switch. 


Prerequisites

Before you install or upgrade to Exchange Server 2003, ensure that your network and servers meet the prerequisites described in this section.

Hardware Requirements

The following are the minimum hardware requirements for computers running Exchange Server 2003:  


Intel Pentium or compatible 133 MHz or faster processor


256 MB of RAM recommended minimum; 128 MB supported minimum


500 MB of available disk space on the drive on which you install Exchange


200 MB of available disk space on the system drive


CD-ROM drive


VGA or higher-resolution monitor

File Format Requirements

To install Exchange Server 2003, disk partitions must be formatted for NTFS and not FAT. This requirement applies to the following:  


System partition


Partition that stores Exchange binaries


Partitions containing transaction log files


Partitions containing database files


Partitions containing other Exchange files

Operating System Requirements

Exchange Server 2003 is supported on the following operating systems:  


Windows 2000 Service Pack 3 (SP3) or later


Windows Server 2003

Windows 2000 Server

If you intend to install Exchange Server 2003 on a server running Windows 2000, you must download and install Windows 2000 SP3 or later. Otherwise, the Exchange Server 2003 Setup program will stop the installation.

Windows 2000 SP3 or later is also a prerequisite for running the Exchange Server 2003 Active Directory Connector.

For more information about Windows 2000 service packs, see the Windows 2000 Service Packs Web site.

Upgrading the Operating Systems

If you plan to upgrade your Exchange 2000 servers running Windows 2000 SP3 or later to Windows Server 2003, you must first upgrade those servers to Exchange 2003. This upgrade sequence is required because Exchange 2000 is not supported on Windows Server 2003.

Active Directory

Exchange 2003 Setup must be able to contact at least one Active Directory server running Windows 2000 SP3 or later, or Windows Server 2003 within the local Active Directory Site. Domain controllers and global catalog servers must be running Windows 2000 SP3 or later or Windows Server 2003 for Exchange Server 2003 to recognize them.

Permissions

In Exchange 2000, the user account that was used to run Setup was required to have Exchange Full Administrator rights at the organization level. In Exchange Server 2003, although a user with Exchange Full administrator rights at the organization level must install the first server in a domain, you can now install additional servers if you have Exchange Full Administrator rights at the administrative group level.

Although this change allows for a more decentralized administrative model, there are still instances where higher-level permissions are required. A domain administrator with the appropriate privileges must manually add the machine account for the server on which you plan to install Exchange Server 2003 to the Exchange Domain Servers group. In addition, an administrator with Exchange Full Administrator rights at the organization level must still perform the following installations and upgrades:  


The first Exchange 2003 server in the organization.


The first Exchange 2003 server in an Active Directory domain.


Exchange 2000 servers acting as bridgehead servers for Directory Replication Connectors.


Exchange 2003 servers with Site Replication Services (both installation and removal).


The first instance of a Lotus Notes or Novell GroupWise connector.
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Note: 

The Exchange administrator roles in Exchange Server 2003 are equivalent to those in Exchange 2000. For example, anyone to whom you have delegated Exchange Full Administrator permissions in Exchange 2000 can install and fully administer Exchange 2003 servers.

In addition, if you are upgrading an Exchange 5.5 organization to Exchange Server 2003, you are no longer required to be an Exchange 5.5 Administrator; this is because the option to join an existing Exchange 5.5 organization occurs during Setup instead of during ForestPrep.

The following table lists the permissions required to run ForestPrep and DomainPrep and to install Exchange 2003.

Permission requirements for Setup tasks

	Task
	Required permissions or roles

	Run ForestPrep for the first time in the forest (updates the schema)
	
Enterprise Administrator


Schema Administrator


Domain Administrator


Local Machine Administrator

	Run ForestPrep thereafter
	
Exchange Full Administrator at the organization level


Local Machine Administrator

	Run DomainPrep
	
Domain Administrator


Local Machine Administrator

	Install Exchange Server 2003 on the first server in a domain
	
Full Exchange Administrator at the organization level


Exchange 5.5 Administrator under the organization, site, and configuration nodes (if installing into an Exchange 5.5 site)


Local Machine Administrator

	Install Exchange Server 2003 on additional servers in the domain
	
Full Exchange Administrator at the administrative group level


Exchange 5.5 Site Administrator (if installing into an Exchange 5.5 site)


Local Machine Administrator

	Install ADC
	
Domain Administrator


Enterprise Administrator


Local Machine Administrator

	Install Exchange Server 2003 on a server with SRS enabled
	
Exchange Full Administrator at the organization level


Local Machine Administrator


Upgrading Front-End Servers

You must upgrade all front-end servers in an Administrative Group before you can upgrade or install Exchange Server 2003 on any other servers in the Administrative Group. Setup ensures that front-end servers are upgraded before back-end servers, such as bridgehead servers, public folder servers, and mailbox servers. Otherwise, Setup stops. 
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Note: 

Exchange 2003 servers are compatible with Exchange 2000. Therefore, users can access information that is located on Exchange 2000 servers through an Exchange 2003 front-end server.

In addition, ensure that the required services are running before you upgrade. For Exchange 2003 Setup to run, you must install and enable the following services:  


Network News Transfer Protocol (NNTP) service (NntpSvc)


Simple Mail Transfer Protocol (SMTP) service (SMTPSVC)


World Wide Web Publishing Service (W3SVC)


IIS Admin Service (IISADMIN)

If the following services are disabled, Setup still runs; however, Setup enables these services automatically:  


Microsoft Exchange MTA Stacks service (MSExchangeMTA)


Microsoft Exchange IMAP4 service (IMAP4SVC)


Microsoft Exchange POP3 service (POP3SVC)


Microsoft Exchange Information Store service (MSExchangeIS)

Upgrading Active Directory Connector

You must upgrade all versions of Active Directory Connector (ADC) in the organization to the version provided with Exchange Server 2003. Setup retrieves information about the ADC versions that are running in the organization. If all ADC versions have been upgraded to the Exchange 2003 version, Setup will proceed. However, if older versions of ADC exist, Setup will stop and identify the servers that are running the older ADC versions.

Removing Mobile Information Server Components

If you previously installed the Microsoft Mobile Information Server Exchange Event Sink component on an Exchange 2000 server, you must remove the component before you can install or upgrade to Exchange Server 2003. If you want to retain Mobile Information Server functionality, do not upgrade the Exchange 2000 servers that are running Mobile Information Server. Instead, upgrade to Exchange 2003 on other servers in your organization. For detailed instructions, see How to Remove Mobile Information Server Components from a Server.

Required Components for Mobility Support

The Outlook Mobile Access component included with Exchange Server 2003 requires .NET Framework. Because the Outlook Mobile Access component is part of the typical server installation, you must install .NET Framework on the server before running Setup.

Removing Instant Messaging, Chat, ccMail, MSMail, and Key Management Service Components

The Instant Messaging service, Chat service, Key Management Service, MSMail connector, and ccMail connector components are not supplied with Exchange Server 2003. If you want to upgrade an existing Exchange 2000 server to Exchange 2003, and one or more of these components are installed, you must use Exchange 2003 Setup to remove the components before upgrading.
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Note: 

If you want to retain these services in your organization, you should not upgrade the Exchange 2000 servers running these components. Instead, you should install Exchange Server 2003 on other servers in your organization.

Third-Party Software

As part of your planning, you should ensure that all third-party software you want to use is compatible with Exchange Server 2003. Specifically, you should determine whether any compatibility issues could result from the following new Exchange 2003 features:  


Exchange-aware Antivirus Software   New features have been added to the Exchange Virus Scanning Application Programming Interface (VSAPI) in Exchange 2003.


Exchange-aware Backup and Restore Software   New features have been added to Backup (such as Restore Groups and Snapshot) in Exchange 2003.


Exchange-aware Enterprise Management   New features and WMI providers have been added in Exchange 2003.

Installing Exchange 2003 or Upgrading from Exchange 2000

After planning your installation or upgrade and ensuring that your environment meets all of the prerequisites listed in this chapter, you can run the Exchange Server Deployment Tools to install Exchange 2003 on a new server or upgrade an Exchange 2000 server. The Exchange Server Deployment Tools consist of tools and documentation that lead you through the entire installation or upgrade process, including running ForestPrep and DomainPrep and ensuring that all of the required tools and services are installed and run properly.
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Important: 

For information about upgrading from an Exchange 5.5 organization, see "Upgrading from Exchange 5.5 to Exchange 2003" later in this topic. 

For detailed instructions, see "How to Start the Exchange Server Deployment Tools" in the Exchange Server 2003 Deployment Guide. After you complete the Exchange Server Deployment Tools, Exchange 2003 is installed on the server.

Upgrading from Exchange 5.5 to Exchange 2003

Unlike Exchange 2000 servers, Exchange 5.5 servers cannot be directly upgraded to Exchange 2003. However, you can join a new Exchange 2003 server to an existing Exchange 5.5 organization. As part of this upgrade process, you must set up Active Directory Connector (ADC) and ensure that objects replicate properly between the Exchange 5.5 directory and Active Directory. To simplify this process, use the Exchange Server Deployment Tools, which consists of tools and documentation that lead you through the entire upgrade process, including running ForestPrep and DomainPrep, installing ADC, creating connection agreements, and installing Exchange 2003. 

The Exchange Server Deployment Tools are a prerequisite for Setup when you are joining a server to an Exchange 5.5 organization. When you choose to join an existing Exchange 5.5 organization, Setup checks Active Directory for markers that indicate that the deployment tools have been run. 

You can use the Exchange Server Deployment Tools to ensure that all of the required tools have been run. First, install the Exchange 2003 version of ADC. Then start the Exchange Server Deployment Tools. For detailed instructions, see "How to Start the Exchange Server Deployment Tools" in the Exchange Server 2003 Deployment Guide. After you complete the Exchange Server Deployment Tools, Active Directory Connector is set up, and Exchange 2003 is installed on the server.

How to Remove Mobile Information Server Components from a Server

If you previously installed the Microsoft Mobile Information Server Exchange Event Sink component on an Exchange 2000 server, you must remove the component before you can install or upgrade to Exchange Server 2003. If you want to retain Mobile Information Server functionality, do not upgrade the Exchange 2000 servers that are running Mobile Information Server. Instead, upgrade to Exchange 2003 on other servers in your organization. This procedure outlines how to remove Mobile Information Server components from a server. 

Procedure
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To remove Mobile Information Server components from a server

	1.
Verify that you have the proper permissions to uninstall Mobile Information Server. To uninstall Mobile Information Server, you must be a member of the Microsoft Mobility Admins group, as well as a member of the local Administrators group on the computer from which you are uninstalling Mobile Information Server. 

2.
On the server with Mobile Information Server installed, click Start, click Settings, and then click Control Panel.

3.
Double-click Add/Remove Programs.

4.
On the Change or Remove Programs screen, select Mobile Information Server.

5.
Click Remove.

6.
Click Yes to confirm that you want to remove Mobile Information Server.

7.
On the warning about wireless enabled users, click Yes. 


Schema Changes in Exchange Server 2003

For information about the changes Exchange Server 2003 made to the Active Directory Schema, see the Microsoft Exchange Server 2003 Software Development Kit Web site or download the Exchange 2003 SDK Documentation and Samples.
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