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This card describes how Microsoft Information Technology (Microsoft IT) effectively deploys updates to servers. Effective patch management promotes security, higher systems availability, and improved auditing.
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Business Benefits Summary
· Automated security update and application deployment minimizes impact on the business.
· Central reporting and administration provides up-to-date server inventory and a clear path for update deployment.
· Patch management is more accurate and efficient due to reference collections created for groups of servers.
· Reduction in manual effort to configure, test, and deploy updates--Microsoft IT requires one-third the staff for patch management since adopting Microsoft® Systems Management Server (SMS) 2003.
Executive Overview

Microsoft IT uses SMS 2003 to:

· Manage the application deployment process.

· Better manage software assets and hardware assets.

· Better manage mobile clients within the Microsoft network.

· Help manage the deployment of security updates across the enterprise.

Solution Overview

Situation

Organizations need to determine and maintain a known level of software updates for operating systems and application software to avoid security vulnerabilities that, if exploited, could lead to loss of revenue and intellectual property.

Solution

Minimizing the threat of vulnerabilities requires organizations to have properly configured systems, to use the latest software, and to install the recommended software updates.

Assessing and maintaining the integrity of software in a networked environment through a well-defined patch management program is a key first step toward successful information security.  Microsoft IT uses SMS 2003 as the primary tool in its server patch management process.

Products and Technologies

· Microsoft Windows Server™ 2003

· Microsoft SQL Server™ 2000 Service Pack 3a (SP3a)

· SMS 2003 Service Pack 1
· Microsoft Baseline Security Analyzer (MBSA) version 1.2.1
· Configuration management database (internal database)
Background

Data-Center Structure

The three main enterprise data centers for Microsoft are in Redmond, Washington; Dublin, Ireland; and Chofu, Japan. Enterprise data centers exist where the majority of employees are located. There are also 4 geographically dispersed regional data centers and 400 worldwide business locations. To create the most stable infrastructure and to reduce costs, Microsoft IT chose to centralize IT operations in the Redmond data center. 

IT management is critical for application servers that run the business and the core infrastructure, such as file and print servers; proxy servers; remote access servers; and servers that run the Active Directory® directory service, DNS, and WINS. Server owners must use approved versions of server software and the latest updates. Server owners must also use hardware that approved vendors manufacture according to specifications. This standardization keeps costs down, improves reliability of the platforms, increases service availability, and supports centralized and remote monitoring and management.

Operations Model

When MOM Monitoring identifies a problem with an IT managed server, an alert is reported to Tier 2 Data Center Operations.  The reporting and escalation sequence is below.

· MOM Alert.
· Tier 2, Data Center Operations.
· Tier 3, Infrastructure Support (IS) and Advanced Diagnostics and Debug (ADD) teams.
· Engineering. The IS team contacts Engineering if resolving the problem involves modifying the IT architecture, hardware standards, or software standards.

Server Patch Management Architecture

Microsoft IT examined software updating requirements at Microsoft and decided to create separate SMS 2003 infrastructures: one to update servers and another to update desktop computers. Microsoft IT based this decision on the following factors:

· The priorities and requirements for updating servers and desktop computers are different.

· There are more than 15 times as many desktop computers as servers, yet the desktop computers depend on the reliability and accessibility of the servers to function fully.

· The corporate standard configuration (called the baseline) for servers at Microsoft is much more uniform and stable than for desktop computers. In addition, the rate of change in the server population is smaller than that for the desktop population, though high compared to many enterprises. For example, to support their day-to-day activities, developers and testers rebuild or re-image 5,000 desktop computers per month with no assistance from Microsoft IT. Newly provisioned or rebuilt servers in the production data centers average 75 per month. A standard maintenance update process requires existing servers to comply with the baseline every six months to one year.

· Early adopter product testing required Microsoft IT to implement both an upgrade to the existing Microsoft SMS version 2.0 infrastructure for desktop updating and a “greenfield” deployment to the new server-updating infrastructure. The new deployment for server updating also had to interoperate with existing internal server updating tools, server build procedures, and change management procedures.

A primary site server has a database running SQL Server 2000 SP3a, but a secondary site server does not. To ensure peak performance of security update and software update installation, the Microsoft IT hierarchy for servers contains only primary site servers. The Microsoft IT hierarchy for desktop computers consists of both primary and secondary site servers.

Microsoft IT also describes SMS sites by their management relationship to other sites in the hierarchy, as follows:

· Central site. The central site is the primary site at the top of the hierarchy. The SMS site database at the central site acquires the data of the entire hierarchy.

· Parent site. A parent site is a primary site that includes at least one other site beneath it in an SMS hierarchy. Only a primary site can have child sites. 

· Child site. SMS copies all information collected at a child site to the parent site, which in turn reports all of the combined data to its parent site. The Microsoft IT design has no child sites, so none of its primary site servers constitute parent sites. 
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Figure 1: Server Patch Management Hierarch at Microsoft

Server Patch Management Process: Team Roles

Updating thousands of servers is a cross-team cooperative effort that involves the following specialized teams and roles at Microsoft:

· Microsoft Response Center (MSRC). The MSRC releases security bulletins about vulnerabilities.

· Corporate Security Compliance. Corporate Security within Microsoft IT reviews the bulletins posted by the MSRC and assigns a deployment priority.
· Global Technology Services (GTS). The Operations team manages the data centers that host the SMS infrastructure. The SMS update administrator creates and prepares the update deployment package and distributes the update according to the recommended target computers and enforcement date.
Server Patch Management Process: Phases

Microsoft IT uses automatic update enforcement in SMS 2003. If the local server administrator does not install the update within the allotted time, SMS automatically installs the update after the enforcement date passes and forces a restart on the server to effect the changes.

Microsoft IT has exempted a few mission-critical servers Maintenance Windows updates because the server administrator must have complete control over when the server restarts. In these cases, however, the administrator must still perform any critical security update by the enforcement date. If the administrator does not perform the update by the enforcement date, SMS automatically enforces the update.

The phases of the server patch-management process are the same for emergency critical updates and standard updates; only the timeline is different. The phases are as follows.
Phase 1: Assess Environment (ongoing)

Microsoft IT monitors the server environment daily for any server that may be found to be vulnerable for a moderate or critical update; if a server is found to be in a non-secure state it is updated as a matter of priority.

Phase 2: Identify New Updates

Microsoft releases security bulletins and related security updates monthly (typically on the second Tuesday of the month). The process for deploying an update to all servers begins after Microsoft releases the update, at the same time that Microsoft customers can download it. The MSRC offers update notification through e-mail subscription services.

The MSRC rates the urgency of updates according to the following severity ratings:

· Critical. A vulnerability whose exploitation could allow the propagation of an Internet worm without user action. 

· Important. A vulnerability whose exploitation could result in compromise of the confidentiality, integrity, or availability of users’ data, or compromise of the integrity or availability of processing resources. 

· Moderate. Exploitability can be mitigated to a significant degree by factors such as default configuration, auditing, or difficulty of exploitation. 

Critical updates are sent out on a schedule that seeks to update all servers within 24 hours. The Ops team adds updates rated Important to the monthly distribution of automatic updates.

Phase 3: Evaluate and Plan Update Deployment

To avoid negative impacts on a large number of servers, Microsoft IT creates a reference collection within SMS 2003 that contains a representative sample of production servers and deploys the update to these systems prior to sending it to all servers in the data center

The Security Update Inventory Tool extends SMS hardware inventory to report on security updates that are missing on SMS clients (in this case servers). This feature pack integrates MBSA with SMS to provide a comprehensive scanning mechanism for vulnerabilities.  For updates not available or not supported by MBSA, Microsoft IT uses the standard software distribution feature in SMS to deploy the update packages to servers.

Phase 4: Deploy the Update

Deployment

For deployment of standard updates, Microsoft IT schedules 24 work or maintenance periods of four hours each over the course of four days. Owners of data-center servers map each of their servers to a specific maintenance period within the predefined maintenance windows in an internal configuration management database called IT Config. The SMS 2003 update administrator then uses these groupings of servers to target delivery of the update, so that any restarts required are within the approved maintenance period. 

Microsoft IT recommends that owners of clustered servers place each server in the cluster into different maintenance periods, so that the entire cluster is not updated at the same time. 

For emergency critical updates, there are only four work periods of one hour each. Each emergency work period maps to an entire day in the timetable for standard deployments, as illustrated in the following figure. 
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Figure 2: Server Maintenance Windows
After the four-hour timetable, Microsoft IT allots an additional three hours to check the success rate of the installation and ensure that the remaining servers are updated within seven hours.

Reporting

Critical in deploying an update is reporting success.  The update administrator can use the Advertisement Status Viewer to ascertain the number of clients in the collection that have not received the advertisement, the number of clients that have received the advertisement but have not run it, and the number of clients that have run the program unsuccessfully. To check that the Update Install Program is running successfully, the update administrator analyzes the status messages to determine when the program was last successfully run on each client. Status messages also record the degree of voluntary versus enforced updating, and how the server administrators are managing restarts and scheduled installation.

Lessons Learned and Best Practices

· Establish a change advisory board

· To control planned downtime, use a change control database

· Target update distribution according to pre-determined maintenance periods

· Streamline the SMS 2003 installation by enabling only necessary features

· Aggressively monitor and manage SMS client

· Suspend monitoring during updating

· Make status self-serve through a website

· Communicate the rollout schedule to the organization

· Assign routine software distribution points

· Monitor bandwidth when sending updates between SMS sites

· Use the Update Wizard

· Advertise the update to client computers

· Test the impact of the update

· Identify computers that were off the network

· Baseline the environment and establish enforcement policy

· Plan disaster recovery

· Implement SMS 2003 Advanced Client throughout the enterprise

· Consolidate updates into service packs

· Continually improve the process

Global Microsoft IT Environment

The Microsoft enterprise is large, complex, and constantly changing. The mission of the Microsoft IT group is unique. In addition to running a world-class utility that keeps the business productive, its primary mission is to be Microsoft’s first and best customer. This involves testing all enterprise software in the early stages of beta development by deploying it throughout the company, providing valuable feedback to product groups to ensure predictable and trustworthy services for customers, clients, and partners. The following data gives some idea of the environment in which this all occurs (numbers are approximate):

· Nearly 90,000 users of IT

· More than 300,000 computers and devices

· More than 400 sites supported worldwide

· Global line-of-business (LOB) applications (for example, Siebel, Clarify, MS Sales, and World-Wide Sales and Marketing Database)

· Global virtual Helpdesk

· Seven sites running Microsoft Exchange globally

· 110 servers running Exchange

· 38 mailbox servers

· More than 3 million internal e-mail messages per day

· More than 8.8 million external e-mail messages per day

· More than 6.8 million e-mail messages blocked per day

· More than 7.5 million remote connections per month
For additional information about how to deploy, operate, maintain, and support SMS, visit  http://www.microsoft.com/smserver/ 

For More Information

Contact your local Microsoft office at http://www.microsoft.com/worldwide or visit http://www.microsoft.com/technet/itshowcase
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