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Summary: Describes how to deliver an executive broadcast using Microsoft Windows Media 9 Series. It provides step-by-step details on how to plan, set up, configure, and deliver an executive broadcast inside a corporate enterprise. This article is intended for information technology (IT) managers who are familiar with Windows Media technologies and are considering delivering an executive broadcast.
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Introduction

Executive broadcasts allow an executive to not only deliver an important message, but also to connect with employees and build a sense of corporate identity. Using audio and video content for such a broadcast is typically a requirement, however, due to technology expense, this type of communication has previously been limited to medium and large companies. 
Now, with Microsoft® Windows Media® Player 9 Series, no matter what the size of your company, you can reach employees with video and audio content broadcast directly over your corporate IP network. You can stream content-rich audio and video via a range of distribution options, including streaming to employees in remote locations. 
Digital media can now be delivered using industry standard servers, combining the power of audio and video with the reach of IP networks. Corporations can use the Internet, their intranet investments, and existing IT infrastructure to more effectively communicate to their employees, thus reaching larger audiences more quickly at lower cost. 
For example, if you use Microsoft Windows® Server™ 2003, Standard Edition, Windows Server 2003 Enterprise Edition, or Windows Server 2003 Datacenter Edition, Microsoft Windows Media Services is available for your use at no additional cost, and Microsoft Windows Media Encoder is a downloadable tool. If Microsoft Windows XP is deployed across your enterprise as the operating system, the player is already included as part of the system. If any or all of these IT infrastructure scenarios describes your enterprise, you are already well on your way to implementing a cost-effective, digital-media, executive broadcast experience.
The benefits of using digital media for organizational communications include:

· Increased reach by delivering content directly to individual employee desktops or mobile computers. 

· Measurable results by tracking and monitoring the delivery of communications.

· Consistent messaging by delivering the same audio and video content across the company. 
· Increased comprehension because audio and video presentations are often more engaging than printed materials or static Web sites. 

Another advantage of using Windows Media technologies is that it gives your enterprise other application uses:
· It is a very robust tool to deliver online-learning applications to your employees.

· With the inclusion of voice and data, it grabs the attention of viewers, creating an effective marketing and sales tool.

The remainder of this document discusses the executive broadcast. It provides background information about streaming technologies, and instructions for planning, developing, and implementing an executive-broadcast solution in a multicast scenario. 

Understanding Streaming Media Concepts

The delivery of information content through Windows Media technologies is composed of the following processes: 

· Capturing

· Encoding

· Distributing

· Delivering

· Playing

Some of these processes are associated with specific Windows Media 9 Series tools: 

· Encoding—Windows Media Encoder and codecs

· Distributing—Windows Media Services 
· Playing—Windows Media Player

The following sections describe some basic streaming-media concepts, and provide a foundation for designing a complete executive-broadcast solution. 

Downloading and Streaming
There are differences between downloading and streaming content. When a download is complete, a copy of the original file is safely stored somewhere on the computer's hard disk, while the original file remains in its original location. 

Downloading a multimedia file results in the same outcome. However, after the file has been copied to the hard disk, you can open and play the copy by using a player application such as Windows Media Player 9 Series.

The main advantage of downloading is that the downloaded file can be of any type: music file, text file, bitmap, and so on. A disadvantage is that downloading files takes time, and you have to wait for all of the data to be copied from the server to your hard disk before you can play or view the file. 
With streaming content, you get instant gratification—there is no download wait. Content is played as it is received from a server over a network, and is not saved to your hard disk. Instead of waiting for an entire file to be copied, your player application plays it as soon as the first chunk of video arrives. Streaming also enables you to do live broadcasting, just like a radio or television station, except the broadcast is over the Internet.

Streaming content does have disadvantages. Real-time playback of audio and video is highly dependent on the bit rate of the content, and the available network bandwidth that delivers the stream.

Bit Rate and Bandwidth

For streaming to work properly, the player application must play the audio and video content at a steady and continuous rate. If the stream is not continuous, the picture and sound will either stop or play back unevenly. This uneven playback occurs when the content is streamed at a bit rate that is higher than the bandwidth available on the network.

The amount of time needed to download the file is directly related to the size of the file, the available bandwidth of the network, and the speed of your modem or network interface card. 

When preparing content for streaming over the Internet—a process called encoding—it is important to consider the bandwidth that is available to the people who will be playing the stream, and then select a bit rate that is appropriate for that bandwidth. 

For example, a person with a 28.8 Kbps modem can potentially receive 28,800 bits per second. But it’s much more likely that they will receive less because of network overhead. So, if you are connecting to the Internet over a modem with a connection speed of 28.8 Kbps, expect that the bandwidth available for transferring data is no better than 20 Kbps, maybe less. 

The following table illustrates the different kinds of network connections available today, and the maximum bandwidth typically associated with each.

	External connection
	Bandwidth

	Dial-up
	28.8 to 56 Kbps

	ISDN
	64 to 128 Kbps

	DSL or cable
	128 to 768 Kbps

	T-1
	1.5 megabits per second (Mbps)

	T-3
	45 Mbps

	DS-3
	45 Mbps


	Internal connection
	Bandwidth

	Cat5
	100 Mbps

	High-bandwidth Cat5
	119 Mbps

	Fiber optic
	100 Mbps to 13 Gbps


Live and On-demand Content

Two delivery options are possible when streaming: live and on-demand content. Live content is often used when viewers want to see and hear an important event as it is occurring. Examples might be a presidential election, a farewell performance by a beloved singer, breaking news, or a high-profile sporting event. 

Streaming on-demand content is the appropriate choice for times when the message is not time-critical. This delivery option enables you to re-broadcast a live event to users who missed it the first time. They can request the stream when they want to watch it, and can control the playback to meet their needs.

If you intend to stream live events, you must ensure that you have appropriate infrastructure in place to support the stream. This infrastructure includes encoders to compress the content, enough bandwidth to accommodate all concurrent stream requests, and multiple servers to distribute the load and to provide redundancy if a server fails. On networks where it is possible, it may be useful to install routers that have been configured to support a special kind of broadcast called multicast.

On-demand streaming has potentially lower bandwidth requirements because you are not required to service hundreds (or thousands) of concurrent streams.

Unicast and Multicast Streaming
Unicast and multicast streaming refer to how the player receives data from a Windows Media server. Unicast streaming is the most common form of streaming, especially over a wide area network (WAN). A unicast stream can either be on-demand or live, and is sent only to the Player that requested it. When the stream is on-demand, you can control the stream by using the playback controls to pause, fast forward, and rewind. In contrast, with a live broadcast, the experience is similar to watching television; you can tune in to the broadcast, but have no control over its playback.

However, unicast streaming has high bandwidth requirements. If too many streams are delivered at one time, your available bandwidth is consumed, and additional users who then attempt to connect are denied.

A multicast stream is a one-to-many method of data transmission. In a multicast stream, the server sends one stream to a standard, Class D multicast IP address range (224.0.0.1 to 239.255.255.255). A Player subscribes to the multicast by requesting it from an upstream router. This router, in turn, requests the stream from another, and the process is repeated until the last router in the chain, which receives the multicast stream, and then sends it downstream to everyone who requested it.

The benefit of multicast streaming is that only one stream travels the network between the server and the players, which greatly reduces the amount of network traffic and can minimize server-capacity considerations. No Player ever has a direct connection to the server in a multicast stream, so there is no playback control. However, many networks are not currently configured for multicast streaming. Consequently, most multicast streaming occurs today within LANs. Multicast streaming is not available for on-demand scenarios.

Multicast streaming from a broadcast publishing point is only available in Windows Server 2003, Enterprise Edition, and Windows Server 2003, Datacenter Edition. If you are running Windows Media Services in Windows Server 2003, Standard Edition, multicast streaming is not supported.
Using Windows Media Technologies

To complete an executive broadcast stream using Windows Media technology, you must use a Windows Media-compatible encoder, server, and player. This section describes the functional purpose of these components as well as the other processes associated with the components. It also explains why Windows Media technologies provide an advantage over other tools. 

Capturing Data

The capture phase takes place when you pull audio and video from its source and onto the computer using a capture card. If the source is analog, then the capture card converts the analog data to digital form before depositing it on the computer. As is the case during conversion from analog to digital, a slight quality loss occurs.

Data originally captured through a digital device, such as a digital video card, requires that the data be run through a capture card suitable for digital devices to get data onto the computer, and must be completed whether the data is analog or digital.

Many capture cards include a simple capture program that allows you to save the digitized media as an uncompressed .avi file, which is a standard Microsoft video file format. If you are streaming a live event, saving the content into a file is not necessary because, live or on-demand, the next phase of this process is encoding.

Encoding with the Windows Media Encoder 

Without compression, much content would never be suitable for streaming; its large size would choke network infrastructure. Encoding compresses content so it can be streamed over a network such as a LAN. Encoders use codecs (compressor/decompressor), which are algorithms that calculate and apply the amount of necessary compression, based on the quality of the content and the intended transfer bit rate. After compression, the data is encoded into a streaming media format, such as Windows Media Video (WMV) or Windows Media Audio (WMA). Encoding sources from your raw captured data, and connects to the server that you use for distribution. 

Capturing and compressing content is a CPU-intensive process, and maintaining connections with multiple Players during the streaming process is memory-intensive. To improve performance and encoding quality, you may want to use:

· Fast processors as well as dedicated computers for the encoding process

· A high-performance hard disk for the dedicated computer

· Audio and video cards (http://www.microsoft.com/windows/windowsmedia/service_provider/hardware/default.aspx) that have been tested for use with encoders, especially Windows Media Encoder 9 Series

· Windows XP Professional as the operating system 

· A network that can accommodate the bandwidth required by both the stream from the encoder and the overhead for other network traffic

Windows Media Encoder 9 Series allows you to do much more than just compress and encode data. This downloadable powerful tool adds to the value of your data by adding high-quality multichannel sound, high-definition video quality, and new support for mixed-mode voice and music content. If your enterprise, in addition to wanting to deliver an executive broadcast, delivers video or audio content, Windows Media Encoder 9 Series offers robust protection of your content through digital rights management (DRM).

For the first broadcast of your executive message, you may elect to broadcast live; the Windows Media Encoder provides additional benefit as it can connect directly to the capture device.

For system requirements for the Windows Media Encoder 9 Series, see the Windows Media Encoder 9 Series System Requirements (http://www.microsoft.com/windows/
windowsmedia/9series/encoder/sysreq.aspx)
Distributing with Windows Media Services
With your content digitized to a file on your computer from the capture phase of the process, the next step is to distribute it. Because of the protocols used and the limitations of Web servers, streaming content requires a streaming media server. These servers support a different protocol that maintains a constant connection with the Player, and thus delivers a successful, live multicast broadcast. They can log user data, which allows you to understand trends, identify bottlenecks, or troubleshoot performance issues on your server. Streaming media servers support streaming content at multiple bit rates, which can be useful when you need to stream content to a number of clients who are accessing your server at various connection speeds. Although Web servers support multiple connection speeds, they do not provide this same kind of functionality and support.

Distribution of your compressed and encoded content sources from the encoding process, and ends with the sending of the content to the end user. As you consider your distribution options, you may want to consider the following network performance and capacity issues:
· Because multicasting on a large network can result in a diminishment of network capacity, ensure that your network has adequate capacity.

· Minimize network bandwidth deficiencies. Do this by: setting limits to Player connections and bandwidth used; creating a server cluster; adding distribution servers; implementing a cache/proxy server system; and modifying your streaming content. 

· For large-scale deployments, the following modifications have improved results: Upgrading from a single-CPU server to a multiple-CPU server; installing additional or improved network interface cards; adding additional servers to your system; using network load balancing; adding cache/proxy servers to your system; implementing a content replication program closer to Players using the server; setting the network switches that  process streaming media requests and transmissions to full duplex mode to maintain an uninterrupted information flow. 

Although there are several streaming media servers on the market today, Windows Media Services 9 Series affords several benefits as a server choice: 

· Inclusion of Windows Media Services as an option of Windows Server 2003, Standard Edition, Windows Server 2003, Enterprise Edition, or Windows Server 2003, Datacenter Edition reduces your bottom-line costs.
· Multicast content-delivery is available only when Windows Media Services is used with Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition.

· Robust logging and monitoring functionality allows you to pinpoint network congestion.

· Full-provisioning allows you to automatically program and seamlessly update digital media content on the fly, including support for lead-in and interstitial ads. 
· Remote access through the server snap-in allows you to administer the server from the Microsoft Management Console (MMC), a Web browser, or command-line scripts.

· Ability to run the server on the same computer that acts as the domain controller results in reduced infrastructure costs.

· Plug-in models for the server enable developers to build their own custom digital media solutions and easily extend the entire Windows Media 9 Series platform.

· Authentication and authorization plug-ins control access to media content for your broadcast delivery. 
· Scalable network solution affords a solution that grows as your company grows.
Windows Media Services 9 Series supports approximately twice as many concurrent streaming users per server compared with the previous version, and considerably more than that amount in some scenarios. It includes a cache/proxy platform, so it can be extended to scale out in an easy-to-manage distributed architecture that conserves network bandwidth, decreases latency and reduces server load. The resulting architecture can scale to effectively support the largest streaming audiences.

For system requirements for the Windows Media Services 9 Series, go to Windows Media Services 9 Series System Requirements (http://www.microsoft.com/windows/windowsmedia/9series/server/faq.aspx?section=WINDOWSMEDIASERVICESBASICS&question=WINDOWSMEDIASERVICESBASICS2#NAME_WINDOWSMEDIASERVICESBASICS).

Using Windows Media Player
After your content is distributed through your corporate network, it is ready for your employees to view it. To play back a streamed file, your employees either click a link on a Web page or enter the location of the content in their player application, which contacts the server to start the stream.

Although several player applications are available, Windows Media Player 9 Series affords several advantages:

· The Player is included in the Windows XP operating system, where it is best experienced 

· Immediate instant-on/always-on playback experience for users on broadband networks and when connected to Windows Media Services 9 Series

· Delivery of audio and video content previously associated only with high-end audio and video devices

· Automatic management of language audio preferences, including user-based choices and the ability to change languages on-the-fly during playback
· Plug-in models for the Player enable developers to build their own custom digital media solutions 

· Easy deployment to corporate users

Windows Media Player 9 Series is for use with Microsoft Windows 98 Second Edition, Microsoft Windows Millennium Edition, and Microsoft Windows 2000. It is not supported in earlier versions of the operating system. 
For system requirements for the Windows Media Player 9 Series, go to Windows Media Player 9 Series System Requirements (http://www.microsoft.com/windows/
windowsmedia/9series/player/sysreq.aspx). 
Configuring a Broadcast Solution

This section explains the solution architecture in terms of a multicast scenario. The following illustration shows all of the Windows Media components acting together to complete the broadcast process. 
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Figure 1. Windows Media components for broadcast

The previous drawing shows multiple content sources and devices sourcing one video-capture card. This configuration requires a specialized capture card that can specifically source multiple inputs. 
However, the configuration for multicast across a corporate extranet is slightly different, as shown in the following figure. 
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Figure 2. Windows Media components for multicast broadcast across a corporate LAN

A multicast broadcast requires addressing of a number of different issues: 

· Live content considerations

· WAN considerations

· Capacity planning 

· Performance statistics

Live Content Considerations

Live content is streamed as a multicast broadcast instead of an on-demand stream because if one user exercises a play command on the stream, the entire stream is affected for all users. Therefore, to ensure a smooth broadcast for all users during live streaming, network connections between the encoder and the server should have an allocated amount of bandwidth that can not be interrupted by other network traffic. 
For example, during live streaming the content is in the buffer memory of the server for only a short period of time. Consequently, the system is less able to recover from streaming errors. Forward error correction provides error correction during playback, without forcing the player to request error-correction information from the server.

When broadcasting your live executive program, you may want to broadcast directly from the encoder. To do this, you must start the broadcast publishing points created for you by default during the installation of Windows Media Services 9 Series. These publishing points are pre-configured, and point to sample content that you can stream. 
Note   For your executive broadcast, remember to reconfigure these publishing points for your content so you do not stream the sample content. 
To host a live stream from an encoder on a Windows Media server, a connection must be established between two computers over an IP network. Windows Media 9 Series supports two ways to do this: the pull method and the push method.
You also may choose to connect your live broadcast through a series of hubs, switches, and other enterprise network devices. A description of this type of connection is described in "Content Delivery Networks, Decentralized Content Delivery."  

An efficient solution for users who miss the initial live broadcast is to archive the broadcast so that you can either rebroadcast the content, or provide it on demand to users after the broadcast ends. 
WAN Considerations

When enabling a multicast across a WAN, it is important to understand the impact on the logical network as opposed to the physical network. A frame relay network can be viewed logically: the frame relay cloud and the individual permanent virtual circuits (PVCs). In the model where multiple PVCs come together into a central data center, those PVCs terminate on a single physical port. It is common to have the aggregate bandwidth of the PVCs exceed the total port speed. This aggregation can be done because statistically, the aggregate bandwidth of the PVCs rarely exceed the port speed. However, in a multicast scenario, each PVC is treated as an individual WAN circuit requesting the multicast stream. For WANs with dedicated circuits, this is not an issue. 

Capacity Planning
The network operations group should be able to provide two useful pieces of information:  

· A network map

· Network-usage baselines for traffic at each segment

Use this information to determine network capabilities when considering whether to support multicast on a network segment. Some network segments might not be able to support multicast, and should be eliminated immediately from participating in the live multicast.

A network must meet the following criteria to support Windows Media multicast:

· The network topology must use 802.11 Ethernet.

· TCP/IP must be available for use by network devices, and network users must have a TCP/IP protocol stack installed on their desktops or in the broadcast location.

· Multicast-enabled routers and switches should be available on the network. Windows Media 9 Series does not support token ring-network topologies.

· Remote access must not rely on dial-in or Virtual Private Network (VPN) servers. For users that typically rely on VPN for network access, copying the archived file to a CD is recommended.
Although the initial broadcast of the executive message is live and multicast, any subsequent broadcasts may be scheduled from an archived file, and may be in a unicast scenario.

A common problem encountered when deciding on a base media-server platform is estimating the amount of storage required for on-demand media files. It is important to not only plan for immediate storage needs, but for future demands as well.

There are three factors that contribute to the size of a media file: 
· Actual encoded bit rate  
· Content type 
· Content length

A video with high motion, such as a rock video, generally produces a larger file size than a video with little motion, such as a talking head.

To estimate the file size of a captured stream, use the following calculation:

(X Kbps ( S seconds) / 8192 = Y MB


where X is the encoded bit rate in kilobits per second (Kbps)
S is the length of the stream in seconds
Y is the approximate total file size in megabytes (MB)
Multiple-bit-rate-encoded media files are not supported in multicasting; this encoding method is suitable for unicast only. Although Windows Media Services can stream just the optimal band in a multiple-bit-rate file, when stored as a media file, the file size equals the aggregate bandwidth of each band chosen plus an “insurance” band at approximately two-thirds of the lowest selected bit rate. For example, a multiple-bit-rate media file encoded at 80 Kbps, 37 Kbps, and 22 Kbps has an aggregate bandwidth of 127 Kbps (80 + 37 + 22 + an insurance band of 17 Kbps).

Once the bit rates are decided, the content must be encoded. Use the following chart to determine storage requirements for on-demand media files.

	Aggregate bit rate (Kbps)
	Minutes of content
	Approximate file size (MB)

	22
	30
	4.8

	37
	30
	8.2

	50
	30
	11

	100
	30
	22

	300
	30
	67

	1000
	30
	220


Performance Statistics

Use the estimated bandwidth requirement and the estimated audience volume to determine how much capacity your network and server system must allocate to accommodate demand.

To estimate the total required server capacity, use the following calculation:

Required bit rate per user * estimated audience volume = Total server capacity

For example, if broadcast content is delivered at a bit rate of 300 Kbps to 500 concurrent users, the server system and network must be capable of handling 150 Mb per second. The actual capacity of a server varies based on manufacturer, class, operating system, and other factors. 

The following table demonstrates the need for additional server capacity as the number of users and content bit rate increases. The number of concurrent users depends significantly on network topology. These figures are estimates based on the ideal situation and assuming no other drains to network bandwidth. To maintain this ratio of users-to-server per bit-rate stream and network connection, the server that distributes the streamed content should be as close as possible to the users.

	Bit rate of stream (Kbps)
	Type of network connection
	Number of concurrent users per server

	100 
	ISDN
	300

	300 
	DSL/Cable/LAN
	100

	300
	T-1
	1500

	300
	Cat 5
	483


Windows Media Services 9 Series is the most scalable streaming platform in the industry today. If you are streaming live content, the number of clients is very high, since disk I/O in many cases is a limiting factor when dealing with on-demand streams. In practice, it is not recommended to run production systems at maximum capacity for sustained periods, but rather at a more conservative level of up to 50% average peak utilization. 

Stream bit rates affect performance in several significant ways. High-bit rate streams are more efficient with respect to the overhead of the transmission protocol. This means that in a high-bit-rate stream, there is less overhead incurred in sending the data; but because more data is sent, the total aggregate network bandwidth is greater. Because of the larger stream size, fewer total streams can be delivered simultaneously in comparison to lower bit-rate streams.

In the best possible case, you are supporting access to low-bit-rate live streams, and in the worst possible case, access to many, short high-bit-rate streams. Both establishing a connection and having clients use the fast-forward or rewind features can adversely affect the performance of the server, especially when these activities occur at high levels. 
After you have determined performance statistics, you may want to test the performance of your design. To simulate the unicast client load on your Windows Media server, you can run Microsoft Windows Media Load Simulator. This simulation is an effective way to test real-world, streaming-media usage scenarios without exposing your server to actual clients. You can use the information gleaned from the load tests to set limits on your server, alter the configuration of publishing points, and authorization plug-ins.

Planning a Windows Media Deployment

Every deployment needs a plan, regardless of the size of the deployment. The plan can be as complex as detailed specifications and network diagrams, or as simple as a drawing on a napkin. What’s important is the process. By thinking about what you want—given your budget, hardware, or other constraints—you can design a system that meets your needs while avoiding escalating costs and unforeseen delays along the way.

For the plan to succeed, the following areas must be addressed:

· Success criteria, including goals for performance, quality, and capacity

· Assignment of roles

· Project schedule

A likely planning scenario is to reach all employees across all locations, using Windows Media 9 Series, with multicasting across 85% of the network. This planning scenario is the basis for the second and third implementation scenarios described in this document. 

Employees are notified of the event through e-mail messages or by browsing a list of events on a corporate Web portal. Viewers can receive a calendar reminder to view the event. When the event starts, viewers have video and audio streamed live to the desktop or another suitable viewing location. The live stream from the studio is multicast across the network, globally if necessary. The network segments that do not support multicasting use a Windows Media cache/proxy plug-in to view the event by using a unicast stream. 

The executive presentation includes slides and other visual information that is synchronized with the embedded stream, creating a fully integrated, digital media experience. As soon as the presentation is finished, the audio, video, and associated slides are instantly archived for later use. Users who missed the live presentation can view it on-demand or during a scheduled rebroadcast.

To meet this intended result, the following roles must be assigned: a project coordinator, digital media supporter, network infrastructure engineer, Web developer, intranet support team, help desk, trainer, and an audio/visual crew. In smaller enterprises, many of these roles may be carried out by the same person, and the complexity of the tasks associated with the roles is likely to be less than in a larger enterprise. In larger enterprises, each role is likely to be completed by one person, and the time to complete the design is likely to be greater. 

Network bandwidth is by far the most important issue for streaming media. Streaming media tools, protocols, servers, encoders, and players are focused on delivering the best user experience while managing bandwidth usage. Streaming media producers, developers, and IT professionals must balance bit rate with quality—getting the playback quality as high as possible while keeping the bit rate as low as possible. Corporate enterprises have their own set of challenges in distributing a streaming media broadcast. Although the enterprise network environment is more controlled than the Internet, it is not always robust and flexible enough to handle many different types of traffic, such as streaming media. This section addresses design and development for the following areas as they touch your executive broadcast solution.

Optimizing Broadcast Quality

Optimization of quality for your broadcast is necessary for the best possible end-user experience. Due to bandwidth restrictions, crossing WAN links is often the limiting factor in reaching every user in every branch. However, there are techniques that minimize these limitations:

· Encode a file at a lower bit rate for WAN users.

· Deliver a simulated live broadcast after the event.

· Consider installing an encoder/server pair at a remote site, and service users from the local satellite feed if available.

In areas of the network that are not suitable for your deployment or that are not multicast-enabled, you can use stream-splitting. Multicasting and stream-splitting do roughly the same thing: one stream feeds multiple clients. The differences have to do with how the methods are implemented and how the stream is delivered to the clients.

Where multicast or unicast distribution is accomplished using a broadcast publishing point on a Windows Media server, stream-splitting is accomplished with a cache/proxy server. The advantage is that cache/proxy servers handle stream-splitting automatically, unlike the distribution method in which publishing points need to be created and configured manually. 
However, a disadvantage of stream-splitting is that clients receive streams through a unicast connection. Therefore, stream-splitting should only be used on network segments that cannot pass multicast traffic, but have the bandwidth to handle multiple unicast streams. For example, cache/proxy servers can be used to split live streams to remote users connected using Remote Access (RAS). More information on cache/proxy servers is described later in the "Content Delivery Networks" section of this document.
Configuring Security Features

Security for your live broadcast includes two different types:

· Access privileges for users

· Usage rights for content

Setting Access Privileges for Users

Client access to your server and content for multicast is handled by the authorization plug-in, which grants clients access to your content. For unicast, client access is handled by both the authorization and authentication plug-ins; the authentication plug-in specifies how user credentials are obtained.

Windows Media Services 9 Series includes three authorization plug-ins. These plug-ins enable you to enforce access to your content, either through an access control list or an IP address. Each plug-in can be enabled at the server level, publishing point level, or both, and are as follows:

· WMS NTFS Access Control List (ACL) Authorization

· WMS Publishing Points ACL Authorization

· WMS IP Address Authorization

The WMS NTFS ACL Authorization plug-in enforces access-control policies that you set on files or directories in an NTFS file system, and is useful when you want to set different access-control policies for your content. Once this plug-in is enabled, each piece of content streamed from the publishing point or server must be authorized for the user account specified by the authentication plug-in. Therefore, if you are streaming content from a playlist, the user account must be authorized for every item listed in the playlist.

The WMS Publishing Points ACL Authorization plug-in also uses ACLs to enforce user access, but applies them to all content in a publishing point or all publishing points on a server. This plug-in is enabled at the server level with the following access permissions by default: 

· Everyone. The Everyone group has read permissions only. 

· BUILTIN\Administrators. The Administrators group has full permissions. 

The WMS IP Address Authorization plug-in allows you to use specific IP addresses or a range of IP address as a means of granting or denying access to your content. This plug-in is useful, for example, when you want to grant access only to users on an intranet. This plug-in is not enabled by default.

Controlling Use of Content
Most security measures protect content by controlling access to it. However, these methods do not protect the content itself. If your broadcast includes information that is considered intellectual property--copyrighted audio or video files--you may choose to safeguard this content by protecting the content through encryption or digital rights management (DRM). 

Microsoft Windows Media Rights Manager is the DRM solution for protecting Windows Media-based content, and protects a Windows Media file or stream by protecting the data itself through encryption. You may not need an access control system if Windows Media Rights Manager is used. By tying authorization to a non-transferable license, you can maintain tight control over who has access to your content and how it is used. 

Windows Media Rights Manager can be used for many different scenarios. For example, if you are in the entertainment industry and your executive broadcast includes audio or video clips of the latest superstar entertainer, encrypting the contents of the executive broadcast is probably appropriate. 

Windows Media Rights Manager can also be used to encrypt broadcast and VOD content, so that the content can only be played by viewers with authorization. If the content of your broadcast is moved or copied to an unprotected location, it is vulnerable. 

For example, there are applications available that capture streams to local files. If a user were to gain access to a stream, it could be recorded to a hard disk, and a viewer could freely make copies and distribute the file. In addition, authentication and authorization do nothing to protect files that are downloaded or distributed on CDs.

For more information on DRM, see the For More Information section at the end of this document. 
Using Content-Delivery Networks

Content delivery is the service of copying content to geographically dispersed servers, and when the content is requested, dynamically identifying and serving it from the closest server to the user to enable faster delivery.

The common content delivery approach involves the placement of cache servers at major access points around the network, and the use of a special routing code that redirects a content request to the closest server. When the Web user clicks on content that is content delivery-enabled, the content delivery network re-routes that user's request away from the site's originating server to a cache server closer to the user. The cache server then determines what content in the request exists in the cache, serves that content, and then retrieves any non-cached content from the origin server. Any new content is also cached locally. Other than faster loading times, the process is generally transparent to the user. 

The encoded streams can be distributed across a network using a centralized or decentralized topology. 

Centralized Content Delivery

In a centralized delivery topology, all clients stream from one origin server or server farm. Bandwidth usage is not spread across a wider area of network devices, thus lowering network fluctuation. Also, low- or mid-bandwidth WAN connections can be easily consumed with streaming media traffic. A centralized server may work for static content or in situations where the amount of streaming traffic is low, but this topology becomes too congested when there are many concurrent connections.

The following illustration shows how, in a centralized delivery topology, the network segments nearest to the origin server can become congested when all users connect to that server. 
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Figure 3. Centralized content delivery

Decentralized Content Delivery

A decentralized topology allows bandwidth usage to be spread out evenly across the network. This topology is often referred to as “edge serving,” because servers at the edges of the network service most clients. 

The following illustration shows a decentralized edge-serving topology.
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Figure 4. Decentralized content delivery 
With edge serving, network bandwidth no longer dictates the quality of the end-user experience. By decentralizing the distribution of streams, you can offer a higher-quality user experience without having to install a higher-bandwidth infrastructure. To handle an increase in user demand, you can simply add more edge servers. In addition, a bandwidth management system can also reduce bandwidth loads. 

Streaming broadcast content can place more load on a network than on-demand content because there is more likely to be a higher number of concurrent connections for a live event. Multicast solves the network load problem because many users can stream multicast content with little increase in bandwidth usage. 
However, there are areas of the network that cannot be configured for multicast because they are served by routers that cannot be multicast-enabled or are on token ring segments. 

Cache/proxy servers also play an important role in ensuring that the end-user experience is efficient, making the content streaming efficient for the end user. Cache and proxy service functions are most often hosted on a single server, called a cache/proxy server. These are computers or devices that intercept and handle client requests made to origin servers. 

For example, a system can be set up so that when a client makes a request to stream a file or open a Web page from an origin server, a cache/proxy server that is closer to the client intercepts the request and delivers the content from its cache. By using cache/proxy servers, you can ease the demand on the origin server and the network segments around it. The result is a more efficient use of network resources and bandwidth, and a better user experience because there is likely to be less buffering.

Managing Content
Managing Windows Media-based content is simple if you have only a handful of files to stream. However, a company that understands the value of communicating with audio and video over time will accumulate hundreds of files that need to be made available online. In addition to streaming audio and video, the company must be able to handle all the different types of multimedia content that go into a rich-media production, such as images, text, Web pages, script, and metafiles. Also, if a decentralized topology is used, the files must be made available on multiple remote-edge servers, as well as the origin server.

Moving content from the origin server to the remote servers can be managed by using one or more of the following methods:

· Manual distribution. An administrator manually copies files to remote caches. If you have 100 or more edge devices, this may not be the most effective solution. However, it can be used to quickly copy files to a new server.  

· Scheduled distribution. A program is used to automatically copy files according to a predefined schedule. Using scheduled distribution, you can work around time-zone differences and download content files after business hours when there is low traffic on the WAN. The files can then be stored until they are needed for use.
· Automatic caching. Content is not added to the remote cache until a user requests it. The first time a file is requested, it is played from the origin server and concurrently sent to the cache. Subsequent requests play the file from the cache. Most cache/proxy solutions use automatic caching.
In most cases, the preferred method is to incorporate elements from each option for your particular design. It is important to review your own requirements and design criteria to formulate the best option.

Distributed Campus Broadcast Scenario 
An example of this scenario is if a CEO announces the company's last quarter results to its employees. The live broadcast should be a best-effort attempt to reach every user on the campus at their desktop. The campus network comprises approximately 5,000 desktop computers.

Along with live video, the broadcast associates a Microsoft Producer for Microsoft Office PowerPoint® presentation that the presenter refers to at different times during the broadcast. At the conclusion of the speech, employees should be able to ask questions from their desks, and have a select number of them answered during the broadcast. Remote users who are in the field do not need to participate in the live event, but should be able to watch it on-demand when they are back in the office. 

The following details are involved in this scenario:
· Client computers connect to the campus network through shared 100 Mbps Ethernet hubs, with anywhere from 12 to 24 users per hub. Hubs are connected to 12-port 10/100 Mbps layer 2 switches, and are uplinked to layer 3 routers. Routers have T3 connections to the main campus data center through a hub-and-spoke topology.
· Servers are hosted in the data center and are connected via 100 Mbps switched Ethernet. Servers are running the Windows Server 2003 operating system. Domain security, DNS, and DHCP are based on the Microsoft Active Directory® directory service. 
· Routing Information Protocol (RIP) version 2 is used to advertise routes among servers. Multicast is already enabled on all routers and layer 2 switches. Internet Group Membership Protocol (IGMP) version 2 is supported by all devices on the network.
One Month Before the Event
Event requirements and infrastructure capabilities determine the event design. Any network infrastructure changes or upgrades, hardware purchasing or desktop-configuration changes should be identified and performed. 
Since multicast is enabled and available throughout the entire network, a single, broadcast publishing point multicasts the audio and video stream of the speaker.
For the accompanying PowerPoint presentation, a broadcast publishing point multicasts the slides on the network, and allows them to be cached by users' Web browsers before the event. This greatly reduces the hits on the Web server that occur whenever a slide is changed.
An open chat-room resource is hosted on one of the company's servers running Microsoft Exchange Server, to allow users to participate during the event. A moderator monitors the chat room, and directs questions from the audience to the speaker at the conclusion of the event.
A custom Web page integrates the multimedia stream, PowerPoint presentation, and chat into a single, easy-to-navigate view. An embedded Windows Media Player ActiveX® control displays the stream. A broadcast publishing point ActiveX control caches the multicast slides, and a Microsoft Chat ActiveX control provides chat-client functionality for user questions and comments. An HTML table of contents allows users to move backwards and forwards in the presentation slides during the event.
Because a single speaker addresses the employees from a single location, a properly configured conference room suffices as a temporary recording studio. The conference room is identified and reserved for the day before and the day of the broadcast date.
A single person from the team manages slide transitions for the presenter. This person sits at the encoder and feeds URL script events into the live stream at the proper interval to advance the slides on the Web page.
The encoder archives the resulting live Windows Media stream, and stores it on a media server so that users who missed the live event can watch it later through an on-demand unicast.
The network operations group determines that approximately 400 Kbps can be successfully multicast and sustained on the entire network and by every desktop. Based on this information, a 350 Kbps 320x240 stream at 30 frames per second (fps) is chosen as the target experience. This should provide good audio and video quality without pushing the network past the limits defined by the network operations group. A publishing point multicasts the presentation at 20 Kbps. The presentation displays as HTML pages, and the users' browsers cache the presentation for the live event. 
A single Windows Media server provides the multicast event to the entire enterprise. This implementation is preferred because the entire network is multicast-enabled and can receive the multicast from the origin server. Therefore, no proxy servers are necessary for stream-splitting. This single server also handles on-demand requests from users after the event. 
To handle encoding duties for this event as well as future events, the company also purchases and configures a workstation-class encoding computer.
Two Weeks Before the Event
The media server and encoder are built and tested. The server is connected directly to the 100 Mbps server backbone. The encoder operates from the conference room. A dedicated 100 Mbps Ethernet connection connects the encoder directly to the 100 Mbps switch, so that other network traffic does not interfere with the stream from encoder to server. 
The Web development team builds the Web page templates for the live broadcast. The HTML pages are hosted on the company's main intranet server.
A Microsoft Exchange Server chat resource is configured on one of the Exchange servers to support feedback and questions during the live event.
The network operations group confirms that any changes to the network infrastructure to support multicast are enabled and working.
One Week Before the Event
The encoder creates the stream profile with the proper settings as determined earlier by the team. The encoder is set to archive the live event to disk. The profile settings are saved and stored on the encoder. 
A single multicast broadcast publishing point is configured on the Windows Media server. The publishing point source is an HTTP stream from the live encoder. The broadcast publishing point is configured with the Stream Format file from the encoder, and the broadcast publishing point's .nsc and .asx files are saved with the HTML templates on the Web server. A broadcast publishing point is created that points to the Web server's virtual directory, which hosts the presentation slides. This directory has directory browsing enabled. so that the Windows Media server can access the slides by file name.
The test team tests the end-to-end components of the solution. Sample users from selected network locations participate in a pilot presentation to test multicast performance on various regions of the network. A sample presentation similar to the live event is conducted, with slide timing controlled by a person at the encoder. If the Windows Media Player does not have the latest codec version installed, it automatically downloads and installs the codec from the Microsoft Web site before playing the broadcast. This install is virtually transparent to the user. 
Three Days Before the Event
The team drafts an Outlook meeting request and sends it to all employees. The meeting organizer selects the online-meeting option as well as indicating that the option originates from Windows Media Services. She also makes the appropriate selections for URL address and event address. 

When the reminder pops up on users' desktops, clicking on the View Windows Media button opens a browser window and automatically loads the event.
One Day Before the Event
The reserved conference room is configured as a temporary broadcast studio. The CEO sits against a dark single-color backdrop. Rather than using the conference room's fluorescent lights, lighting is provided by three incandescent lamps positioned directly in front of and slightly above the speaker. A professional-quality digital video camera is mounted on a tripod and is positioned at the far end of the room, approximately 20 feet from the speaker. 
The encoding computer is positioned near the camera and serves two purposes: it encodes the live audio and video and streams it to the Windows Media server, and also is used by the presenter to control the PowerPoint presentation. The encoder's capture card is connected to the camera through an S-video cable and unbalanced, stereo audio cables.
A large computer monitor or VGA-capable TV screen connects to the encoder's VGA-out port. The monitor is positioned directly behind the camera; this positioning allows the presenter to see the presentation slides while he is speaking. The position of the monitor is important: if the display is off to the side, the presenter naturally looks in the direction of the off-center monitor, thus presenting a noticeable distraction to the viewers. By positioning the display behind the camera, the presenter can talk "through" the camera so that his eyes seem to be directed into the camera.
The CEO's presentation is opened in PowerPoint and exported as HTML. The files are saved in a directory on the intranet Web server.
The Day of the Event
Microphone and camera levels are checked and re-checked, and the multicast broadcast publishing point is turned on. 
Users receive the meeting request reminder from Outlook. Those who visit the presentation's URL early are presented with a lobby page that contains a description of the event and a "Please Wait" message. While the lobby page is loaded, the slides are transmitted to users' computers by using a multicast file transfer, and are cached by the user's browser. 
A high-quality lapel microphone attached to the speaker's shirt and hidden by a tie or jacket, or a quality directional microphone could be used to capture clear audio and minimize background noise from other people in the room.
In the room with the presenter is a designated moderator who fields questions from the remote audience participants and relays them to the speaker. The moderator should also have a microphone so that the selected questions can be heard at the appropriate time in the broadcast. The moderator should have her own computer with just the Microsoft Chat control loaded and connected to the Exchange chat channel. The moderator should have sufficient permissions in the channel to manage settings or exclude users from the channel if necessary.
Also present in the room is the person who was chosen to control the encoder and slide timings. The speaker uses a laser pointer or hand signal to indicate when to change the slide. The laser pointer, if used, is hidden beyond the view of the camera so that only the person coordinating the slide presentation can see it. 

At the appropriate time, the coordinator enters a URL script command into Windows Media Encoder. The script command uses the following syntax:
slide000x.htm&&slidedisplay

In this case, x is the slide number and slidedisplay is the name of the browser frame into which to load the slides.
The company's internal help desk is available to answer any technical issues that may arise while users attempt to connect to the broadcast Web pages.
During the Event
The coordinator clicks on the Start button in Windows Media Encoder to begin the broadcast. 

As the coordinator sends script commands, users see the PowerPoint slide change in their browsers. They may also participate in the live chat from the presentation Web page.
After the Event
The archived Windows Media file is copied from the encoding computer to the Windows Media server's unicast publishing point. A hyperlink to the on-demand event is also added on the event's intranet Web page so that employees can watch the event on-demand.
Mid-sized Corporate Broadcast Scenario 
This scenario describes a live broadcast to a mid-sized company with branch offices. 
A corporation wants to broadcast a demonstration of their new product offering to all of their field sales people and engineers. The company has 15,000 users at 100 different sites. 

The event includes a 30-minute introduction by the company president, followed by several product demonstrations. The company's internal media studio hosts the presentation, which takes place in a small auditorium with a live audience. 
Some participants are connected to the LAN from their remote offices. Users should be able to view images and technical information about the products synchronized with the live demonstration. After the demonstration, personnel are available to answer sales and technical questions about the products.
Each sales region has their own IT department that manages their internal LAN and user computers, and also provides technical support to local employees. While corporate technology standards have been defined for the entire organization, each sales region determines their schedule for hardware and software upgrades and deployments. Each region is expected to meet a minimum level of service and must purchase only from corporate-approved vendors. 
In some offices, desktop computers connect to the LAN through 10BaseT Ethernet with up to 24 users per shared hub. Other offices are connected to 100BaseT shared segments, and a few offices have migrated to switched 100BaseT. Depending on the size of the remote site, departments or floors in each remote office are connected by layer 2 and layer 3 routers to a 100 Mbps switched Ethernet backbone. By default, routers are not multicast-enabled. Each office maintains its own Open Shortest Path First (OSPF) routing zone. 
WAN circuits range from 56 Kbps frame relay circuits to T3 connections. Backbone traffic at the telecommunications provider is carried over Asynchronous Transfer Mode (ATM). Multicasting is available, but is disabled on the backbone.
Offices with 500 users or more host their own Web, e-mail, storage, and other network services. Smaller offices connect to the central headquarters for their Web, e-mail, and data services. Servers at each site are hosted on a 100 Mbps switched Ethernet server segment. Changes to the company intranet site are replicated to Web servers at remote offices periodically during off-business hours. All servers are running Windows Server 2003, Enterprise Edition, with domain security in a single-master domain model, with each sales region having its own locally managed resource domain.
Three Months Before the Event
A media-deployment team is created to design and implement an infrastructure that allows this and future live events to be broadcast on the corporate network. Members of the team are a cross-section of business unit managers, developers, A/V engineers, and IT personnel such as network support, desktop support, and server support staff.
Based on the given requirements, the team decides to build a multicast streaming infrastructure for its corporate distribution network. Unicast is offered for targeted users who do not qualify for multicast. On-demand streaming after the live event is not an immediate requirement and is addressed at a later time. 

The solution consists of maintaining source content at the company headquarters, and then sending it to remote offices. Any live content is maintained by administrators at the origin site. Presentations include live video and audio together with synchronized PowerPoint slides. A single, flexible Web interface is built and hosted on the company's intranet to be used for all current and future live broadcasts.
The first action of the committee is to define minimum client infrastructure guidelines. These guidelines are used to determine the level of service delivered to each qualifying site and user, and are defined as follows:

· Pentium II-450MHz 

· 64MB RAM

· 800x600 resolution with 16-bit (32,768) colors

· Audio-enabled with external speakers or headset

· Windows 2000 operating system

· Internet Explorer 6.0

By reviewing the machine inventory from every site, the team is able to eliminate those computers that do not meet the minimum client requirements for receiving the broadcast. Obviously, to take advantage of the live broadcast, all computers require sound appropriate output and speakers. 

The second action of the committee is to define the minimum network bandwidth guidelines. This involves reviewing performance data from each LAN and WAN circuit to measure utilization and available bandwidth at different times during the business day. 

Remote sites are grouped into three different categories, based on their historic available WAN bandwidth at the given time of day: 

· High-bandwidth sites are defined as those with 768 Kbps or more available bandwidth.

· Medium-bandwidth sites are those with 256 to 768 Kbps of available bandwidth.

· Low-bandwidth sites are those with less than 256 Kbps of available bandwidth. 

These levels must be sustainable throughout the defined presentation time for a site to be categorized accordingly. Sites at which the WAN utilization is near capacity cannot receive any usable digital-media stream.
After categorizing the remote sites, the individual segments within each site are analyzed for available bandwidth. Segments with less than 24 users per shared 10 Mbps node and users on 100 Mbps nodes qualify to receive the broadcast. Segments with more than 24 shared users or more than 50 percent utilization are disqualified because a multicast would cause excessive collisions on an already saturated segment.
The final action of the committee is to define minimum network infrastructure guidelines for each site. This involves reviewing the network inventory and determining the multicast capabilities of all routers and switches on the network. Routers that do not fully support IGMP v2 and Multicast Open Shortest Path First (MOSPF) are not enabled for multicast. 
Based on these decisions, the team defines three levels of service that a Windows Media-based streaming solution needs to deliver. Provided that the routers and switches support multicasting, a 300 Kbps multicast stream can be delivered to sites with high bandwidth, a 100 Kbps stream can be delivered to medium-bandwidth sites, and a 20 Kbps audio-only stream can be delivered to low-bandwidth sites. These bit rates were chosen because they do not saturate the available WAN bandwidth at any site, but still provide a high-quality user experience.

To support the synchronized slides, a 20 Kbps multicast file transfer transmits static content together with the digital media streams to pre-cache the slides in client browser caches. This allows the solution to scale to many users; without cached slides, every user would request a slide from the Web server at the same time when a URL flip script event is encountered in the stream.

To prevent a bottleneck at the master position, a splitter is placed in every remote site. The splitter grabs the single 20 Kbps live feed from the origin server and re-broadcasts it as a unicast stream. The slides and static content are replicated to the intranet Web servers by using Microsoft File Replication Service content replication before the event, so that remote users can retrieve them from a local source without making a request over the WAN. 

Two Months Before the Event
The network operations group enables multicast on the qualifying routers at a rate of one site per day to allow time to observe its impact on the network. 

The Web services group develops the Web page templates for the live broadcast. The template includes an embedded Windows Media Player ActiveX control with play and stop controls, a frame for the slides, controls for reviewing and advancing slides, and an embedded multicast file transfer control. 

The team reviews the network guidelines to design the streaming infrastructure topology. The origin server resides on the server segment in the company's headquarters. A splitter is also placed in a site where one or more non-multicast routers prevent the multicast from reaching it. For sites categorized as low-bandwidth, a splitter initiates a unicast connection to the origin server to retrieve the live stream through a unicast stream, and then rebroadcasts the live event by using a multicast stream within the local network. 

Once all of the splitter locations are identified, the team reviews the hardware requirements for these servers. For multicast-only splitters, the hardware requirements are less stringent, because multicast streaming does not put significant load on the servers. For unicast splitters, scalability requirements are higher. Unlike a multicast, each additional unicast connection uses additional CPU, memory, and network resources. 
Since the current plan is for live events only, local storage is not a concern at this phase. However, with on-demand streaming to be implemented in a later phase, the team ensures that all servers are upgradeable to dual processors and are RAID-capable. All origin servers and splitters run Windows Server 2003, Enterprise Edition, Windows Media Services 9 Series, and File Replication Service. 

The team works with the multimedia studio responsible for broadcasting the event to ensure their video and audio feeds are usable. Because the studio is accustomed to producing video for TV, they often include effects to enhance the experience, however, effects do not translate well into most streaming formats. 
The TV version of the broadcast may also periodically switch between video and slides. If the broadcast were to use this final edited feed as its video source, then at times the user would see slides in both the video frame and the Web page. Instead, the streamed broadcast uses a dedicated unedited version of the video feed that keeps the camera focus on the current speaker. Sony/Philips Digital Interface (SP/DIF) audio and S-video signals deliver the feed.

This dedicated video signal feeds a single encoder, which also resides in the studio. To support the three different encoding rates, the encoder must run three instances of the Windows Media Encoder: one each for the 300 and 100 Kbps audio/video streams and one for the audio-only stream. Because it supports three streams, a powerful workstation-class machine with a capture card and secondary integrated sound card is used as the live encoder. This encoding computer runs Windows XP Professional and Windows Media Encoder 9 Series. The encoder has a dedicated 100 Mbps switched Ethernet port connected to the same switch as the origin server at company headquarters.

One Month Before the Event
All of the origin servers, splitters, and encoders are built and integrated into the network. DNS and WINS names are registered internally so that they are accessible from every computer. All of the servers are configured as member servers in their own dedicated resource domains to simplify management and security tasks carried out by a single group of administrators. 

A dedicated, multicast broadcast publishing point is configured for each of the three streams on the origin server and splitters. A single multicast IP address is used for each broadcast publishing point across all servers on the network, so that the network operations group can track the multicast's impact on the rest of the network. The network operations group must ensure that the routers are configured so that each site only gets the multicast stream they need. If no permissions are set at the routers, the entire multicast event—300 Kbps, 100 Kbps, and 20 Kbps—may reach every network node, saturating some of the smaller network links.

Based on the chosen bit rates, stream profiles are configured on the encoder. The 300 Kbps and 100 Kbps streams are encoded together at a resolution of 320x240. The 300 Kbps stream encodes at 30 frames per second (fps), whereas the 100 Kbps stream encodes at 15 fps. 

A sample multicast that runs continuously is used to test the network infrastructure. The sample is configured using the live encoder with the defined profiles as the source. 

The Web page templates are completed and tested to make sure they work in every different broadcast scenario. 

Two Weeks Before the Event
All components are thoroughly tested to make sure any problems are worked out. A few practice runs are coordinated to coincide with the studio's rehearsals.

Since the broadcast only reaches certain users and departments, the servers are secured so that only authorized users can connect to and watch the broadcast. A Windows NT security group is created in the master account domain that is used to secure the Web page templates, .asx files, and server .nsc files. Users that are authorized to view the multicast are added to this group.

To secure the unicast splitters, another security group is created. By setting the mode of the server's Management Agent to reflector, you can import users of an Organizational Unit to the newly created data container, thereby administering rights and access privileges. Splitters are set to use NT LAN Manager (NTLM) authentication. On the live unicast publishing point's registry key, a Read and Execute Access Control List (ACL) is given to the associated security group for each domain container. 

One Week Before the Event
Web page templates are published to the company extranet and replicated to distributed Web servers throughout the enterprise. A Site Server content replication project is configured on each splitter, and content is replicated on a nightly schedule to all unicast publishing points.

The event is advertised on the company intranet. Presentation slides are exported and published to the intranet Web server and replicated to all distributed Web servers at remote sites. The multicast broadcast publishing point created to multicast the slides during the live event is configured with the URL of the slides.

The Day of the Event
One person is chosen to sit at the encoder to feed script commands to the live encoded stream. Since the encoder is located in the studio, this person can watch the live event video and slide advancements through the studio display, and configure the encoder to perform a URL flip synchronized with the presenter. A printout of the presentation slide outline with associated file names (nine slides per page) helps the person at the encoder to determine the slide file name for the URL script event.

When the event is ready to begin, the person at the encoder starts encoding. Users who joined early are loaded in "waiting" mode. "Waiting" users seamlessly switch to the broadcast as it starts. 

Large-Enterprise Broadcast Scenario 

The large-enterprise scenario describes a multinational firm that wishes to take advantage of their enterprise network to have users participate in a live, quarterly executive broadcast, targeted at specific users at each site.

The two-hour meeting is broadcast from the company's headquarters and originates from the company's internal satellite-broadcast facility. Traditionally, events like these would be broadcast to remote sites via a private closed-circuit satellite network, with remote participants required to watch the event from a TV-equipped conference room. By broadcasting the event over the network rather than by satellite, the company hopes to enable users to participate from their desktops, and to reduce the number of satellite transmissions necessary to reach remote sites.

The presentation consists of multiple speakers, each with several slides that are referenced during the speech, as well as a pre-recorded video. Due to the sensitive nature of the content in the presentation, slides are not available before the event. 

The company has 30,000 users in 1,000 branch offices throughout the world. The studio broadcast facility and headquarters are based in New York City. Central data centers are located in New Jersey (for operations in the Americas) and London (for operations in Europe and Asia). Data centers are connected via redundant T3 circuits.

Remote sites connect to the enterprise backbone in a tiered topology: large sites such as those in major cities provide support, server hosting, and network uplink for the smaller sites in the same region. Large sites connect directly to the closest data center via one or more private T1/E1 circuits. Smaller sites branch off the larger sites in the same region, and often connect with frame relay or fractional Ts from 1.5Mb to 56Kbps. 

Desktops and servers can be a variety of different architectures and operating systems. Windows computers are the predominant desktop standard, but some departments, such as the Web and multimedia-development department, use Macintosh computers whereas others, such as financial services, are Unix-based.

Network topologies also vary by department. TCP/IP over 10BaseT Ethernet is the current standard, with most of the company moving to TCP/IP over 100BaseT Ethernet in the next 12 months. Pockets of Token-ring still exist, as well as other Ethernet protocols such as IPX and AppleTalk.

The design for this solution is very similar to that of the mid-sized corporate broadcast scenario. For example, the design team members include the same groups and personnel, just with a larger representation of each group to support each site. The execution timeline is also similar, however, with a larger team, more tasks are accomplished in the same amount of time.

Six Months Before the Event

A solution team is organized similar to the mid-sized corporate broadcast scenario, composed of members of each significant team affected by the broadcast. A multicast streaming infrastructure is proposed to deliver the live, quarterly broadcast events to users. To minimize potential degradation to the network, unicast is not allowed. 

Since presentation slides are not available to the team before the event, the solution design is different from that of the previous scenario. Rather than export slides to HTML and deliver using a combination of a multicast file transfer and Web servers, the team decides to encapsulate the audio, video and slides into a single stream for simplified delivery. The studio agrees to provide a slide-only video feed which is simply the output from the presenter's computer scan converted into standard National Television Standards Committee (NTSC) 320x240 video. The team then uses this feed as another video source, and manually switches between the camera video and the slide video at the encoder.

The same minimum client-infrastructure guidelines are proposed as in the mid-sized corporate broadcast scenario for desktop computers, with additional requirements drafted for Macintosh desktops:
· PowerPC 180MHz 603e processor

· 64MB RAM

· 800x600 resolution with 15-bit (32,768) colors
· Audio-enabled with external speakers or headset
· Mac OS 8 operating system

· Microsoft Internet Explorer 6.0 or Netscape Navigator 4.7 
Additional minimum requirements are drafted for UNIX desktops:
· Sun SPARC 100Mhz processor

· 64MB RAM

· 800x600 resolution with 15-bit (32,768) colors
· Audio-enabled with external speakers or headset
· Solaris 2.6 operating system

· Microsoft Internet Explorer 6.0 or Netscape Navigator 4.7
A site-by-site inventory shows that Macintosh, Unix, and Windows-based computers with Netscape Navigator as their default browser do not have Windows Media Player 9 Series installed, or have an earlier version prior to version 6. The team therefore decides to deploy an enterprise-wide, customized Player package. The package includes the latest Media Player for the given architecture and language, as well as the latest codecs. A custom animation includes the company's logo, and the proper proxy settings are set to allow the player to access local network and Internet servers. 

Similar minimum network-bandwidth guidelines as in the mid-sized corporate broadcast scenario are defined. The same high, medium and low available bandwidth classifications are defined. Similar stream profiles are also defined—300 Kbps and 100 Kbps audio/video, and 20 Kbps audio-only. The 20 Kbps audio-only stream actually includes audio and the slide video, with no video of the speaker. Since slides are mostly static and contain almost no motion, they can be delivered along with the audio at a very low bit rate using the Windows Media Encoder screen capture codec. Users see high-quality snapshots of the slides at a very low frame rate with a good-quality audio stream.

Because the Web page contains no static content, Windows Media Player does not need to be embedded in the page. Accordingly, no Web templates require development. 

The team also outlines the network infrastructure requirements. Immediately, Token-ring segments are eliminated from the requirements because Windows Media multicast is not supported on Token-ring. Also, IPX-only and AppleTalk-only segments are also disqualified because they do not support IP multicast. For mixed-protocol segments to participate in the broadcast, the TCP/IP protocol must be used and desktops must use TCP/IP stacks. It is determined that at minimum, all network segments should be able to receive the 100 Kbps audio/slides stream, even if moderately utilized. It is expected that network utilization will be lower than usual during the live event because users are focusing on the stream more than on other network tasks. Only if a WAN prohibits a 100 Kbps or greater stream, is the 20 Kbps stream delivered. Sites with less than 24 users per shared Ethernet hub, switched 10Mb Ethernet, or shared/switched 100Mb Ethernet receive the 300 Kbps stream.

Three Months Before the Event

The team sketches out the network plan for delivering the multicast to remote sites. The team decides against enabling multicast on the WAN backbone for a number of reasons:

· Multicast packets can take any number of paths to reach their destination, and the network operations group cannot guarantee which path the packets take. Since many sites are composed of multiple WAN circuits, there is no reliable way to direct traffic down the best path.

· Some routers on the company backbone do not support multicast or are at or near capacity. When saturated, a router drops UDP packets (used during multicast broadcasts) in favor of TCP packets. Therefore, quality is affected at that point and to all downstream users.

· Some remote sites are interconnected with more than one other site for load balancing and fault tolerance. If multicast is enabled over the WAN but not configured properly, the downstream site may receive the multicast twice – once from each parent site.

· The multicast Time to Live (TTL) value would have to be set to a very large value in order to reach the farthest sites. One badly configured router could cause packets with a very high TTL to bounce around the network many times before expiring.

· With more than 2,500 routers throughout the enterprise, configuring and maintaining multicast routing protocols would be a challenge. The remaining three months left before the event are insufficient to enable multicast and study its effects on the network. 

However, within each site, multicast will be enabled on all routers that qualify under the given infrastructure guidelines defined previously in this scenario.

From these guidelines, the network operations group decides that splitters are placed at every major geographic hub that has a significant number of child sites connected to it. The live stream originates at the studio in New York, and is unicast to the data centers in New Jersey and London via the Metropolitan Area Network (MAN). From the data centers, the live unicast stream is distributed to the splitters, and then delivered as a multicast broadcast over the WAN. 
An advantage to this model is that it gives the streaming team very granular control over when a multicast begins and ends, and what zones it reaches. Smaller sites that cannot justify hosting a dedicated splitter (either because there is no local support administrator or no facilities for hosting a server) are configured to receive the multicast over the WAN (if supported by the network hardware). Protocol Independent Multicast (PIM) dense mode is implemented in each multicast zone to optimize multicast traffic.

Since the enterprise is distributed across multiple countries/regions and time zones, not every site receives the multicast live. Sites with business hours during the live broadcast receive the multicast live, while sites that do not have business hours during the event will receive a "scheduled re-broadcast" multicast. This implementation gives the streaming team time to replicate the archived Windows Media file to the remote site to prepare for scheduled re-broadcast. This solves some of the WAN bandwidth limitations since the file replication can take its own pace, without adversely affecting other WAN traffic. Therefore, spikes in WAN utilization do not affect the quality of the stream because it is no longer real-time. 

The team also takes advantage of the existing satellite infrastructure to reach sites that are WAN-bandwidth constrained. Since the event is simulcast over the private TV network, an encoder and server are placed in sites that would normally not be able to receive the entire 300 Kbps stream via the WAN. The streaming team in the headquarters using Distributed Component Object Modeling (DCOM) can remotely control the encoder and server in the remote site.

The same server/reflector/encoder hardware guidelines are used as in the mid-sized corporate broadcast scenario in purchasing or acquiring hardware for the solution. 

Two Months Before the Event

Origin servers, splitters and encoders are acquired, built and put into production. They are configured and tested as in the mid-sized corporate broadcast scenario. 

Dedicated broadcast publishing points are configured for each stream bit rate to be multicast, and .asx and .nsc files for the broadcast publishing point are copied to a shared directory on a Web server, to which every user has access.
One Month Before the Event

All of the components are tested to ensure they meet performance requirements. Any corrections to the design can still be made at this point. 

The customized Player package is deployed to all desktops. 

A calendar resource is created for each multicast broadcast publishing point to allow for scheduling and viewing of events. If the broadcast is successful, the distribution network functions as an always-on 24x7 "TV-like" network for different internal business units.

An encoder is configured with the appropriate stream profiles. The profiles, as .prx files, are replicated to each and every encoder that services the remote sites. 

Two Weeks Before the Event

A commercial is scheduled to be broadcast 30 minutes before the event, so that users who visit the event URL early know they can successfully receive the broadcast and that their sound levels are set correctly. The commercial is professionally recorded in the studio and encoded as an on-demand file. The file replications system replicates the on-demand file to all encoders in the enterprise so it can be inserted by the encoder before the live stream at every site. 

Two encoders reside in the New York studio during the live broadcast. One is used to encode the live event, while the other is a fault-tolerant workstation in case the first encoder goes down during the live event. The encoder is configured with multiple input sources—one for the audio/video of the current speaker, one with the video from the scan-converted slides with the audio of the speaker, and one for the commercial. A single person from the team controls when the encoder is switched between live video and slides. 

Advertising ensures that users attempt to load the multicast from their local server rather than a remote server at a different site. The event URL is advertised to users by:

· Localizing the event calendar so that users who connect to the calendar from their local site see the schedule for their site

· Sending a reminder e-mail message to each individual department with the URL to the .asx file on their local Web server

Day of the Event

The person controlling the master encoder begins the commercial 30 minutes before the start of the event. At the proper time, the encoder input source is switched from the on-demand commercial file to the live input source. By watching the edited live feed in the studio, the controller decides when to switch between the video and slides. Users see a seamless transition in the video.

Remote encoders that are encoding from satellite are started and stopped remotely from headquarters using the remote encoder DCOM utility. Remote encoders are left to encode indefinitely – starting and stopping of the multicast is controlled at the local reflector.

The live event is archived on each encoder and saved for later distribution to re-broadcast servers.

After the Event

The archived Windows Media file is replicated to remote sites that have been chosen to re-broadcast the event. The broadcast publishing points at those sites are configured to use the file as their source rather than pointing to a remote broadcast publishing point or remote encoder.

On each local network, the event is rebroadcast using scheduled multicast rebroadcast twice a day for a week for users who missed the live event. Starting and stopping of the multicast during scheduled re-broadcast is controlled by the Windows NT scheduler, which uses a script to start and stop the broadcast publishing point at the proper time.
For More Information
See the Windows Media Resource Kit by Microsoft Press for in-depth information on all aspects of Windows Media 9 Services.
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