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Abstract

IT organizations in businesses of all sizes are searching for ways to reduce their storage management costs. The Microsoft® Windows® Server 2003 family provides an industry-leading storage management platform. The Windows Server family implements a set of enterprise-ready storage management features and improvements that allow storage managers to reduce their total lifecycle cost of storage by providing easier management, faster performance, greater reliability, and stronger security. IT service providers benefit over the long term through an increased return on investments made in Windows-attached storage. This paper provides a technical overview of key storage management features in the Windows Server family and includes scenarios showing how IT organizations can take advantage of this technology.
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Introduction

Information is the most valuable asset a business owns. The financial health of many companies greatly depends on the continuous availability, integrity, and security of information. 
As more information becomes available in digital format, IT organizations face the challenge of managing growing amounts of data and storage with the same or fewer resources. At the same time, employees and others need to find and access the information they need—disruptions to the availability of information, or simply the inability to find it, mean wasted time and productivity.

Microsoft is responding to this challenge by making storage a full member of the trustworthy computing infrastructure: reliable, secure, and easy to operate to the point that users hardly ever think about it.

Microsoft Windows® Server 2003 provides the storage management platform that addresses customer needs for reliability, availability, and security. Together with its OEM and ISV partners, Microsoft is delivering storage management solutions ranging from data protection to network-attached storage (NAS), to multi-site high availability.

Evolution of Storage in Windows Operating Systems

The Windows NT® Server 4.0 operating system addressed the storage needs of enterprise file/print and applications servers by providing the journaling NTFS file system, supporting multiple file systems including the legacy FAT file system, NTFS, and the Network File System (NFS). This open architecture integrated with a wide variety of third-party management tools that provided additional storage-related functionality.

Windows 2000 vastly improved on the storage feature set in Windows NT by providing online storage management, a faster, scalable, and more robust implementation of NTFS (including support for encryption and compression), full support for removable media management, and infrastructure support for storage area networks (SANs). These features addressed many of the outstanding storage management and data availability problems faced by businesses. 
Windows Server builds on the Windows 2000 improvements to deliver a stable and robust storage management and delivery platform.

Storage:  What IT Organizations Demand
As the world’s information becomes digital, enormous quantities of data are created. The density of storage is increasing faster than Moore’s Law, and storage hardware costs are falling rapidly. However, the ability for users to make effective use of this data, and IT’s ability to manage it, aren’t keeping pace—in fact, the cost of storage management is increasing in many industries as the volume of data grows.

Data isn’t useful information unless it can be maintained and used effectively. This challenge is a software issue. Microsoft is committed to providing the tools that businesses need to manage their data effectively and reliably in two ways: 

· Providing Integrated Storage that unites both structured and unstructured data into a form where it becomes accessible information for users and fully manageable by IT. 
· Providing platform capabilities, APIs, and tools that let Windows developers and users build world-class storage management systems and tools.

To deliver Integrated Storage, Microsoft is investing heavily in improving the underlying storage features of Windows. The key features of storage capabilities in Windows 2000—including its robust journaling file system, no-reboot disk management, and heterogeneous file services—have been improved in Windows Server. In addition, Windows Server adds better SAN friendliness, improved availability and data protection through the new Volume Shadow Copy Service (VSS), and a host of internal architectural improvements that make storage management easier, more flexible, and less expensive.

Security 

Business users demand that their data remain secure from compromise or loss. Windows NT and Windows 2000 have always provided strong file- and object-level access controls, and they’re both certified for use in high-security environments that require C2-level certification by the National Computer Security Center (NCSC). Data security offers particular challenges, including enforcing access controls, maintaining user privacy, and allowing for backup, archival, and recovery of critical data. 

Server and Data Consolidation

Today, a great deal of corporate data remains directly attached to individual servers and Storage Area Networks (SANs)—and therefore separated into isolated islands. IT managers are working hard to consolidate and connect those islands into managed resources that allow greater utilization, efficiency, and availability. To simplify management and improve storage utilization, enterprises have focused on consolidating their storage resources into large-scale Network Attached Storage appliances (NAS) and Storage Area Networks (SAN). The technical distinctions between these systems are the type of interconnect used (typically high-speed Ethernet for NAS, Fibre for SAN) and the storage primitives understood by the storage system (files for NAS, block for SAN). 
Because of the technical distinctions, these systems have generally been used for different types of consolidation. NAS systems consolidate file servers, while SANs are frequently used to consolidate application storage. On Windows, this means that SANs frequently store the data for SQL, Exchange Server, Oracle, and Notes applications. The storage industry is moving toward a seamless SAN provisioning model, where storage can be added at any time and reallocated to applications as needed. Windows Server is ready to support this model by providing support for emerging SAN industry standards like iSCSI, as well as established standards like Fibre Channel and Gigabit Ethernet.

Continuous Availability

The September 11 tragedy reinforced the importance of providing redundant computing services for business-critical systems. Because failures can happen anywhere, this redundancy needs to be incorporated at every level of the system: redundant systems within a single computer such as dual power sources and power supplies, disk mirroring, hardware and software RAID, and hot swap-ability allow individual component failures to occur without impacting service. Multi-node clustered systems within a datacenter provide failover support for more serious system-level problems and can also provide scale-out support for larger applications. For truly business-critical applications, multi-site systems redundantly store data in multiple locations and enable entire site failover in the case that communications to data center are broken or there is a catastrophic loss of a data center.

Support for these levels of redundancy must be—and is—designed directly into the Windows operating system platform. Windows 2000 raised the availability bar by allowing hot-swapping of most server hardware components (with compatible hardware) and by greatly reducing the requirement to reboot after patches or upgrades. The Windows Server family builds on this support by providing operating system support for point-in-time copies of volumes (via the Volume Shadow Copy Service) and applications. These copies capture a consistent image of application data—including data from transactional applications like Exchange Server, SQL Server™, and Oracle—that can be backed up, restored, or moved to other hosts on the SAN, all without data loss or service interruption.
 In addition, the new Virtual Disk Service (VDS) provides a standardized set of APIs that third parties are using to build automated disk and storage management services into their availability management tools and underlying subsystems. 

Data Protection

Backup and restore is one of the oldest and most mature technologies in computing. However, many organizations still face problems because of the amount of data they have to back up and restore, and the time required to do this. There’s good news for backup and restore software vendors and customers. A  revolution for data protection and data movement is already in motion. As innovation in hard disk technology is dropping storage costs, Microsoft is working with software and hardware partners to enable a new application-aware paradigm in backup and restore: integrated shadow copy.
As disk becomes the primary target for backup, the age-old backup techniques of full, incremental, and differential are shifting to replication and shadow copy. Windows XP and the Windows Server family already support a world-class implementation of shadow copy services, both for server and client data. VSS provides a well-integrated and expansible foundation that Microsoft and third parties are using to enable timely and efficient backup and restore of small to very large data sets. The goods for customers is that this new model essentially eliminates the problem of “backup windows” and brick-level restore time overhead.

Storage Cost Management 

For customers, the costs of managing storage are not decreasing in line with the cost of acquiring storage. As hardware acquisition costs drop, the customer cost of ownership for storage continues to rise. Historically, these costs are primarily defined by the lifecycle costs of managing both data and storage, not the initial purchase cost. To be blunt, disks are cheap, while people—our true asset—are expensive. The key cost driver for storage is people, and the costs of manually managing and operating storage and server farms. The key to managing storage costs is giving administrators more flexibility and power in their management tools—empowering storage managers to consolidate their data and servers into larger, more easily managed aggregates.

Windows 2000 Storage Features

In response to the expanding needs for enterprise storage in distributed computing environments, the Windows 2000 Server operating system included improved storage management technologies. It’s important to understand these Windows 2000 features because they provide the basis of comparison with the enhancements featured in Windows Server. 
Some key Windows 2000 features include:

· Performance and scalability enhancements to NTFS. The native Windows file system provides a robust, scalable and highly available journaling file system. Journaling file systems keep transactional records of all disk writes; in the event of a failure, the file system can be checked for consistency, and repaired if necessary, by using the change journal. Moreover, NTFS supports very large volume sizes and numbers of files per-volume. 
· Online Logical Disk Management (LDM) tools and utilities for basic software RAID (RAID-0, RAID-1, and RAID-5). These tools allow administrators to create, mount, format, partition, and build RAID sets on dynamic disks without taking them offline.

· The Distributed File System (DFS), which provides a unified view of file shares to users and administrators, thus lowering the cost of managing and accessing storage by allowing administrators to distribute their storage while maintaining easy access for users.

· The Removable Storage System (RSS) enables hierarchical storage management and tape/near-line archival of data on Windows 2000 Server. 

· Faster, more reliable CIFS and NFS implementations provide interoperability and high performance. 

· A wide selection of data protection services through the Windows Antivirus Qualification Logo program. 

In summary, Windows 2000 provides a solid and powerful storage platform that meets business storage management needs today. The Windows Server family provides for growth features (like better SAN friendliness) that give IT storage managers a smooth expansion path. In short, Windows Server, provides a best-of-class platform on which partners can build next-generation storage management tools.

Key Windows Server Features Customers Have Asked For

Microsoft is committed to listening to its customers and incorporating the feedback into Microsoft products. As a result, a number of new storage features in the Windows Server family address IT managers’ needs for simplified and improved storage management. The most significant of these can be grouped as follows:

· Shadow copy support enables administrators to configure point-in-time copies of critical data volumes without service interruption. These copies can then be used for service restoration, archival, or restoration. In addition, when enabled, the Shadow Copy for Users feature allows users to retrieve archived versions of their documents that are invisibly maintained on the server.

· Improved performance, including faster NFS and CIFS file service, and a much faster implementation of the check disk (chkdsk.exe) disk repair tool. 

· Improved SAN support, including the ability to boot Windows Server operating system images from fiber-attached storage, an improved framework for IHVs to implement host-bus adapter (HBA) drivers, and support for emerging SAN protocols such as iSCSI.

· Improved redundancy support, including changes to the Windows kernel to make it easier for IHVs to implement multi-path I/O and new tools for managing fault-tolerant volumes from the command line.

The remainder of this paper describes these improvements, including usage scenarios on how IT organizations can take advantage of these new features to meet their users’ storage needs. 

Windows Server Storage Subsystem Enhancements

Windows 2000 Server provides a highly scalable and available online storage management platform. For example, the Logical Disk Manager allows administrators to perform most kinds of disk management without rebooting the target server. CIFS and NFS performance has been increased by tenfold, and the NTFS file system scales to extremely large volume sizes and file counts. 

These features and others are improved in Windows Server. However, the Windows Server family provides a number of new storage-specific features that fundamentally change the way people will use and manage data.

Windows 2000 Infrastructure Components Enhanced In Windows Server
Some of the most useful and valuable storage features in the Windows Server family are actually updated versions of features from the Windows 2000 Server family. The Windows Server family adds key improvements to areas including performance, the Distributed File System (DFS), volume mount point architecture, and the Encrypting File System.

Mounted drives
Mounted drives overcome the traditional limitation on the number of volumes that can be mounted on a server. Normally, servers are limited to 26 mounted volumes, because each volume has to be associated with a drive letter. Mounted drives are new system objects in the operating system’s internal name space that represent storage volumes. Each mounted volume is mapped to a mount folder on an NTFS volume. Because each mounted drive is pointed to an empty NTFS directory), administrators can graft new volumes into the namespace without requiring additional drive letters. Although the mount point must originate on an NTFS directory, the mounted file system can be FAT, FAT32, NTFS, CDFS, or UDFS.

Mount points allow users or system administrators to add storage space to a single server without disrupting the name space. This helps to simplify management activities related to storage. For example, clusters often make use of many mapped drives. Not only does an administrator have to worry about any mapped drives on a specific node of the cluster, but also any failed over drives. 
Mount points also allow administrators to build a single pseudo-volume with a rich variety of storage classes. For example, an entire SQL Server™ database and all of its components can be stored on one logical drive letter. Traditionally, the different pieces of a database required different types of storage configurations. Furthermore, the transaction log and database files themselves needed to be on separate storage for recoverability purposes. Mount points allow all of this to happen under one drive letter. For example, one D: drive can now be formatted as a RAID-5 stripe set for the cost-effective performance that the data files require. However, the D:\log directory can actually be pointed to a mirrored pair of disks that hold the transaction logs. Although all the components for the database (and each of the subdirectories of D:\) are physically stored on separate media, they all appear under one logical drive. The Windows Server family allows volume mount points to be clustered, so that a clustered SQL Server implementation could still take advantage of the ability to use separate physical volumes as an integrated whole.

In addition, the Windows Server family makes volume mount points “sticky” so that changes to the internal device name of the target volume (e.g., hardware or volume reconfiguration) doesn’t cause a name resolution problem. This means that a mount point is the target volume, in the same way that a drive letter is the target volume.

Encrypting File System

Today, Windows 2000 and NTFS provide C2-compliant security for files and directories on NTFS volumes. However, it is still possible to remove a physical storage volume and mount it on another system. Once the administrator mounts the volume in another system, the administrator of this system can take ownership of all data, effectively bypassing NTFS security. Portable computers are particularly vulnerable to this problem. 

Computers using the Windows Encrypting File System (EFS) store actual data in encrypted form, thus providing security in cases where the storage media is removed from a Windows-based system. Files are locally encrypted using a locally-generated encryption key; this encryption key may be encrypted with the public keys of a local or domain administrator, or another authorized recovery agent, so that local data can be decrypted in the event that the primary keyholder is unavailable.

Microsoft has extended the reach of EFS in the Windows Server family. EFS improvements in the Windows Server family include the ability to allow authorized additional users to access encrypted files, the ability to encrypt offline files, and the ability to store encrypted files in Web folders:

· EFS encryption keys are implemented on a per domain-user basis. Each user has an independent set of keys to which other users don’t have access. This provides good security, but makes it impossible for an EFS user to purposely grant other users access to encrypted files. In Windows Server, users can allow other users to access encrypted files, allowing for the sharing of sensitive data among approved peers. In addition, a recovery mechanism exists so that certain nominated accounts (administrator by default, but this may be changed) have the ability to recover encrypted data in case of a forgotten password, employment termination, or security check. This recovery feature is achieved without using a key escrow scheme—the recovery agent does not actually have access to the user’s private encryption keys. 

· Offline files enable mobile workers to keep locally cached copies of files from a file server. These copies are automatically synchronized with the file server when it’s available. A common database on the local machine is used to store all offline user files and to limit access to those files through explicit access control lists (ACLs). The database displays the files to the user in a manner that hides the database structure and format and appears as a normal folder to the user. Other user files and folders are not shown, and are not available to other users. These files often contain sensitive corporate data that companies cannot afford to have compromised. Windows 2000 doesn’t allow the local copies of offline files to be stored in an EFS folder. However, the Windows Server family has solved the problem of encrypting offline files by allowing them to be encrypted while preserving the automatic caching and synchronization mechanisms that make offline files so useful. When the offline files are encrypted, the entire database is encrypted using an EFS machine certificate. Individual files and folders may not be selected for decryption. Therefore, the entire offline files database is protected by default from attacks using the native EFS when this feature is enabled. 

· Office 2000 introduced Web folders as an easy way to share files among colleagues using the WebDAV protocol. Unfortunately, in Windows 2000, EFS could not encrypt these files. Although security could be applied, the very nature of a web folder implies at least some public access—it was easy to accidentally grant more access than intended. The Windows Server family now allows files stored in web folders to be encrypted, allowing for an extra level of security. When the Windows Server client maps a drive to a WebDAV access point on a remote server, files may be encrypted locally on the client and then transmitted as a raw encrypted file to the WebDAV server using an HTTP PUT command. Similarly, encrypted files downloaded to a Windows Server client are transmitted as raw encrypted files using an HTTP GET command and decrypted locally on the client. The temporary internet files location is used for intermediate transfer of the files using HTTP where the WebDAV “proppatch” and “propfind” verbs are used to detect and set the encrypted file attribute for Windows. Therefore, only public and private key pairs on the client are ever used in encrypting files.

· Windows 2000 EFS uses the DESX encryption algorithm. The Windows Server family improves the strength of EFS encryption by using the triple-DES scheme providing for more secure data. The flexible architecture of EFS allows Microsoft to add future algorithms (including AES) in future versions of the Windows operating system.
For more details on how Windows implements EFS, see the TechNet article “The Encrypting File System”.
Storage Management

The Windows Server family strengthens the disk and storage management tools included with Windows 2000. The improved tools have been expanded to allow more actions to be automated. In addition the storage subsystem in the Windows Server family is tightly integrated with the Windows Management Instrumentation (WMI) interface, the common management interface used across Windows applications, drivers, and system components. The Windows Server family comes with a richer set of storage oriented command-line utilities allowing for the automation of many storage-specific tasks that formerly could not be automated:

· DISKPART provides much of the same functionality of Logical Disk Manager through the command line. Using DISKPART, you can create and manage both basic and dynamic disks, including creating and repairing fault-tolerant volumes, expanding basic disks, extending volumes, and deleting partitions and volumes.

· FSUTIL is a command line tool that allows administrators to perform both file system and volume-related tasks, such as querying or changing file and disk attributes.

· MOUNTVOL allows administrators to automate the creation, deletion, and management of mounted drives. For example, MOUNTVOL can be used to dismount a volume from a mount point before the volume is moved to a different SAN sub disk, then to remount it when the move is completed. Furthermore, MOUNTVOL allows administrators to control whether or not newly discovered volumes (e.g. LUNs that are made visible in a SAN) are mounted automatically or not. Turning off automatic mounting gives administrators more control over how Windows Server machines interact with other SAN servers. 
In addition, a number of new storage-related information properties are exposed through WMI providers, making it possible to query, set, and monitor disks through any WMI-enabled application or tool.

Distributed File System

The Distributed File System (DFS) is a network server component that presents a unified logical view of distributed physical storage. DFS allows distributed file systems to be united into a single name space. Its usage provides higher data availability, load balancing, name transparency, and flexible volume administration.

DFS allows a corporation to set up a uniformly named and organized namespace encompassing many disparate servers, share and files. For end-users, DFS simplifies finding data—removing the guessing game that many corporate users face trying to remember specific server names or shares. With DFS, users simply remember the root DFS share, like \\fileshare\myworldwideshare and follow the hierarchical folder structure provide to them by DFS. Physical shares might reside on the same machine or across the country; with DFS, finding shares and data is transparent. 
From an availability perspective, DFS automatically balances requests for data that’s available on multiple servers furthermore, with replication enabled, DFS can distribute information to local servers, reducing network traffic while making the corporate data available to everyone in an efficient and redundant manner. In many ways, DFS does for distributed Windows-attached storage what file systems do for hard disks. File systems virtualize and mask the complexities of disks; DFS virtualizes a collection of servers and associated storage, simplifying storage management. 

The DFS server component presents distributed volumes in a logical manner by mapping physical UNC names to logical paths. Thus, \\Corporate\Sales\Tools\SalesWidget could have the following physical topology underneath:

	DFS logical path
	Physical location
	Explanation

	\\Corporate\Sales
	\\Sales\SalesInternal
	Root share for sales

	\\Corporate\Sales\Tools
	\\Corporate\prod_Tools
	Junction to published tools directory

	\\Corporate\Sales\Tools\Saleswidget
	\\WidgetTeam\production
	Junction to the Widget production server


The Windows Server family enhances DFS by referring clients directly clients to the closest available DFS server. As files can be distributed across the globe to various satellite offices, it does not make sense for a client user logging on in LA to connect to the DFS share in New York if one is available in San Jose or even locally in the office. Accordingly, DFS uses the Active Directory® service site topology map to automatically choose the DFS server with the best network performance for that particular client. Because Active Directory site definitions are automatically replicated to all domain controllers in an organization, every client will automatically be directed to the best available DFS redirector. 
For more information on DFS, see the “Distributed File System” white paper at http://www.microsoft.com/windows2000/techinfo/howitworks/fileandprint/dfsnew.asp.
Authentication, Authorization, and Access Control 

Windows NT and Windows 2000 Server both feature a fine-grained access control list (ACL) capability that makes it easy to assign security to volumes, files, and folders. The Windows Server family improves on that solid foundation by expanding the ACL functionality. The most significant change in the ACL security model is that Active Directory forests may now be set up to explicitly trust each other (where relationships within forests are still “transitive”). Although the best practice is for an organization to have a single forest, mergers and acquisitions and security separation requirements often result in a single organization with two or more forests. In Windows Server, forest trusts may be established so that resources in one forest may have ACLs that contain accounts or groups homed in a different forest. This enables the trusting forest to enforce constraints on what Security Identifiers (SIDs) it will accept when users from trusted forests attempt to access protected resources. A name-to-security ID (SID) translator automatically translates SIDs from a trusted forest into a user-readable friendly name.

Performance Enhancements

File sharing performance in the Windows Server family has improved greatly over previous generations of the Windows operating systems. The Common Internet File System (CIFS), Windows’ default file sharing protocol, has seen a performance increase of 2.5 times from its introduction in Windows NT 4.0. The Network File System (NFS) server and client components, found in Microsoft Services for Unix, has also undergone significant improvements, with performance gains of up to 1,500% from Windows NT 4.0. Because Windows Server computers can more quickly and efficiently serve requests from networked machines, they can be asked to carry the load of multiple Windows 2000 or Windows NT 4.0 servers.

The NTFS chkdsk (check disk) utility has been updated for the Windows Server family to provide significantly faster performance over the already vastly improved utility in Windows 2000. Due to the enhanced journaling features of NTFS, chkdsk is invoked in less than 1 percent of crashes. Like fsck on UNIX, running chkdsk used to be a time-consuming process, as the entire disk must be scanned for errors. The companion chkntfs utility allows administrators to see whether chkdsk should be run on a volume or not; in cases where it’s recommended, in some cases chkdsk can now be run in the background while the volume is online. Contrary to popular belief, performance does not depend on the size and layout of the volumes so much as the number of files stored on the volume. In the case of fragmented volumes with millions of files, performance gains of up to 10 times Windows NT 4.0 are possible in Windows 2000—and up to 70 times faster than Windows NT 4.0 in Windows Server!

New Storage Features In Windows Server
The Microsoft Windows Server family introduces a number of industry-leading new features to make storage management and support easier, less expensive, and more flexible. Implementing these features correctly will help you meet the storage demands of your business operations now and in the future. These features can be separated into four distinct groups: 

· New availability features help keep your data available, even if hardware or network failures interrupt access to portions of your network infrastructure. 

· New data protection and recovery features increase protection for your critical data and make recovery easier, and faster, should it be necessary.

· New storage management features make storage management easier, faster, and less expensive.

· New architectural features make the Windows Server family a better storage platform by adding infrastructure and operating system features that third-party hardware and software vendors can use to make their own products better.

New Availability Features

Most measurements of availability focus on the availability of servers or services. If a user tries to access a service, and can’t, it doesn’t matter to the user where the problem is: with the server, the application, or the data. The Windows Server family addresses today’s increasing demand for higher availability by providing enhancements in each of these areas. What are some of the architectural and feature improvements that improve availability in Windows Server?
· Volume Shadow Copy Service (VSS). The Volume Shadow Copy Service (VSS) is a user-level service that coordinates shadow copies for applications and target NTFS volumes. VSS also makes  an integrated set of APIs available to applications. Through integration with target applications such as SQL and Active Directory, VSS enables fool-proof—and consistent state management—backup and restore of complex, transaction-oriented applications. This does away with the uncertain behavior of existing hardware and software-based tools for making point-in-time copies. For example, VSS coordinates shadow copies for all the processes involved in a point-in-time copy: to target applications, via backup applications, and to storage devices. The writer’s job is to serialize application data when VSS asks for a consistent copy of that application’s data. For example, a VSS writer would flush the application’s I/O queue and freeze the database so that no additional changes would be made until the VSS operation was complete. The Windows Server family includes writers for Active Directory and NTFS file systems; Microsoft and third parties will be providing writers for a variety of Windows-based applications. VSS providers take the data provided by the writer and process or store it; for example, the included NTbackup application can act as a VSS provider, using VSS to copy Active Directory or file system data. (For more details on VSS, writers, and providers, see http://www.microsoft.com/storage/). 

· Automated System Recovery (ASR) makes it possible to completely restore a Windows 2000 Server and Windows Server to its original state, on a similar hardware configuration. By creating an ASR backup set with the included NTbackup application, administrators can restore the system state (including the registry and local copies of Active Directory data) and any or all volumes on the server by booting from an ASR restore CD. The restore CD contains the necessary software and drivers to allow a complete restoration from whatever backup system is in use. This dramatically simplifies the process of completely restoring a failed system. In addition, ASR is intelligent enough to allow restoring an ASR backup to different hardware, making it an easy way to migrate to larger, more powerful servers. 

· Open file backup, enabled through the Volume Shadow Copy Service, allows NTbackup (or other .NET-aware backup utilities) to open and copy a file that’s already opened and in use by another application or user. The normal behavior for backup tools is to ignore or skip any file that’s already open, meaning that some critical data may be missed. Because the Windows Server family puts open file backup support into the core operating system, any backup vendor can leverage this facility in their own clients.

· Shadow Copies for Shared Folders, built on the VSS engine, enables individual Windows XP Professional users to use their familiar Windows Explorer interface to retrieve their own point-in-time copies of files and folders that they may have accidentally deleted. This is analogous to the deleted item retention feature in Microsoft Exchange Server: once an administrator turns on the shadow copy for clients feature, users can use point-in-time copies to recover arbitrary versions of files and folders they own. This is useful for version control, as well as for recovering items that were accidentally (or maliciously) deleted, damaged, or modified. 

New Data Protection And Recovery Features 

Businesses of all sizes are demanding two seemingly opposite capabilities: better data protection and simplified, more efficient data recovery. The Windows Server family meets these demands by providing support for a number of new protection and recovery features.

Data Protection

Data protection includes a number of desirable capabilities: protecting data against eavesdropping or tampering, enforcing access controls that keep unauthorized users away from it, and securing it against irretrievable loss or damage.

· Selective storage presentation. The Windows Server family allows administrators to control which specific logical unit numbers (LUNs) are visible to an individual server. Servers that cannot see a particular LUN cannot mount it, so they can’t access or modify any data on it. In conjunction with switch-based SAN presentation control (or zoning), selective presentation provides a useful adjunct to the file system-based access controls provided by NTFS.

· Volume Shadow Copy Services support. This lets you keep multiple, independent point-in-time copies of critical data, and to restore any one of those copies at a point in time. Because the Windows Server version of NTFS supports read-only NTFS volumes, shadow copies can be mounted and copied reliably. Since the shadow copy process itself is fast and efficient, there is no penalty for taking frequent backups. 

· Improved multipath I/O (MPIO) support. Offered through third parties, a new multipath I/O driver enables a standard way for storage vendors to provide customers with fault-tolerant, fiber-attached connectivity to Windows 2000 Server and Windows Server hosts on a SAN. For customers, MPIO improves the reliability and performance to Windows hosts. MPIO supports up to 32 paths.
Data Recovery

Data recovery mechanisms allow administrators to recover selected data items and sets from a server or storage unit. The key requirements for a useful data recovery capability are that it be robust and fast. 

Shadow copies for shared folders enable users to independently recover their own data files. Acting as a user-specific backup tool, the shadow copy interface is built into Windows Explorer. Users can retrieve previous versions of their server-based files on demand. 

Volume Shadow Copy Services enable administrators to keep point-in-time copies of file systems. Because VSS guarantees applications a chance to make their data consistent before the copy is made, the replica’s contents can be safely used to restore application services in the event of a hardware failure. Administrators may select the frequency and timing of VSS shadow copies; since each shadow copy is basically a file system image, they can be backed up to disk, tape, or near-line storage. With appropriate storage hardware, shadow copies may also be migrated to other hosts on a SAN. This provides a great deal of recovery flexibility; for example, an Exchange administrator could take periodic shadow copies of a single storage group, then move it to another host on the SAN for backup to tape.

Automated System Recovery greatly simplifies the process of recovering a downed server. Instead of reinstalling the operating system and all drivers, ASR allows administrators to boot from a CD, reload the server’s entire data set from backup, and resume normal operation in the minimum time. 

The improvements to DFS discussed earlier allow for better distribution of data for good locality to clients. That means that the DFS implementation in the Windows Server family adds to the overall recoverability of your data by allowing you to maintain multiple, geographically distributed copies. Clients can automatically access the best available replica, so an easy way to add redundancy is to configure DFS mirrors of critical data. Once configured, replication and client redirection are automatic, and as long as one or more replicas survive clients will have uninterrupted access.

New Management Features

It’s not enough to add cool new storage features; since storage management costs are exceeding storage acquisition costs, storage managers demand help in reducing storage TCO and management costs. The Windows Server family delivers by adding new management capabilities in two ways: enhancing existing features in Windows 2000 and adding new functionality. 

· Windows 2000 only allows a single DFS root on each server. In large Windows 2000 DFS deployments, this limitation sometimes requires that servers be added just to provide multiple DFS roots. A single Windows Server can contain multiple DFS roots, making it possible to consolidate DFS root servers while maintaining the distribution and replication of data files that make DFS attractive.

· In Windows 2000, mounted drives could not be clustered. The Windows Server family removes this limitation, so that failure of a single cluster node failure no longer renders the mounted drive unavailable. 

· Scriptable disk and partition management makes it easy to build a standardized disk and partition configuration via a set of scripts that can be quickly run on newly built servers. In addition, the availability of scriptable disk configuration tools means that administrators can integrate disk and partition management tasks with their existing management tools and scripts (including third-party tools that can run scripts on demand).

· Administrators can now back up open files; in conjunction with VSS, this essentially eliminates the need to have a backup window at a specified time. Instead, administrators can perform backups at the best time for continuous operation. 

New Architectural Features

One of Microsoft’s key goals in the Windows Server family was to make it the platform of choice for enterprise storage management and deployment. The Windows Server family is purpose-built to be storage media- and transport-neutral. The Windows architecture is designed to handle fixed and removable storage devices using any combination of device and media types over any connection of supported interconnects.

· A completely redesigned driver and port model (known as the STORport model) replaces the existing SCSI miniport design. The miniport model was designed expressly for ATA and SCSI devices. Business storage is increasingly moving away from server-attached storage and toward network-attached storage (NAS) and storage area network (SAN) devices. NAS and SAN devices have different performance characteristics and command sets from traditional storage devices; the STORport model adds support for these differences, as well as internal performance enhancements that will provide a smooth expansion path to future standards like InfiniBand and iSCSI. 

· As storage capacities have drastically increased, the definition of “large volume” has kept pace. A 100 gigabyte (GB) disk volume would have been improbably large for most sites two years ago; now single disks of 100 GB+ capacity are commonly available from low-end electronics resellers, and multi-disk volumes are growing accordingly. The NTFS file system in the Windows Server family easily handles multi-terabyte volumes, with a maximum volume size of 18 exabytes on 64-bit hardware. 

· Windows servers don’t operate in isolation; they provide data and services to Windows, Macintosh, Linux, UNIX, and NetWare clients. Accordingly, Common Internet File System (CIFS) and Network File System (NFS) performance is of great importance to organizations that have heterogeneous clients on their networks. The Windows CIFS redirector implementation has been internally redesigned to provide better performance on Gigabit Ethernet networks, as well as to provide support for other new Windows Server features like the Volume Shadow Copy Service.

· In SAN configurations, it is often desirable to provide multiple paths between a host and an attached storage device—if one path fails, another path can automatically be used to transfer data between the host and storage. Unfortunately, multi-path I/O (MPIO) has historically required a great deal of vendor-specific configuration and implementation code, meaning that it’s hard to install, configure, and use. The Windows Server family includes core support for MPIO as part of the operating system; storage hardware vendors can use this core support to add reliable, easy-to-configure MPIO to their products. Storage managers benefit by having greater flexibility and ease of use when setting up MPIO configurations—and a higher quality offering to Windows hosts.

· Windows 2000 already provided support for storage devices attached via shared SCSI, Fibre Channel, IEEE 1394 (“FireWire”), and USB. The Windows Server family improves on this broad range of device support by adding support for USB 2.0, InfiniBand, and iSCSI, In addition, a new API for writing host-based adapter (HBA) drivers makes it much easier for vendors to build well-behaved Windows drivers. This pays off for storage managers by helping them avoid “DLL hell” configuration problems.

· SAN booting allows Windows Servers to be booted remotely over a fiber-attached SAN. For customers requiring network boot, or consolidating entire operations on SANs, this reduces the need for locally-attached server storage. For customers with these requirements in place, SAN boot enables Windows-attached data consolidation, including the operating system image.

How Windows Server Helps: User Scenarios
The Windows Server family has a greatly expanded range of storage features. It’s much more interesting to see these features as administrators and storage managers will: in scenarios that outline how the features work to make storage management easier and less expensive.

Improving SAN Deployment 

Scenario: Sanjay is a storage manager for a medium-sized manufacturing organization. He is responsible for rolling out SAN storage that will be used as storage for Exchange, SQL Server, user home directories, and manufacturing-floor kiosks.

How Windows Server Helps
· Windows Server computers can be instructed not to mount particular volumes they see at boot time; this allows Sanjay to configure his file and print servers to ignore volumes to which the Exchange, SQL Server, and kiosk computers need exclusive access.

· Volume Shadow Copies enable Sanjay to delegate “undeletes” to his users that may have inadvertently deleted their files stored in their shadow copy-enable user directories. This saves him from having to perform brick-level restores from tape every time a user call the Help Desk asking for a previous version of a file or to restore a file he or she accidentally deleted. 

· HBA API support means more reliable HBAs, and no more “DLL hell”. Sanjay can choose the HBAs that best fit his needs without worrying about driver conflicts or bad interactions between SAN management software and the vendor-specific HBA tools. 
· Better support for multi-path I/O means that (with the right third-party hardware and software) Sanjay’s critical servers can be easily configured so that I/O requests automatically fail over between HBAs in case of a failure. Sanjay’s CTO is impressed with the drastic improvement in server uptime.
Enabling Server-free Backup and Hardware Transport
Scenario: Iris’s company has just acquired a competitor. The two companies use dissimilar storage hardware. Iris needs to back up a large volume of database data daily. Because her database servers are in production 24/7, she cannot afford any service interruption or performance degradation. Further, because her database servers are physically distributed, she cannot locally attach tape drives to all servers, and she cannot tie up the LAN for the length of time that a conventional LAN-based backup would require..
How Windows Server Helps
· Volume Shadow Copies allow Iris to take point-in-time copies of her databases without interrupting user service. Once made, these copies can be moved to volumes on other servers without impacting the database servers’ performance.
· The Windows Server family is hardware-agnostic, so its SAN support features work equally well with single- or multiple-vendor environments. Iris can mix and match storage hardware and manage it from Windows Server.

· Because the Volume Shadow Copy service allows Iris to mix and match VSS writers and providers, she can choose from a number of third-party data protection packages that offer the features she needs. This flexibility increases her servers’ manageability with no extra effort on her part.

· The support in the Windows Server family for advanced SAN protocols like iSCSI make it possible for backup software vendors to move data from its host server directly to a backup device, using the appropriate network (LAN, WAN, or SAN) as a data transport. For example, Iris can use iSCSI to back up her servers in one physical location to an IP-capable storage device in another location, sparing the expense and difficulty of deploying Fibre Channel across multiple locations.
Providing Continuous Data Availability

Scenario: Ellen is the lead Exchange administrator for a large international airline. Her Exchange servers are business-critical because they’re used to send scheduling messages to flight and maintenance crews throughout the world, and delays can cause immediate lost revenue if flights are delayed or cancelled. 

How Windows Server Helps
· Volume Shadow Copy Services allows Ellen to take daily shadow copies of her Exchange servers. By combining shadow copies with intra-day disk backups of her transaction logs, she can recover any server’s mail data to any point in time for which she has a backup. In addition, VSS allows Ellen to take database shadow copies and move them to another machine for analysis (including running Exchange tools like eseutil and isinteg).

· With Automatic System Recovery, the mean time to recover a failed server is cut dramatically. Ellen can distribute ASR recovery media to each server site so that local administrators can quickly begin recovery without having to wait from assistance from the centralized help desk. 

· Scenario: Arlene administers file and print services for a 50-person architect’s office. She frequently has to restore data from backups after users accidentally delete needed files or make changes that they need to reverse. This forces her users to have to wait until she’s available, which aggravates them and slows their work.

How Windows Server Helps
· With the shadow copies for clients features, Arlene can show her users how to recover their own files whenever they need to. This eliminates the need for her to be involved with recoveries, freeing her time for more critical tasks.

· Since the Windows Server family can back up open files on a file server, Arlene is assured that her backups will contain usable copies of users’ critical files, even if they forget to shut down or log off before leaving for the day.

· With DFS, Arlene can create multiple redundant replicas of project specifications and other important data; by doing so, she ensures that all users will have access to reference materials even if an individual server is down for maintenance or repair. She can also use FRS to automate replication of files between servers to ensure that replicas stay up to date.

Enhancing Storage Management Tools

Scenario: Franc manages the servers used by executives at a large financial services operation. The servers are full of high-value, frequently updated data that must be protected against accidental or malicious damage. In addition, the executives require high availability of the servers’ data so that they can make timely business decisions.

How Windows Server Helps
· Franc can enable use of the Encrypting File System for his users. Data stored on the server can be encrypted so that the executives who need it can read it, but no one else can. However, Franc (or other administrators he designates) retains the ability to take ownership of, and decrypt, the data if necessary. The users’ data is protected whether it’s stored on file servers, on laptops, or in offline folder caches on the laptops.

· By using DFS, Franc can both centralize and distribute his important data: for management purposes. To his users,  all of the shares appear as though they were on a single server, even though they’re really distributed— reducing the risk of loss or downtime due to failure of individual servers. 

· The amount of downtime Franc’s users will tolerate is very low. By using the dynamic disk management tools in Windows Server, Franc can reconfigure and rebuild volumes on the fly, without having to down the server.

· Shadow copy features in the Windows Server family protect Franc’s data in two ways: he can use VSS to capture point-in-time copies of his data whenever desired, and users can use the Shadow Copy for Users feature to retrieve older versions of files whenever required.

Scenario: Dora manages a farm of web servers. She frequently needs to replace failed machines, which either involves reconfiguring an existing machine to match the failed one or building a new machine to the same specification.

How Windows Server Helps
· Dora uses DFS and its companion, the File Replication Service (FRS), to efficiently mirror content across her servers. This allows a change-once, use-everywhere distribution model. All the web servers receive the latest content with no special action on Dora’s part.

· The Microsoft Operations Manager (MOM) can query the WMI providers included with the Windows Server family to give Dora an accurate, understandable, continuously updated picture of her storage utilization. The Windows Server family provides WMI performance counters for basic and dynamic disks, so Dora gets detailed statistics on her storage subsystem’s utilization and performance. Because MOM also includes support for major IHV management platforms, Dora gets advance warning of potential hardware trouble spots before failures occur.

· Since Dora’s servers use a standardized configuration, she has developed scripts that use the DISKPART and FORMAT tools to quickly configure a replacement server’s storage to the required standard. This allows her to delegate server rebuilds to local administrators.
Reducing Storage Management Costs

Scenario: Max manages user storage for a large law firm. With a total of more than 75 file and print servers, Max spends too much time managing, maintaining, and repairing individual servers. He wants to consolidate file and print services onto a smaller number of computers and a SAN, without sacrificing reliability or increasing his users’ workloads.

How Windows Server Helps
· Windows Server 2003 provides integrated management support for both NAS filers and SANs. Max is free to choose the solution that best meets his storage needs, growth expectations, and budget. 
· As Max consolidates his servers, he can buy a set of identically configured servers. By combining the unattended installation features in the Windows Server family with the DISKPART and FSUTIL tools, he can quickly turn the new servers into a common operating system and volume configuration—ready to receive migrated data from the old servers.

· During the consolidation process, DFS allows Max to set up a single user-visible share, \\lawfirm.com\documents, from which all existing files are visible—whether they’re on the SAN or a server’s local storage. This eases data access for users by giving them a single point of access; DFS also makes it much easier for Max to add or reprovision server-attached or network-attached storage without interrupting user access.

Summary
Companies of all sizes are searching for economies of scale in their IT environments. A growing number of IT organizations are looking for cost-effective, Windows-based storage management solutions. As the market usage of for Windows-attached servers grows, so too does the demand for an integrated approach to managing Windows-attached storage and applications. The Windows Server family provides the best long-term value by enabling achieving long-term business continuance, resumption and storage management on Windows. The Windows Server family provides a stable, robust, capable platform that offers superior performance, manageability, and interoperability for storage management.

Related Links

See the following resources for further information:

Microsoft Storage home page at http://www.microsoft.com/storage.

For the latest information about Windows Server, see the Windows Server Web site at http://www.microsoft.com/windowsserver2003. 
� Database applications require an application-aware VSS module or  “writer”.


� When the recovery agent decrypts the files, they remain decrypted; this protects users against corrupt recovery agents who decrypt files and read them when they shouldn’t by making such snooping obvious.






