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Abstract

This document describes a series of performance tests conducted for Microsoft Commerce Server 2009, using the Commerce Server 2009 SharePoint-based Default Site. This document describes the hardware and software configurations used in the testing summarizes the results.
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Commerce Server 2009 Default SharePoint Site Performance Guide

This document describes a series of performance tests conducted for Commerce Server 2009, using the Commerce Server 2009 SharePoint-based Default Site. The hardware and software configurations used in the testing are described and the results are summarized. 

Executive Summary

The Commerce Server test team conducted a series of performance tests by using high-end hardware and the prescribed installations of Commerce Server 2009 and its associated SharePoint-based Default Site. This executive summary provides an overview of the testing that was conducted, its key results, and a summary of the hardware that was used. The rest of the document provides additional details about the testing architecture, methodologies, and more detailed results.

Performance Testing Overview

The performance test run was conducted with Commerce Server 2009 and the Commerce Server SharePoint-based Default Site. The test run:


Was run against four x64 Web servers, two x64 database servers that were running SQL Server 2008 Enterprise Edition, and one clustered modular storage array (with wide and automatic data striping). 


Simulated 400 users without incorporating "think time". In other words, the simulated users clicked through their scenarios much faster than human users would do so. The user count was derived from the Commerce Server 2007 Starter Site testing to allow a comparison to Commence Server 2009 running on top of Microsoft Office SharePoint Server 2007 (MOSS).


Was conducted over a one-hour period after a 5-minute warm up.


Used a variety of page groups to simulate real-world Web site activity. These actions included catalog browsing, adding items to a basket, checking out, and logging on to and logging off the site.

Key Results

The following table summarizes the key results of the performance test run.

	Metric
	Test run

	Number of users (without "think time")
	400

	Approximate number of transactions (orders per second)
	3.55

	Numbers of servers (database servers / Web servers)
	2 / 4

	Catalog/Marketing/Inventory database server CPU utilization
	20 percent

	Orders/Profiles database server CPU utilization
	4 percent


Hardware Vendors

The following hardware was used for the Commerce Server 2009 performance test run:


The computers were various models of Hewlett Packard (HP) ProLiants


The 64-bit processors were manufactured by Advanced Micro Devices (AMD)


The load balancer was provided by F5 Networks


The SAN disk was from EMC Corporation

Architecture and Topology

The following figure shows the architecture and topology of the Commerce Server 2009 performance test runs in an x64 environment.
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Note

The SharePoint, Administration (MSCS_Admin), Catalog, TransactionConfig, and Marketing databases were configured on one database server. The Transaction and Profile databases were configured on the other database server.
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Hardware Details

The following table describes the computers that were used for the Web and database servers for the test run, and the SAN and networks used.

	Hardware role
	Hardware configuration

	Web server
	Four HP ProLiant DL385


Two 2.4 GHz Opteron dual core processors


8 GB RAM


Two 146 GB Ultra320 10K HDD

	Management Web servers
	One HP ProLiant DL385


Two 2.4 GHz Opteron dual core processors


8 GB RAM


Two 146 GB Ultra320 10K HDD

	Database servers
	Two HP ProLiant DL585


Four 2.2 GHz; Opteron dual core processors


32 GB RAM


Two 146 GB Ultra320 10K HDD


Two Emulex LP9002


Each database server connected to an EMC SAN with two connections

	SAN
	EMC CLARiiON CX3-80


16 GB Cache


8 4 GB/s Front-end Port


80 73 GB Fiber Channel 15K RPM Drives, 20 300 GB Fiber Channel 10K RPM Drives


2 Brocade Silkworm 4100s


Four LUNs, Two for each DB server (configured RAID 1+0, one for logs, one for data)


	Networks
	
One GBPS Ethernet on the Internet side of the Web servers


One GBPS Ethernet between the Web servers and the database servers

	Load balancer
	
F5 BIG-IP Local Traffic Manager


Software Details

The following table provides an overview of the software installed on Web and database servers.

	Computer role
	Software configuration

	Web server
	
Windows Web Server 2008


MDAC 2.8


IIS7 (Integrated Mode)


MSXML 4.0


.NET Framework 3.5 SP1


Commerce Server 2009 Enterprise Edition


Microsoft Office SharePoint Server 2007 SP1

	Database server
	
Windows Server 2008 Enterprise Edition x64


SQL Server 2008 Enterprise Edition


Performance Best Practices

The following techniques are useful for optimizing performance on a Commerce Server site.

Network Infrastructure


Use a hardware load balancer for the front end.


Use SSL offloading wherever possible.


Deploy a firewall with at least 1Gbps throughput.


Deploy switches with at least 1Gbps throughput.

Storage Setup


Install two or more host bus adapters in database servers and use PowerPath/multipath I/O.


Use mesh-networking topology for SAN fiber switches.


Use a SAN that is optimized for write operations.

Storage Disk Layout


Transactions/Profiles Database


LUN 1 – Log: (8 disks) One 4+4 RAID 1/0, 64KB stripe MetaLUN 


LUN 2 – Data: (48 disks) Six 4+4 RAID 1/0, 64KB stripe MetaLUN 


Catalog/Marketing/Inventory Database


LUN 3 – Log:  (24 disks) Three 4+4 RAID 1/0, 64KB stripe MetaLUN 


LUN 4 – Data: (20 disks) Two 5+5 RAID 1/0, 64KB stripe MetaLUN 


Processor Assignments


Processor A


Transactions/Profiles Data


Processor B


Transactions/Profiles Log


Catalog/Marketing/Inventory Log


Catalog/Marketing/Inventory Data

Testing with SSL

This test run used only HTTP requests because the test environment consisted of a limited number of test agents. A significantly larger number of test agents would be required to handle both load generation and SSL decryption.

The same test performed with SSL requests would likely produce results similar to those in this document if it were run in an environment that included an SSL accelerator and a sufficient number of test agents.

Environment Setup

General

Commerce Server 2009 and Default Site were installed on the Commerce Server computers according to their published installation guides.


The test environment was deployed in the lab on a private network.


The load generation scripts were created using Microsoft Visual Studio Team System 2008. The test rig was comprised of one Visual Studio Team System 2008 load controller and six Visual Studio Team System 2008 load agents.

Database Server

The MSCS_CatalogScratch database’s data file and log file were each split into four equally sized files on the SAN shared disk, one data file and one log file for each processor.


Database administration activities were not performed during the test run. Similarly, for best performance, avoid such activities during peak hours.


Catalog and inventory database statistics were always updated after large data import operations.
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Note

For optimal performance, you should keep the statistics on the Commerce Server database tables up-to-date. You can do this by executing the Transact-SQL statement UPDATE STATISTICS WITH FULLSCAN on each large table in your Commerce Server databases.


Although it is not a requirement, the catalog and inventory databases were on the same SQL Server.


The marketing resource was configured in its own database on the same SQL Server as the catalog database.


The profiles and orders databases were configured on their own SQL Server and not on the same SQL Server as the databases for the other Commerce Server systems.


Full text searching was configured to use the SAN disk.


EMC MetaLUN was used to stripe over a larger set of disks.


For this testing, the MOSS databases were located on the same database server as the catalog database. To maximize performance, we recommend that you have a separate MOSS database server.

Web Server

IIS7 application pool was in Classic Mode, since it is a requirement of MOSS 2007.


All ASP.NET 3.5 SP1 updates found at http://go.microsoft.com/fwlink/?LinkId=141182 were installed.


The CommerceDataWarehouseAuthenticationModule was removed from the Web.config file.


The registry value UnsafeAuthenticatedConnectionSharing was changed from its default value of zero (0) to the value one (1). This change causes the Commerce Server 2009 Core Profiles System to reuse database connections and prevents frequent log on and log off operations that would otherwise adversely affect performance. However, in some scenarios, there are security implications to consider. For more information about these security implications, see "Performance Issues Using SQL Server Windows Authentication" at http://go.microsoft.com/fwlink/?LinkId=78099.

The registry location of this setting is:

x86: HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Commerce Server 2007\Profiles,UnsafeAuthenticatedConnectionSharing = 1

x64: HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\Microsoft\Commerce Server 2007\Profiles
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Note

You must run IISReset for this change to become effective.

MOSS 2007

The review Web Parts were removed from the product details pages. This was done to allow a better comparison of Commerce Server 2007 with Starter Site performance to Commerce Server 2009 with Default Site performance. 


Site collection output cache was enabled with the Anonymous Cache Profile setting set to Public Internet (Purely Anonymous).


Search services were set not to index while the testing was being done. We recommend that you should perform search crawling during off peak times.

Data Setup

The data setup for the test environment consisted of the following:


One catalog with 1,000,000 products.


100 million profile records. 


Profile Breakdown:


10 million users. (Each user had one shipping address and four credit cards with one billing address.)


40 million credit cards.


50 million addresses.


Total of 100 million profiles.

Performance Monitoring Techniques

The following techniques and applications are useful when monitoring Commerce Server performance:


Monitor the performance of the database server by using SQL Profiler. Watch for queries with long-running times, SQL recompilation events, table scans, and so on. For more information about SQL Server performance tuning, see http://go.microsoft.com/fwlink/?LinkId=77973.


Use Performance Monitor (perfmon) to monitor the relevant counters associated with SQL Server. For example, recompilations per second, disk I/O, and so on.


On the Web server, monitor the catalog caching performance counters and appropriately tune your cache. 

Test Run


The performance testing was performed using Microsoft Visual Studio Team System 2008. 


400 simultaneous users were simulated. 


The simulated users did not include any "think time".


Commerce Server 2009/MOSS 2007 performance was measured over a one-hour period, after a 5-minute warm-up period had elapsed.

The simulated usage was divided into the following scenarios according to the percentages shown.

	Scenario
	Percentage
	Default Site page(s) in this scenario

	Browse category
	30 percent
	category.aspx

	Browse product
	50 percent
	product.aspx

	Anonymous checkout
	18 percent
	cart.aspx, checkout.aspx, product.aspx

	Add to Wish List
	2 percent
	commerceloginpage.aspx, product.aspx, shopperlist.axd


Detailed Results

The following detailed results should be considered "detailed" only with regard to the summaries that were discussed earlier. In order to be easy to understand, they represent averages over several different servers and have been rounded to a reasonable degree of precision.

These detailed results for the test run are divided into four categories: summary, server use, client-side counters, and server-side (ASP.NET) metrics.

Result Summary

The following table summarizes the performance test results.

	3.55 checkouts/orders per second

	22 Web requests per second per server (excludes static content such as images, CSS)


Server Use

The following table shows server use for the test run.

	Server role
	CPU utilization
	Memory use

	Web servers
	99 percent
	5 GB

	Catalog/Marketing/Inventory database servers
	20 percent
	7 GB

	Orders/Profiles database server
	4 percent
	27 GB


Database IOPS

The following table shows the number of database I/O operations per second for the test run.

	Database roles
	Read IOPS
	Write IOPS
	Average disk queue length
	Maximum disk queue length

	Catalog/Marketing/Inventory database
	0.375
	12.902
	0.086
	16.721

	Catalog/Marketing/ Inventory Database log
	0
	566.186
	0.162
	0.432

	Transactions/Profiles Database
	8.485
	182.181
	0.076
	2.838

	Transactions/Profiles log
	0
	57.737
	0.034
	0.077


Client-Side Metrics

The following tables list the performance clients and show the load generation statistics for each performance client in the test run.

	Client
	Processors
	Clock (GHz)
	Architecture

	Controller
	AMD Opteron 880
	2.4
	X64

	Agent 1
	AMD Opteron 880
	2.4
	X64

	Agent 2
	AMD Opteron 275 HE
	2.2
	X64

	Agent 3
	Intel Core 2 Duo E6750
	2.66
	X64

	Agent 4
	Intel Core 2 Duo E6750
	2.66
	X64

	Agent 5
	Intel Core 2 Duo E6750
	2.66
	X64


	Requests per second average
	86 *

	Response time average
	4.66 *


Server-Side (ASP.NET) Metrics

The following table shows the average results for each Web server in the test run, as tracked by several different server-side metrics.

	Web server metric
	Average value
	Counter name

	Requests per second
	22 *
	Web Service\Get Requests/sec
 + Web Service\Post Requests/sec

	Request wait time
	0.083
	ASP.NET\Request Wait Time

	Request execution time
	367.86
	ASP.NET\Request Execution Time

	Request queued
	90
	ASP.NET\Requests Queued
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Note

Throughout this document, values with a single asterisk (*) only include ASPX requests and do not factor in dependant requests such as images, CSS, and other static content. Note that this is a change from performance testing that was done on Commerce Server 2007 using the Starter Site.

Comparison to the Commerce Server 2007 Starter Site

Performance testing demonstrates that MOSS 2007 does have an impact on the overall load capabilities of the Web servers. Similar testing was done using Commerce Server 2007 Starter Site R2 using identical server hardware, similar load balanced setup, and the same user load. The following table provides a comparison between the Commerce Server 2009 SharePoint-based Default Site and the Commerce Server 2007 Starter Site.

	Commerce Server 2009 SharePoint-based Default Site
	Commerce Server 2007 Starter Site R2

	3.55 checkouts/orders per second
	5.5 checkouts/orders per second

	22 Web requests per second per server (w/o images and CSS)
	101 Web requests per second per server (includes images/CSS)


The results suggest a reduction in throughput of transactions/orders in the Commerce Server 2009 SharePoint-based Default Site. This is a direct result of the overhead introduced by SharePoint and the additional in-line management and content editing features that SharePoint provides.

If increased transaction throughput is required, you can use the traditional ASP.NET-based Starter Site with the Commerce Server 2009 Multi-Channel Commerce Foundation.

Commerce Server 2009 Sizing Guide

Based on the results of this performance test, the following table can be used to determine the hardware estimates under various load scenarios for order throughput.

	Web Servers
	Orders/Second

	2
	1.93

	4
	3.55

	8
	6.78

	12
	10


For performance metrics such as page views, the following formula can be used to convert page view to requests per second:

Request per second = Page views per second * Requests per page

The requests per page will vary based on the page and functional design of the Web site, but typical values range from 4-8 requests per page excluding images, CSS and other static files.

The following example shows a typical calculation for pages views for the performance-testing scenario described in this document:

22 request per second per server * 4 servers = 88 request per second

Similar calculations could be used to determine hardware sizing based on page view information of Web sites.

Page view throughputs and page response times could also be dramatically increased by incorporating various caching solutions such as hardware based caching using the load balancer, server based using solutions such as ISA Server or using third party content delivery networks. Browse and catalog pages are usually excellent candidates for caching because they do not have any user input and are non-user specific.

Hardware Vendor Links


F5 Networks Big IP Overview

About F5:

http://www.f5.com/about/
F5 Application Ready Network for Microsoft Applications:

http://www.f5.com/solution-center/partners/application-partners/microsoft.html
BIG-IP Information Sheet:

http://www.f5.com/products/big-ip/
BIG-IP Hardware Platforms:

http://www.f5.com/products/hardware/big-ip/
Contact F5:

MicrosoftPartnership@F5.com
F5 is the global leader in providing Application Delivery Networking, allowing its customers to provide high availability, scalability, acceleration, and security to a wide range of applications such as Commerce Server 2007.

In this round of testing, the Commerce Server test team leveraged the BIG-IP Local Traffic Manager to manage the connections from nearly 1200 users to a farm of 12 Commerce Server front ends. By using the BIG-IP LTM, the Commerce Server team was able to scale to a large number of users and servers while working to achieve the coveted ‘5 9s of uptime’ goal.

BIG-IP LTM also offers a range of functionality to accelerate a Commerce Server deployment. SSL Offloading, Caching, Compression, and Client Side optimizations are all available via the WebAccelerator software module available for the BIG-IP.


Hewlett Packard DL385 Overview:

http://h20000.www2.hp.com/bizsupport/TechSupport/Document.jsp?lang=en&cc=us&taskId=125&prodSeriesId=428936&prodTypeId=15351&prodSeriesId=428936&objectID=c00292438
Excerpt:

The new ProLiant DL385 delivers on the DL380's history of design excellence with enterprise-class uptime and manageability, and now with proven 2-processor AMD Opteron performance, and 2U density for a variety of rack deployments and applications. The DL385 introduces a new processor speed and support for up to two dual-core model 285 (2.6GHz)


Hewlett Packard DL585 Overview:

http://h18004.www1.hp.com/products/servers/proliantdl585/index.html
Excerpt:

The ProLiant DL585, the best performing x86 4-processor server in the industry, now supports the new AMD Opteron dual-core processor further increasing the performance leadership of this system. Dual-Core AMD Opteron processors enable a huge boost in performance. Depending on the application and environment, customers can expect to see anywhere from 15 to 65% performance improvement in the same 4U chassis! The 4-processor HP ProLiant DL585 now supports 2.6GHz dual-core processors, 1GHz HyperTransport, and PC2700 and PC3200 memory, producing a server ideal for space constrained customers looking for leading performance and management in a rack-optimized form factor.


EMC CLARiiON Information:

http://www.emc.com/products/family/clariion-family.htm
Conclusion

With two database servers, four Web servers, and the sample workload described earlier, the test run achieved 3.55 orders per second. During test execution the Web servers were busy (~99 percent), whereas the usage of the database servers and associated storage array was under 21 percent, respectively. This suggests that the orders per second throughput could be increased by adding more Web servers without having to add more database servers or storage arrays to the topology.
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