


Microsoft.com Operations Virtualizes MSDN and TechNet on Hyper-V
There has been a lot of buzz recently about Hyper-V™, and perhaps that buzz raised the same interest for you as it did for us. More specifically, you may have asked yourself questions, such as:
"Is Hyper-V up to the task of production server virtualization?"
"Does Hyper-V have the stability and performance required to meet our needs?"
Microsoft.com Operations (MSCOM Ops) already had designs about how Hyper-V would reshape our lab operations, but we were really interested in how it might transform our production hosting of high visibility Web sites that service from tens of millions to several billion requests per day. 
If you were at MMS 2008 and heard Bob Muglia’s Keynote, you already know that MSDN.microsoft.com (MSDN) and TechNet.microsoft.com (TechNet) have been successfully running on Hyper-V. Specifically, we migrated MSDN March 31 2008, and then followed up with TechNet April 18 2008. This article provides further details about testing methods and the results from Hyper-V Beta to RC0 that generated our confidence to fully roll out MSDN and TechNet on Hyper-V in production. These are just the first steps. We plan to share further details about testing and deployments as we virtualize other high scale sites (such as www.microsoft.com) and smaller sites, by leveraging the consolidation benefits of virtualization.
Hyper-V is installed as a Microsoft® Windows Server™ 2008 role. For more information about Hyper-V, see Windows Server 2008 Hyper-V Product Overview – An Early look and the Hyper-V Team Blog.
Proof of Concept Criteria
We based the initial selection of MSDN as our proof of concept virtualization site on the following three criteria:
Running Windows Server 2008. Because Hyper-V supports Microsoft® Windows Server™ 2008 guests with up to four CPUs, and Windows Server 2008 is our platform of choice, we decided this was the best proof of concept option. 
Technically Interesting Application Characteristics. Early in the process, MSCOM Ops committed to the Hyper-V team to provide four IIS-based Hyper-V production workloads to stress Hyper-V, and to provide ongoing feedback before RTM.
Engaged and Supportive Development Partner. The team responsible for development and content of the site needed to be very supportive of making an early adopter leap onto a virtualized platform. 
Because the development team responsible for MSDN and TechNet partnered with us to migrate the sites to Windows Server 2008 prior to RTM, and are very open to other new technology adoption, these sites were a great choice. The sites also have interesting load characteristics, therefore making both MSDN and TechNet excellent online sites for putting Hyper-V to the test.
Implementation
The rollout of Hyper-V in our production environment followed our standard approach to new technology adoption. Our architecture allows us to use global and local load balancing to quickly bring clusters or individual servers into and out of rotation. We heavily leverage this agility during our technology adoption efforts. This helps us safely bring new systems under production load in a controlled manner, while ensuring a continued positive customer experience.
After analyzing the results of some standard performance tests (for example, memory, CPU, and I/O) our confidence in Hyper-V was such that we moved to site-specific testing in production. We monitored the site with normal production monitors while gathering detailed performance metrics specific to each physical server and virtual machine (VM). The production monitors include basic server health as well as end-to-end application tests. This ensured that the deployment was meeting or exceeding previous MSDN and TechNet site performance and availability targets.
Hyper-V Beta Deployment
Our production testing began in early February 2008, when we installed the Hyper-V role on two physical servers, with each hosting three VMs running MSDN. Production load on these six VMs progressed from a cautious 1 percent to 20 percent very quickly and smoothly. During the next six weeks, we tested various amounts of load and VM combinations to better understand the performance characteristics and scalability of the product and the site. MSDN was also deployed directly onto matching physical servers to compare VMs against physical performance, scale, and stability with the same load characteristics.
In an effort to push the site and Hyper-V to their performance limits, we replayed production IIS logs by using the Web Capacity Analysis Tool (WCAT) to understand the upper range performance and scale characteristics. 
We tested and compared one, two, and finally three VMs per physical server. The data gathered is in line with those discussed in the "MSDN and TechNet Virtualization Results" section later in this article. The performance and stability of MSDN on the Hyper-V Beta release were so encouraging that, with RC0 nearing release, we began making preparations to move to the next phase of implementation. 
Hyper-V RC0 Deployment
With the release of RC0, we moved forward with the full virtualization of the MSDN front-end Web servers. Testing to date provided the physical and virtualized server capacity targets for peak load and data center redundancy. Although testing indicated two VMs per physical server were optimal for MSDN on these particular physical servers, we maintained the three VM per server architecture. This allowed us to continue evaluating CPU and disk oversubscription. 
The deployment is described in Table 1:
Table 1. MSDN Virtualized Environment
	Component
	Description

	Hardware
	Dual socket Quad-Core Intel processors
32GB RAM
4x146GB disk drives 

	Virtual machines
	4 Virtual processors 
10GB RAM
250GB dynamic VHD

	Operating system – Parent 
	Windows Server 2008 Hyper-V RC0
Reserved 2GB RAM from 32GB total

	Operating system – VMs
	Windows Server 2008 
Internet Information Services (IIS) 7.0


 
We placed the first two servers built on Hyper-V RC0 into production to validate that the stability and performance was still in line with that of the beta release. We performed the same load and performance testing for RC0 as we did for the beta deployment while we built out the remaining VMs required for the full deployment.
The VMs in each data center were configured behind a hardware load balancing (HLB) cluster along with the existing physical servers. This allowed us to transfer traffic to the VMs while having the physical servers in place in the event that something unexpected occurred.
Deployment Items of Note
The MSDN VMs were deployed as dynamic virtual hard disks (VHDs), mainly because we were unsure whether we would ultimately deploy two or three VMs on the available physical drive space. Although dynamic disks do not perform quite as well as fixed or physical disk options, this allowed us flexibility at a time when we were deploying VMs manually. In the next stage of our Hyper-V adoption, we plan to implement a storage area network (SAN) infrastructure with the storage resources available to allow testing of all disk options.
We deployed TechNet on the MSDN VMs after our testing proved the VMs were stable and performed well. This is in line with our MSDN and TechNet build and deployment processes, and therefore, dovetails nicely into our future automation goals.
Virtualization Environment for MSDN and TechNet
Figure 1 provides a high-level view of the physical and virtual architecture MSDN and TechNet. It illustrates how Hyper-V fits into the MSDN and TechNet architecture, with each physical server hosting three virtual machines with full data center redundancy.
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Figure 1. MSDN Virtualized Architecture with Data Center Redundancy
MSDN and TechNet Virtualization Results
The results of our implementation MSDN and TechNet on Hyper-V RC0 are summarized in the following sections: Stability, Performance, and Lessons Learned.
Stability
Hyper-V has been exceptionally stable, proving capable of delivering the end-to-end availability of MSDN and TechNet compared to the previous physical platform during both beta and RC0 usage. In fact, for the deployment so far, MSCOM Ops has not encountered a single production-impacting bug. This is definitely quite an accomplishment for the Hyper-V development team.
Log Parser analysis of the IIS logs showed that the error rates were comparable between the virtual and physical instances.
Performance
Hyper-V CPU overhead (as measured by the parent partition utilization) was 5 to 6 percent with linear progression as the number of requests increased. This is illustrated in Figure 2.
CPU oversubscription (three four-processor VMs on an eight-processor physical server) resulted in 3 percent lower overall performance per physical server based on overall requests per second per 1 percent CPU.
Requests per second per 1 percent CPU performance of MSDN over the previous physical server platform improved. This demonstrates to us the viability of efficient consolidation from dedicated older physical servers to shared virtualized platforms.
Physical MSDN handled 21 percent more requests per second per 1 percent CPU than virtualized MSDN. Figure 3 illustrates physical compared to virtual scale up for MSDN under peak production load on matching hardware. 
Note: Requests per 1 percent CPU was a primary performance benchmark for our MSDN deployment because it distilled Hyper-V's effects down to a simple, but meaningful, number for these Web sites.
Figure 2 illustrates a detailed breakout of virtual machine, Hyper-V, and guest CPU utilization. 

Figure 2. 5-6% CPU Hyper-V Cost on Physical Blade with Reasonably Linear Progression as Number of Requests Increase
Figure 3 illustrates how we used two blade servers to compare high utilization physical to virtual scalability. Lower CPU utilization is better.

Figure 3. Reasonably Linear CPU Utilization Progression Using MSDN Production Load
Lessons Learned
Based on our results with Hyper-V, and a review of current hardware utilization across our environment, we expect to realize significant benefits by consolidating diverse applications on a virtualized platform. Mixing high and low scale systems on the same physical server resources should enable us achieve improved overall hardware utilization and a reduced physical footprint.
Although we reduced our hardware supporting MSDN and TechNet by migrating from older physical servers to a smaller deployment of new, more powerful physical servers, there is some minimal overhead associated with virtualization. From our perspective, Hyper-V has clearly delivered enough performance, stability, and scale to drive widespread adoption in our production environment. The flexibility and management gains expected from coupling System Center Virtual Machine Manager (SCVMM) v2 with Hyper-V should justify the measured overhead. 
If the three percent or less in additional overhead from oversubscribing resources is consistent with additional application workloads tested, oversubscription with Hyper-V should provide MSCOM Ops significant flexibility and reasonable performance for application consolidation.
The results we achieved are based on the application characteristics of MSDN and TechNet on Hyper-V RC0. We are working to build a model based on this data that we hope will allow us to predict physical and VM requirements based on common performance characteristics of a Web site. The model will likely include the current requests per second per 1 percent CPU metric with additional memory and I/O performance characteristics as we virtualize other Web applications and gather more test and production data. 
Next Steps
Based on the stability, performance and overall success of MSDN and TechNet on Hyper-V RC0, MSCOM Ops is moving forward with live testing of www.microsoft.com, and is also working to virtualize other sites. We are also engaging with the SCVMM team to adopt SCVMM v2 (starting with the recently released beta version) as part of our overall move to virtualization. In the next stage of our virtualization project, we will leverage shared storage to evaluate SCVMM v2 functionality and application consolidation.
Additional References
For more information about how to download Hyper-V RC0, see "Description of the Hyper-V Release Candidate update for Windows Server 2008".
More Information
This is a preliminary document and may be changed substantially prior to final commercial release of the software described herein. 
The information contained in this document represents the current view of Microsoft Corporation on the issues discussed as of the date of publication. Because Microsoft must respond to changing market conditions, it should not be interpreted to be a commitment on the part of Microsoft, and Microsoft cannot guarantee the accuracy of any information presented after the date of publication.
This white paper is for informational purposes only. MICROSOFT MAKES NO WARRANTIES, EXPRESS OR IMPLIED, IN THIS DOCUMENT.
Complying with all applicable copyright laws is the responsibility of the user. Without limiting the rights under copyright, no part of this document may be reproduced, stored in, or introduced into a retrieval system, or transmitted in any form or by any means (electronic, mechanical, photocopying, recording, or otherwise), or for any purpose, without the express written permission of Microsoft Corporation.
Microsoft may have patents, patent applications, trademarks, copyrights, or other intellectual property rights covering subject matter in this document. Except as expressly provided in any written license agreement from Microsoft, the furnishing of this document does not give you any license to these patents, trademarks, copyrights, or other intellectual property.
© 2008 Microsoft Corporation. All rights reserved.
Microsoft, Hyper-V, and Windows Server are either registered trademarks or trademarks of Microsoft Corporation in the United States and/or other countries.
% Guest Run Time	19.206772486772486	25.252222222222059	36.205661375661244	53.447857142857146	80.827619047619066	86.740558292282429	14.566666666666748	18.79	26.24	38.015000000000001	61.17	65.19	% Hypervisor Run Time	19.206772486772486	25.252222222222059	36.205661375661244	53.447857142857146	80.827619047619066	86.740558292282429	2.1633333333333402	2.6866666666666661	3.1733333333333342	4.1400000000000006	5.99	6.33	% Total Run Time	19.206772486772486	25.252222222222059	36.205661375661244	53.447857142857146	80.827619047619066	86.740558292282429	16.733333333333082	21.47	29.413333333333064	42.160000000000011	67.16	71.52	Relative Server Load [%]
CPU [%]

Physical Machine 	16.792380952380807	24.029206349206326	37.821428571428271	55.198571428571967	85.995714285714527	93.397701149425359	10.58	14.850000000000026	23.17	33.980000000000004	56.09	61.03	Virtual Machines	19.206772486772486	25.252222222222052	36.205661375661244	53.447857142857146	80.827619047619066	86.740558292282429	16.733333333333071	21.47	29.41333333333305	42.160000000000011	67.16	71.52	Relative Server Load [%]
CPU [%]




image1.jpeg
Global Load Balancing

Data Center 1

Additional
Servers with
Three VM

Additional
Servers with
Three VM
Instances

Data Center 2





