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Introduction

The Robert Frances Group (RFG) believes that disaster recovery (DR) is a critical—yet frequently overlooked or downplayed—consideration in discussions and comparisons of mainframe and Windows®-based systems. Indeed, technology costs can multiply exponentially for companies that do not take advantage of incumbent technology investments or that do not approach application hosting decisions holistically. However, the dynamics of cost and complexity constantly change as the market and technology evolve. To properly evaluate the pros and cons of DR for a given environment, accurate, comprehensive, and timely information is needed. Further, that information must address the seven elements that RFG believes are essential to success with strategic IT initiatives: planning, process, people, platforms, products, projects, and portfolios. Unfortunately, most companies fail to collect and analyze data from all seven areas. IT executives and business decision makers should collaborate closely to ensure that all seven critical areas are addressed adequately when deciding upon the best platforms to host critical applications. In particular, processes related to DR that have proven successful on mainframes should be migrated to newer platforms along with other business-critical applications.
Disaster Recovery vs. High Availability

DR is related to, but not the same thing as, high availability. High availability focuses on maintaining constant access to applications via techniques such as database mirroring and server clustering. DR focuses on the recovery of such access after a disaster or other significant disruption. Thus, to maintain high availability, IT decision makers should ensure that DR receives the same focused attention that considerations related to high availability and other business-critical requirements receive.
Recovery can be expressed as a recovery time objective (RTO) or a recovery point objective (RPO). An RTO is the desired period after which functionality returns to normal following a disruption. An RPO is the desired point to which data can be restored after a disruption. IT and business decision makers should collaborate closely to arrive at the optimum balance among business goals, desired RTOs and RPOs, and DR costs.
Business Imperatives

RFG research has identified three imperatives that drive enterprise decisions about application platforms and DR: support for contemporary infrastructures, disaster recovery costs, and completeness of disaster recovery solutions. Some of the issues that factor into decisions regarding these imperatives are summarized below.
Support for Contemporary Infrastructures

· In an attempt to innovate the platform, mainframes have gained some new feature sets. Examples include support for Java Platform, Enterprise Edition (JEE), Linux, and service-oriented architectures (SOAs).

· The cost and complexity of mainframe-based disaster recovery still presents significant challenges and is exacerbated in part by those very same add-on features and new workloads.

· Systems running the Windows® operating system have grown in size and robustness and have features and challenges similar to those of mainframes. Additionally, Windows support for enterprise-class features has significantly improved, especially in areas such as DR.

· Enterprise IT decision makers must ensure that all decisions about DR and platform hosting take into account the latest information about capability, cost, complexity, and ease of use for each platform.

Disaster Recovery Cost Considerations

· Cost considerations related to DR become increasingly important as the numbers of platforms and servers grow. IT decision makers should strive to ensure that all decisions regarding technology platforms are based on accurate and complete cost-comparison information.

· RFG research indicates that DR costs for a typical deployment of four to five servers running the Windows operating system with miscellaneous routers and other items offers a sevenfold advantage over the cost of an IBM mainframe.

· For companies that increase Windows support staff based on the number of servers (or even processors), labor costs per unit of processing capacity increase faster than for companies that use mainframes. However, this situation could shift dramatically as experienced mainframe administrators and engineers age and with the number of newly trained mainframe engineers on the wane as the popularity of the Windows platform increases.

· Another advantage of the Windows platform is the shorter time and decreased complexity required to install and stage server software. These advantages erode, however, with the addition of other costs and factors, such as information life cycle management requirements, DR personnel and process management, and, in some cases, DR software costs (for tasks such as archiving and managing application co-dependencies).

Disaster Recovery Solution Completeness

· DR solutions that are not comprehensive provide little or no protection for the enterprise. IT executives should ensure that all business-critical platforms and applications are protected by adequate DR policies, processes, and tools.

· Where dictated by government regulation and business requirements, IT decision makers must ensure that specific guidelines are followed and that a level of proven DR capability is demonstrated.

· Tools and processes have improved for both the mainframe and Windows. Such improvements are making comprehensive, complete DR more achievable for more enterprises.
· As it matures and the rates of adoption grow, Windows technology is evolving at a faster pace than mainframe technology. This is leading to more and better DR alternatives for enterprise Windows deployments.
· IT executives must handle the increased visibility of risks associated with disasters, and they must find ways to convince the business to fund DR efforts. 

· Wherever possible, enterprises should utilize proven DR policies and practices and extend them to applications running on Windows-based systems to achieve a complete DR solution.

Key Cost Elements of Disaster Recovery
RFG believes that the need for corporate visibility into compliance, security, and business continuity processes drives increased investments in and emphasis on DR within most of what RFG views as "Global 5000" companies. Indeed, compliance and security are both tied to DR, and all three processes—compliance, DR, and security—are inextricably linked.

When choosing the best platform for hosting each business-critical application, it is important to consider DR and the associated costs and complexities to be able to calculate the total cost of ownership (TCO) and risk for each application. The key cost elements of DR include:

· People

· Planning

· Hardware—especially related to networked storage and its management

· Software

· Services

· Hot-site costs—including fees for archival and backup storage, disaster declarations, test time, and usage fees

Typically, RFG clients that employ DR investments across departments or across the corporation can plan for predictable add-on pricing that allows better cost estimation. Otherwise, customers often fail to add costs up front, or they estimate a cost that does not usually cover the full cost.

Ancillary costs should also be evaluated and budgeted. These will include disaster declaration fees and ongoing usage fees, which for Windows environments are generally one-tenth those of comparable mainframe environments.

DR agreements for Windows-based systems generally include business recovery costs (desks, phones, office space), while mainframe DR agreements do not. This can make accurate and complete DR costs easier to estimate for Windows environments than for mainframe environments.
All of these and any other relevant costs related to DR should be fully factored into every application hosting decision.

Considerations for Mainframe Applications Migrated to Windows

RFG’s experience with clients indicates that many mainframes, particularly those with capacities of 500 million instructions per second (MIPS) or less, reside at enterprises that are pursuing application migration to other platforms—notably, migration to systems running the Windows operating system. Hence, IT decision makers must ensure that DR plans and processes are tested and proven as the applications are migrated.
In a June 2005 article, "How the Server Ecosystems Stack Up," IT Jungle editor Timothy Prickett Morgan estimated that of the approximately 19 million servers installed worldwide in 2004, 9.5 million were servers running Windows and only 20,000 were mainframes. Among those mainframes, an estimated 20 percent of the computing capacity was devoted to running Linux—not native mainframe applications. These estimates were reiterated by Computer Business Review in its May 2005 article, "IBM and Red Hat Chase the Solaris Base Some More." Such reports suggest that more and more critical enterprise systems are running Windows instead of mainframe platforms.
RFG believes that platform ecosystems, which include providers of services, software, and support, are driven by platform growth. Therefore, IT decision makers must track and compare the growth rates of mainframes and Windows-based systems when considering platform migrations. Other factors to consider carefully when comparing Windows-based systems with mainframe platforms include hardware vendor independence and the ways in which hardware and software properties affect long-term DR processes, solutions, and costs. Although large Windows installations can have similar DR challenges to those of mainframes, the related investments among competing vendors for the Windows platform promise a stronger, more robust market of innovative alternative solutions.

Microsoft and an ecosystem of independent software vendors (ISVs), original equipment manufacturers (OEMs), and system integrators, have joined to form the Mainframe Migration Alliance, or MMA. Members focus on providing a collaborative community (as well as case studies and other aids) designed to help ease decisions that affect mainframe migration, including those related to DR.

Pros and Cons of Disaster Recovery by Platform

Based upon RFG's ongoing interaction with hundreds of clients, as well as updated information from approximately a dozen accounts among recent efforts, RFG has identified several pros and cons associated with DR provisioning. To ensure that proper DR can occur, and that customers understand the trade-offs between DR with mainframes versus Windows, IT executives must consider DR costs and risks as part of any decision regarding business application hosting solutions.

Table 1 highlights some key issues between mainframes and Windows-based systems that affect decisions related to DR. These and other considerations are discussed later in this document.
Table 1: Pros and Cons of DR for Mainframes and Windows 
	Pros
	Cons
	Comments

	Mainframe DR solutions generally have long and positive track records.
	Mainframe DR choices and skilled engineers are limited and require significant initial and recurring investments in internal skills and resources and/or in expensive enterprise-owned or third-party backup data centers.
	Alternative approaches can reduce costs but may also reduce protection levels unacceptably.

	Windows DR solutions are broadly available and growing in number, as are people skilled in supporting Windows-based systems.
	Windows DR solutions are sometimes less proven than analogous mainframe solutions, and their diversity can present integration challenges.
	Windows DR solutions are maturing rapidly and can be less expensive to obtain and use.

	Because mainframes are homogeneous, monolithic platforms, DR is relatively straightforward.
	Modern mainframes often run multiple virtual machines, logical partitions, versions of operating systems, and application types. This diversity creates significant challenges.
	IT decision makers face the daunting challenge of matching specific DR efforts to specific applications and business requirements.

	Because Windows-based server farms are largely homogeneous, DR is relatively straightforward.
	Multiple servers present multiple points of potential failure, and safeguarding multiple versions of Windows can be challenging.
	Modern deployments of Windows are increasingly consistent and support extensive features for "self-healing" and for automated and assisted server image installations and updates.

	DR protects critical corporate information from loss and protects IT and business operations from disruption.
	DR is expensive and challenging, which significantly increases the TCO, regardless of the platform, or platforms, involved.
	The costs of bandwidth, networked storage capacity, and other key DR components are falling. Meanwhile, the costs of a severe disaster can disable or stop an enterprise’s operations, and possibly harm its reputation.


Source: Robert Frances Group (RFG)

Other Considerations
The more critical IT is to an enterprise, the more risk the enterprise faces in the wake of a disaster. Thus, concerns regarding DR must figure prominently in all IT and business initiatives. The experiences of one RFG client demonstrate some of the hidden costs and risks of devoting insufficient attention to DR concerns.

The enterprise, an insurance company with more than $18 billion in annual revenues, estimates that a disaster-caused outage lasting three days would cost the company $60 million. A week-long outage would cost $200 million, and a month-long outage would cost some $700 million. These estimates only address financial losses, not operational losses or the effects of the outage on the company’s reputation. Sufficiently long outages can cause the demise of companies—through combinations of lost customers, partners, reputation, and revenues. Taken as percentages of revenues, the financial costs of IT outages alone are more than sufficient to justify investments in DR.

Based on additional research and interviews with RFG clients in industries such as financial services and insurance, RFG has identified several critical factors that affect decisions about DR and mainframe migration.

One vs. many: At many enterprises, mainframes have evolved into large database servers or multiple-function “super servers” that run multiple virtual machines for different operating systems (for example, Linux and z/OS) concurrently. While clients interviewed by RFG cite the mainframe's monolithic nature as a benefit, the new technologies and more sophisticated configuration designs make it anything but monolithic.

This increasing functional diversity increases the challenge and expense of implementing DR on the mainframe and requires additional consideration. In short, size matters in the context of DR and total workload. DR for a small number of Windows applications is generally less complex and less expensive than for the equivalent DR on the mainframe. However, as the size of a Windows-based system grows, so does the associated complexity and the appropriate levels of DR planning and funding.

Stability vs. inertia: Other benefits of using mainframes, as cited by RFG clients and other companies, include reliability and stability. However, one of the strongest and most consistent arguments offered in favor of mainframes is inertia. At almost every enterprise running a business-critical mainframe application that RFG has researched, there is a belief that the application is impossible or prohibitively difficult to migrate to a more modern platform. RFG believes that this presumption, whether accurate or not, drives much of the continued investment in mainframe support and DR.
The people problem: A growing concern with mainframe support (for DR or otherwise) is the lack of available skilled personnel. People with mainframe skills are increasingly scarce and expensive. This is equally true among providers, where some have gone out of business and others are offering dramatically different levels of expertise and support. This dynamic also affects DR, which requires skills similar to those needed for operations. Such DR-specific skills are often assumed—but without formal training and periodic testing, skills gaps can arise.
RFG clients report success with periodic retraining and testing. However, some also report that the willingness to learn mainframe-related skills is low and that the "best and brightest" staff must be induced to learn mainframe skills through the provision of parallel training in Windows, Linux, or UNIX. In addition, once trained, these personnel often seek other employment opportunities—which negates the investment in training. In contrast, RFG clients report few to no problems finding certified people, internally or externally, to support DR on Windows-based systems.

Testing, testing: DR testing is another significant issue that requires consideration. While DR tests on the mainframe only occur once or twice each year, DR tests on Windows-based systems sometimes do not occur at all. This is usually a symptom of poor portfolio management and a lack of internal processes.

Backup hardware costs and complexities: Once an event has been declared a disaster, as one RFG client said, “The meter is running.” This means that the processes and procedures that begin when a disaster is declared incur significant costs. This is especially true when DR-related services depend on one or more third-party service providers, according to RFG clients. As with any other legacy platform, the number of vendors offering backup and recovery services for mainframe DR has diminished. Enterprises that rely on these vendors may pay a premium, and may also experience delays in service when multiple companies require DR services at the same time. This can drastically increase risk over time.
Backup hardware costs and complexities may or may not be an equivalently expensive challenge with systems running Windows. It depends in part on whether an enterprise relies on a third party for hot-site backup support. For example, some enterprises find that the broad availability and relative affordability of Windows-compatible hardware allow them to maintain DR systems in-house, as extensions of the incumbent distributed network. During a disaster, this DR topology allows workloads to be shifted rapidly to unaffected facilities via network reroutes. Conversely, with a mainframe, it can be very expensive to create and maintain an in-house backup data center because this can require the purchase and maintenance of a second mainframe. From a standpoint of overall cost and complexity, RFG believes that acquiring and implementing additional backup systems running Windows or having such systems available via a distributed network is a winning strategy.
Virtualization: With the Windows platform, another critical consideration is virtualization, which changes the traditional one-to-one relationship between applications and servers. Virtualization has aided many enterprise server–consolidation and mainframe-migration efforts, but it has made DR more difficult due to the complexity caused by having multiple workloads on a single server. This was an advantage that Windows-based hosting had for a long time, but this is less so today. Enterprises that RFG interviewed and researched have often found the cost of virtualization software to be high, which results in disappointing returns on investment. Fortunately, RFG has seen a significant improvement in vendor-provided virtualization solutions, which indicates that problems associated with virtualization will decrease over time.

Measure, then manage: Many applications perceived to be business-critical are not always regularly or rigorously assessed. The same is true of the DR costs associated with those applications, and, in some cases, the overall costs of the platforms supporting them. Hence, effective metrics for determining and balancing costs and risk are essential. Unfortunately these metrics are often lacking at many enterprises.
Examples of metrics used by RFG clients include the revenue and operational cost levels affected by specific applications and the business criticality of communities served by those applications. The costs of DR are also important criteria to many of those clients. RFG believes DR costs can help IT decision makers properly determine TCO for each application and determine the relative viability and cost-effectiveness of candidate application platforms.

IT decision makers should develop such metrics and supporting processes for new applications and for determining whether and where to migrate incumbent applications. DR costs and challenges must be integrated into all such metrics and processes so that decision makers can make the best possible choices about where to run business-critical applications. In addition, IT and business decision makers should remember that DR is only one component among many that must be carefully assessed and prioritized to make such decisions effectively.
Table 2 summarizes the key considerations to be included in any effective decision-making framework. The specific elements must be refined and prioritized based on enterprise requirements and goals.

Table 2: Elements of the DR and Platform Hosting Decision Framework 
	· Application business criticality and value: Are the service requirements being met? If so, should the application remain on the current platform or should it be migrated to a different one?
· Application type: Is the application batch process–intensive, database-intensive, or transaction-intensive in ways that determine or limit platform choices?
· Application performance: Is the application sufficiently available, reliable, scalable, and secure? If not, can it be made so on its current platform? If not, can it be made so via migration to another platform?
· Current DR readiness: Are current DR solutions and processes for the current or intended target platform quantifiably sufficient? If not, are the investment levels required to make them sufficient known and achievable?
· Costs: Are the true, complete costs of the application known? If not, are processes and tools in place to determine them?
· Management: Are current management processes and solutions adequate to sustain the business value being delivered? If not, are the investment levels required to make the processes adequate true and achievable?
· Staffing: Are staff sufficiently trained to handle DR in the current environment, and can they easily gain access to the DR work space for the existing platform? If not, would there be cost and benefit gains if the platform were changed?
· Virtualization: Is the Windows platform virtualization sufficiently robust to support effectively applications that were migrated from mainframes? If not, are the investments needed to achieve "mainframe-class" levels of virtualization known and attainable?



Source: Robert Frances Group (RFG)

Focus on the Seven Ps

IT executives seeking to justify continued enterprise investments in mainframes must ensure that those justifications are based on real, measurable, and demonstrable criteria and business benefits. Those IT executives considering or pursuing migration from mainframes to other platforms must ensure that the arguments for doing so are similarly grounded. RFG recommends that IT executives implement and maintain effective policies, processes, and tools for determining and monitoring these and other important metrics and TCO elements.

RFG has identified seven elements common and critical to business success and every enterprise transformation initiative. RFG believes these "Seven Ps" collectively comprise a useful framework for grounding discussions and comparisons of DR for mainframes and Windows-based servers. These elements should be part of any hosting or DR decision. Below is a summary of recommendations for assessing each element and its relevance to such decisions.

People: People with mainframe-related skills and experience are becoming scarce and expensive for individual companies and for hot-site and DR support services providers. Retirement beckons for many mainframe specialists, and most educational institutions do not focus on these legacy skills despite IBM initiatives focused on academia, developers, and other communities. In comparison, most enterprises already have large pools of personnel certified in Windows. While training new hires in mainframe skills is possible in some cases, RFG believes most enterprises will find this option challenging.


Workforce allocation regarding DR is the real issue, however. Because most organizations assign shared responsibility to DR tasks, it is difficult to measure the full-time equivalent resources allocated to DR. Further, the same personnel may be assigned to do DR for both the mainframe and Windows systems, so resource allocations can be ambiguous. However, client feedback along with RFG's own experience with this issue, indicate that the allocation of labor is generally greater on mainframes because of the complicated and mature nature of these systems. Again, a one-to-one application comparison will usually show this to be true. But a bigger and more complex Windows environment will require staffing levels to increase at a higher per-unit-capacity rate too.

Planning: As skills and experience with legacy mainframe resources wane, so do the enterprise’s abilities to make plans that fully account for and employ those resources. DR planning must take into account the "large system effects," or additional complexities created by large numbers of non-mainframe servers. RFG believes that planning for primary and DR workloads should reflect consideration for these effects as well as for the potentially higher cost of implementing DR as the system environments grow in size and complexity. From a general planning standpoint, average DR planning for most companies is less rigorous for Windows-based systems than for mainframe systems. RFG believes this issue must be addressed, and companies employing best practices (especially companies in the financial services and retail industries) have done a good job leading the way. As Windows-based systems host more and more critical enterprise applications, IT decision makers must address DR appropriately, comprehensively, and proactively via effective planning.

Platforms: Windows-based servers are some of the most widely used enterprise computing platforms, and the use of these systems is experiencing sustained growth. This trend argues strongly for the continued industry support and long-term availability of applications, services, and tools designed and optimized for Windows-based systems. In contrast, despite optimistic claims of growth in the use of mainframe systems, new enterprise applications for the Windows platform are available much more quickly than for mainframe systems. This does not mean that mainframes are less viable for DR. However, it does mean that the willingness to invest in the mainframe for DR or other requirements is generally lower than the willingness to invest in Windows-based systems to fulfill the same requirements. 
Software is another key consideration regarding platform choice for DR. Software costs for DR can be high, both in terms of DR planning and management software and in terms of licensing fees for DR versions of the software. DR-related software costs for mainframes have decreased mostly because vendors have begun to provide reduced-cost (or in some cases, no-cost) options for DR versions. For Windows-based systems, the same has occurred—but not in all cases with all vendors. Software purchasing contracts and negotiations should focus on the charges related to DR features and should ensure the lowest price based on the limited usage of DR software.
Projects: Based on client interviews and other research, RFG believes that few enterprises are pursuing new meaningful projects with mainframes beyond using them as super servers to run Linux, super data stores for data serving, or to implement service-oriented architectures (SOAs) to capture the critical business processes that reside there. This means that addressing new DR challenges based on changing technology, or for efforts to improve DR for existing systems, funding will be increasingly difficult. DR is frequently seen as expensive and difficult, and even more so for platforms with limited internal enterprise or market support. RFG therefore believes that mainframe projects will continue to decline at a number of companies during the next few years, which resigns DR to a best-effort project with limited funding.

Products: In RFG's Seven Ps framework, “products” refers both to available products and services relevant to an initiative, as well as the internal enterprise products and services that result from that initiative. The limitations of mainframes cited earlier in this paper have led to a situation where the range of products, services, and vendors supporting DR on mainframe systems has reached a plateau. This situation, in turn, limits the number of useful products and services that enterprises can build and deploy to support mainframe-based resources.

Portfolios: Enterprises that RFG finds to be most effective at allocating IT to the advantage of the business tend to group projects and products into logical portfolios and apply rigorous management processes to those portfolios. Again, the limited and declining mainframe skills at many enterprises curb the abilities of those organizations to allocate IT resources effectively, although some companies are able to do this across the IT organization. Portfolios are meant to assist collaboration with customers and with internal staff to serve as the basis for investment decision-making, but few companies have developed anything more than first-generation portfolios for such tasks.

Processes: Where mainframes are incumbent, they are well-developed and well-proven at supporting DR processes. In these environments, proven processes can form firm foundations from which personnel can implement DR effectively across multiple platforms, including mainframes. In this case, IT decision makers should strive to build upon successful DR processes to achieve the most integrated DR approach possible. However, where DR processes have been poorly developed, documented, or retained, the challenges of integrating the mainframes that support DR processes with mainframes that support other platforms can be difficult to overcome. In this situation, IT executives must understand the relative health of existing DR processes and practices when weighing the alternatives for non-mainframe DR processes, keeping in mind that DR processes in the mainframe environment are generally better developed than those in the Windows environment.
The Bottom Line

A platform hosting decision has many implications, not the least of which is DR provisioning and its associated costs and risks. Based on qualitative research and anecdotal (quantifiable) user feedback, RFG believes that the Windows platform has viable DR tools, processes, and vendor mindshare, while mainframes generally have more mature (but often more complex and sometimes more costly) counterpart capabilities. IT and business decision makers must assess the pluses and minuses of platform DR capability before making platform hosting decisions, and they must ensure that DR is continuously improved as technology and services evolve.

RFG believes that DR tools, processes, and costs are reasonable for both the Windows and mainframe environments, but the real issue is the number of servers and applications that need to be recovered. The higher those numbers, the more difficult DR will be. DR processes and tools in the mainframe environment are generally more mature than those in the Windows environment, but virtualization and other technologies (such as specialty processing engines) complicate the mainframe environment beyond what it was even two to three years ago. Clustering, selective replication, and virtualization, as well as the continuing evolution of Windows technology, increasingly allow greater DR protection for Windows-based systems. Although mainframes will continue to provide service for years to come, IT decision makers should no longer view DR concerns as better or worse on either platform; instead, IT decision makers should view DR concerns as a function of the size and complexity of the workloads and environment. IT executives and their teams should also employ successful mainframe DR practices wherever possible as mainframe applications are migrated to systems running Windows. This approach will help achieve greater consistency among operations and service levels during significant technology transitions.
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