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Abstract

This technical paper discusses the question as to how many users can be served with adequate performance by a PRIMERGY configured as a terminal server. The paper is primarily designed for those persons who deal with the planning and preparation of Microsoft terminal server systems. It is aimed to help find the right server model for the performance level required. In this connection, the various performance levels of the PRIMERGY model range and their possible configuration with CPU, memory, and so on are discussed in detail.

References and resources discussed here are listed at the end of this paper.
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PRIMERGY

The following definition is aimed at all readers, for whom the name "PRIMERGY" has no meaning and serves as a short introduction: Since 1995 PRIMERGY Servers has been the trade name for the very successful Intel-based server family from Fujitsu Siemens Computers. It is a product line that has been developed and produced by Fujitsu Siemens Computers with systems for small work groups and solutions for large-scale companies. 

Scalability, Flexibility & Expandability. The latest technologies are used in the PRIMERGY family from small mono-processor systems through to systems with 16 processors. Intel processors of the highest performance class form the heart of these systems. Multiple 64-bit PCI I/O and memory busses, fast RAM and high-performance components, such as SCSI technology and Fibre Channel products, ensure high data throughput. This means full performance, regardless of whether it is for scaling-out or scaling-up. With the scaling-out method, similar to an ant colony where an enhanced performance is provided by means of a multitude of individuals, the Blade Servers and compact Compu Node systems can be used ideally. The scale-up method, i.e. the upgrading of an existing system, is ensured by the extensive upgrade options of the PRIMERGY systems to up to 16 processors and main memory of 64GB. PCI and PCI-X slots provide the required expansion option for I/O components. Long-term planning in close cooperation with renowned component suppliers, such as Intel, LSI, ServerWorks, ensures continuous and optimal compatibility from one server generation to the next. PRIMERGY planning reaches out two years into the future and guarantees early as possible integration of the latest technologies. 

Reliability & Availability. In addition to performance, emphasis is also placed on quality. This not only includes an excellent processing quality and the use of high-quality individual components, but also fail-safe, early error diagnostics and data protection features. Important system components are designed on a redundant basis and their functionality is monitored by the system. Many parts can be replaced trouble-free during operation, thus enabling downtimes to be kept to a minimum and guaranteeing availability.

Security. Your data are of the greatest importance to PRIMERGY. Protection against data loss is provided by the high-performance disk sub-systems of the PRIMERGY and FibreCAT product family. Even higher, largest possible availability rates are provided by PRIMERGY cluster configurations, in which not only the servers but also the disk subsystems and the entire cabling are redundant in design.

Manageability. Comprehensive management software for all phases of the server lifecycle ensures smooth operation and simplifies the maintenance and error diagnostics of the PRIMERGY.

—ServerStart is a user-friendly, menu-based software package for the optimum installation and configuration of the system with automatic hardware detection and installation of all required drivers.

—ServerView is used for server monitoring and provides alarm, threshold, report and basis management, pre-failure detection and analyzing, alarm service and version management.

—RemoteView permits independent remote maintenance and diagnostics of the hardware and operating system via LAN or modem.

Further detailed information about the PRIMERGY systems is available in the Internet at http://www.primergy.com.

Windows Terminal Server

Terminal Server is the generic term for server-based computing on the basis of Microsoft® Windows® Server operating systems.

Server-based computing is a system architecture in which Microsoft Windows client applications are fully installed and performed on the server. Not only their management is effected from there, but also their maintenance, administration, and support take place directly on the server. Merely the user interface, that is, display, mouse, and keyboard information, is transferred between client and server. In this way, the user can directly access Windows applications from virtually any clients, even non-Windows-based ones, through such a terminal server—without first having to transfer the respective applications to the client, to start them there or even having them held in local mass storage. If a client is solely used in this server-based scenario, it has considerably less requirements as regards memory and disk configuration than a traditional client, that is, it is therefore also referred to as a thin client.
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Reduction in TCO Due to Recentralization

Rapidly increasing total cost of ownership (TCO) today ranks among the largest problems in corporate IT environments. When installing a company-wide IT system, care in the past was chiefly paid to the procurement costs and less to subsequent costs. According to analysts, however, procurement costs, which undoubtedly represent a considerable one-off investment, contribute only 15% of the overall costs of a company-wide IT solution. And that is why more attention is being paid to the current costs nowadays.

The concept of server-based computing helps reduce these costs through recentralizing the applications and data. It has been recognized that in a client/server architecture it is more effective to implement application provision, system upgrades, and software maintenance throughout the company from a central unit instead of at every individual workplace, as was previously the case. Server-based computing can considerably improve productivity and efficiency—not only for the end user but also for system administrators. In the opinion of the analysts server-based computing can reduce IT operating costs by between 30 and 50%.

Field of Application

In principle, a terminal server can be used for all kinds of applications. Where until now small computers or terminals were used for simple data entry and request processes, modern applications can be integrated into an existing environment with the terminal server. And even in environments in which an individual user already requires a high computing or graphics performance, Terminal Server offers the advantage of centralized application provision.

History

The concept of server-based computing, known for some time now from mainframes, first entered the world of Windows in 1994. The U.S. software house Citrix originally developed the multi-user extension for Microsoft Windows NT 3.51 and sold it under the name “WinFrame” as an all-round product from Windows NT and multi-user extension. In 1997, Microsoft acquired from Citrix the license for the so-called “Citrix Multi-Win Technology“ and thus a part of the Citrix operating system extension for NT and integrated it in the product “Windows NT 4.0 Terminal Server.” Since 2000, this technology under the name “Terminal Services” has very much been a part of all server products of the Microsoft Windows 2000 Server™ and Windows Server 2003 product line. The terminal service is even available in the client operation system Windows XP Professional to a limited extent under the name “Remote Desktop.” In this way, the remote system can be accessed from any Windows client, with the applications running fully on the remote system. The underlying protocol is called Remote Desktop Protocol (RDP).

Terminal Server has provided comprehensive functions since Windows 2000 Server. Here are some of the most important ones:

· Supported clients

32-bit clients for Windows-based PCs.
16-bit client for Windows for Workgroups.
Windows CE-based thin client.
Windows XP Embedded-based thin client.
Microsoft ActiveX® Control

· Client features

Data transfer of text and graphics between client and server through the Clipboard.
Provision of the local parallel and serial client interfaces within the server-based application.
Printing on local printers of the thin client.
Access to local client drives within the server-based application.
Bitmap caching to increase performance.
· Communication

Client connection through local area network (LAN), wide area network (WAN), dial-up, Integrated Services Digital Network (ISDN), x digital subscriber line (xDSL), and virtual private network (VPN).
Encryption of client communication.
Microsoft Terminal Services 2003

Compared with the predecessor version in Windows 2000 Server, Windows Server 2003 Terminal Services has additional new features to offer. Here are some of the most important ones:

· Server features

Optimized resource management so that Windows Server 2003 can now support more users on the same hardware than under Windows 2000 Server.

Windows Server 2003 Enterprise Edition and Datacenter Edition, which offer a session directory and thus the possibility of setting up a terminal server farm with load balancing.

Improved manageability through group policies, Windows Management Instrumentation (WMI).

Use of Windows Server 2003 features as software restriction policies, roaming profiles enhancements, and new application compatibility modes.

· Client features:

Support of additional local devices, such as smart cards, and audio output within the server-based application.
Color depth up to true color (24-bit).
Screen resolution up to 1600 x 1200.
Per user time zone.
Citrix MetaFrame

As an extension to Basis Terminal Services in Windows, Citrix in its product family “Citrix MetaFrame Presentation Server for Windows” (hereinafter shortened to “Citrix MetaFrame”) provides a number of practical supplements. The current version is “Citrix MetaFrame Presentation Server 3.0 for Windows.”

To meet the demands of various enterprises, there are three different product versions of Citrix MetaFrame:

· Citrix MetaFrame Presentation Server, Standard Edition, which provides applications for smaller enterprises.
· Citrix MetaFrame Presentation Server, Advanced Edition, which provides applications with load balancing for medium-sized enterprises.
· Citrix MetaFrame Presentation Server, Enterprise Edition, which provides applications with load balancing for larger enterprises with several locations.
The most important extensions of Citrix MetaFrame as compared to Windows Terminal Services are:

· Server

Published applications. Direct start of a server-side application without starting a Windows desktop.

Load balancing. Integrated load balancing ensures automatic, load-specific distribution of users to the terminal servers of a terminal server farm. Load balancing is included in Citrix MetaFrame Advanced Edition and Enterprise Edition and no additional software is required for it. It is possible to effect a very fine and individual setting of the load balancing criteria. In particular, terminal-server-specific parameters can also be selected.

· Supported clients

Support of heterogeneous clients. Non-Windows-based clients can also access the applications provided on the server by the OS-independent independent computing architecture (ICA) protocol. Citrix also provides 16-bit clients for older Windows versions and for Microsoft MS-DOS® as well as clients for UNIX, Macintosh, Java, and a browser client.

Scaling

Scaling, the process of adapting the system to the performance required, makes a distinction between two methods:

· Scale-up denotes the use of increasingly larger server systems.
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· Scale-out denotes the use of many smaller systems that share the work.
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Both scenarios, scale-up and scale-out, are supported by Terminal Server.

Scale-up

With scale-up, the performance of a terminal server is increased by using high-performance hardware, that is, computing performance and main memory in particular. The maximum size of a server system places a limit on this scaling process.

Theoretically, you need “only” any high-performance hardware and in the scale-up scenario you would have a high-performance terminal server. However, this is unfortunately only a theory. Thus, scaling with an increasing number of processors is linear only in the ideal case of an application that can be parallelized in an optimal way. However, the more accesses made to joint resources, such as main memory, hard disks or network, thus necessitating coordination between the processors, the more the scaling curve levels out. In an extreme case, with a very large number of processors and with a large proportion of the processors coordinated to each other, it is even possible for “reverse state” of the scaling to occur. This condition is also denoted as “Amdahl’s Law” after Gene Amdahl, who analyzed this in 1967 and interpreted it in a mathematical model.
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Designers of large multiprocessor systems counter this by providing the processors with large caches or by forming groups of processors and assigning separate storage and I/O components to the latter.

In practice, it is not hardware that sets the limits nowadays, but the software architecture. The 32-bit design software mostly used at present can frequently no longer fully use the available hardware. In detail, limits result from addressing the main memory and consequently 32-bit applications are restricted to a 4-GB virtual address space.

For Terminal Server, too, there are limits beyond which a scale-up would no longer show the desired performance gain (see the sections “Computing Performance” and “Main Memory”). A remedy is found here only with 64-bit operating systems and 64-bit applications. Although 64-bit versions of Windows Server 2003 and 64-bit PRIMERGY systems are already available nowadays, there is, however, a lack of 64-bit applications. For a perspective of Terminal Server running on 64-bit systems, refer to the section “Terminal Server on 64-bit Systems.”
Scale-up is an adequate scaling method when it is a matter of serving a double-figure number of users (see the section Résumé). If a larger number of users (a few hundred or thousand) are to be served with Terminal Server, then the scale-up scenario can no longer be used and other mechanism are needed to increase the performance of a terminal server.

Scale-out

The scale-out scenario pursues a different track to that of scale-up. Instead of sizing a server on an increasingly large scale, scale-out combines a great many servers to form a group. The talk is also of server farms.

This concept can be used to easily overcome the limits that an individual terminal server causes on account of its software architecture. However, scaling is not on an ideally linear basis in a server farm because, analog to Amdahl’s Law for multiprocessor systems, there are also overheads in a server farm due to internal communication. However, this is for the most part less than with large-scale, multiprocessor systems.

Scale-out distinguishes between three versions:

· Just a bunch of servers

“Just a bunch of servers” is a collection of servers, in our case terminal servers. Assigned to these terminal servers on a dedicated basis are user groups or applications. However, no exchange of information and no load sharing take place between the terminal servers.
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The advantage of this architecture is its very simple expandability. It is a disadvantage that no automatic load sharing takes place among the individual servers so that computing performance—depending on the allocation of the users to the servers—remains unused. The administrative expenditure is rather high because each system has to be administered separately.

This version of scale-out is nevertheless used in practice in smaller configurations.
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· Server farm

A terminal server farm is a pooling of terminal servers that have a joint administration unit, known as a “data store.” These are administered together. The allocation of users to servers and applications is for the most part done statically; load balancing is not necessarily used. The advantage compared with the “just a bunch of servers” version is simplified administration. However, redundancy and automatic load sharing are not at hand.

This version of scale-out is very frequently used in practice.
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· Load-balanced server farm 

In the case of a load-balanced server farm, the individual terminal servers are pooled to form a logical unit. If a session is initiated by a client, this session is then delegated to the server currently with the minimum load by a load balancer in accordance with certain mechanisms.

The chief basis for load balancing terminal servers is keeping a session list. Terminal Server makes it possible to disconnect a connection between client and server, but with the session continuing to run on the terminal server. If the client reestablishes a connection to the terminal server farm, this session list must ensure that the client is again connected to “its” existing session and not—on account of load balancing—to another terminal server of the farm that currently has the least load. A shifting of the sessions between the individual members of the farm is not supported by Terminal Server.
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In addition to distributing user connections subject to load, the method of the load-balanced server farm also has a certain redundancy. If a terminal server fails, the users can then be served by the other members of the server farm. In the case of terminal servers that are allocated in the “just a bunch of servers” scenario on a dedicated basis, no terminal server services are available to the allocated clients in case a terminal server fails. However, a load-balanced server farm does not provide any fail safety for the individual client sessions. If a terminal server fails during ongoing operations, all the active sessions on this terminal server are lost.

In practice large terminal server farms that may also cover several locations are frequently found in enterprise environments.

· For scale-out with Terminal Server, the individual versions of Terminal Server differ with regard to their scale-out capabilities.

· Windows 2000 Server Terminal Services does not support a session list. Thus a server farm with load balancing cannot be implemented without additional software, such as Citrix MetaFrame.

· Windows Server 2003 Terminal Services supports a session list in the Enterprise and Datacenter Editions. Load balancing can be implemented either with Windows Network Load Balancing (NLB) or with dedicated third-party load balancers, such as F5 Network BIG-IP.

· Citrix MetaFrame Advanced Edition and Enterprise Edition support a session directory and provide separate, very flexible load balancing that is especially tailored to the requirements of Terminal Server.
Dimensioning

To facilitate central administration, terminal servers are nowadays used for a broad range of tasks. This range not only includes tasks previously performed by small computers or terminals for simple data entry or data query but also in environments where the individual user by all means needs the processing or graphic performance of a dedicated PC.

Before implementing an application server, the same question always arises: Which is the right hardware for the task set? It goes without saying in this respect that the aim is to have an optimal as possible system that is neither too small for requirements nor totally over dimensioned (for cost reasons). In other words, the question is how to find a well-dimensioned system?

The one parameter that is mostly only to hand is the number of users who are to work with the system. The most frequently asked question is: “What hardware or which PRIMERGY system is required for a terminal server that is to serve n users?“. At best, you would expect a handy table as an answer from which, on account of the number of users in one column, you can read the ideal PRIMERGY system directly from the second column. Unfortunately, such a table does not exist, even if many a competitor suggests this to the customer in colorful Web pages. The answer to this seemingly simple question is actually considerably more complex because it includes one great unknown—the user. Even if a great many perhaps wish it to be so, the user is not a standardized and predictable component, but an individual with a varying work speed and method of working. Add to this the various tasks that lead to the different requirements made of a computer system. A user whose task consists of making queries of a warehousing system will generate a different load on a computer system than a user whose task is to design a graphic advertising brochure.

User

User groups are defined to meet the requirements of the various application scenarios and users while still achieving the desired level of standardization. Moreover, in addition to the authors of sizing guides, market research organizations have also concerned themselves with this subject. The classification defined by the Gartner Group is deemed to be one of the most commonly used classifications within the IT industry (source “TCO: A Critical Tool for Managing IT” Gartner Group, 12.10.1998). The classification defines a large number of user groups:

	High- Performance Worker
	Uses IT to create products.

Uses highly specialized applications.

Includes engineers, graphic artists, and computer programmers.

	Knowledge Worker
	Uses IT to collect data from various sources.

Uses a mix of office applications and specialized, decision-supporting applications.

Includes analysts, consultants, and project managers.

	Mobile
Worker
	Basically a knowledge worker but location-independent.

Uses a mix of different office applications.

Includes analysts, consultants, and project managers.

	Process
Worker
	Uses IT to complete repetitive tasks within a production process.

Uses a mix of office and enterprise applications.

Includes transaction processors, customer service representatives, and help desk representatives.

	Data Entry Worker
	Uses IT to enter data.

Mostly works with only one application.

Includes ordering, incoming goods, and administrative tasks.


Not all the user groups listed above are of importance for applications based on Terminal Server. The high-performance worker group, for example, typically uses dedicated workstations, whereas mobile workers often use applications running on their mobile workstations. If these user groups require terminal server applications in addition to their local workstations, then they can be assigned to the knowledge worker group.

However, classification of users and their subdivision into groups according to Gartner does not say anything about the actual activities, that is, it does not describe in specific terms which application users belonging to a certain group work with and how frequently they use it. A user’s work speed, in particular, plays an important role, that is, the speed at which the user enters text or reacts to dialog boxes displayed by the application. Taking these facts into consideration, one can define mainly three user classes according to Gartner: heavy, medium, and light users:

	· Heavy
	· Knowledge Worker
	· Uses several applications simultaneously.
Enters data at moderate speed.
Performs more complex operations.

	· Medium
	· Process Worker
	· Works intensively with only one application at a time.
Enters data quickly.
Works continuously.

	· Light
	· Data Entry Worker
	· Works with only one application at a time.
Enters only few data.
Has extended breaks between data entry operations.


User Simulation

Performance measurements do not usually use real users, but simulate the users with the aid of computers, so-called load simulators, and special software. During the measurements, one physical load generator mostly simulates a large number of logical users so that, depending on the load generator, dozens or even hundreds of users can be simulated. The following figure shows a typical simulation environment.
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The controller is the master control panel managing and monitoring the simulation. The controller is connected to the load generators through a simulation network. Each load generator can simulate a large number of users. The load generators access the system under test (SUT) by means of a secondary network that also includes an infrastructure server. The infrastructure server provides the required services to the SUT, but the server itself is not measured.

The various user groups discussed above are served by the load simulators mostly according to various load profiles, also called scripts, in the terminal server environment.

For the user simulation, a distinction is made between the terms “load generator,” “client,” and “user.” In the subsequent sections, the term “load generator” refers to the hardware. A “client” is the terminal server client, one or several versions of which are running on the load generator. A simulated “user” works within a terminal server session.

For the terminal server, different tools are available to simulate load. Some of the most wide-spread are:

	Terminal Server Scalability Planning Tool
	· A load simulator suite offered by Microsoft as a part of the Windows Server 2003 Resource Kit.

· Only runs under Microsoft Terminal Services.

· Modifies the RDP client to simulate user entries.

· Simulation of mouse activities is possible only to a limited extent.

· Is supplied with editable scripts for load profiles requiring a complex test scenario. These scripts not only include Terminal Server in the test, but also back-office services such as Exchange and SQL.

· It is possible to simulate 20 users maximum with one load generator.

· Only suited to a limited extent for measuring load-balanced terminal server farms.

	CSTK
	· A free load simulator offered by Citrix.

· Only runs in conjunction with Citrix MetaFrame because the only protocol supported is the ICA protocol.

· The actual simulation of data entries is performed on the server rather than on the load generator (client).

· It is only possible to simulate keyboard activities.

· Outputs from the terminal server session are not checked for correctness.

· Although the tool is supplied with scripts for load profiles, these scripts cannot be modified or viewed.

· Customer-specific scripts must be created manually by using a chargeable third party tool.

· Generates load but does not measure response times for individual actions—only the total running time for a complete script can be measured.

· CSTK is unstable and cannot be used for powerful server systems. The measuring results cannot be reproduced. Suited for testing purposes but not for measurements.

· Not suited for measuring load-balanced terminal server farms.

	CitraTest
	· An up-market commercial product offered by Tevron.

· Can be used both for Microsoft Terminal Server and Citrix MetaFrame.

· This simulation tool only runs on the client without modifying either client or server.

· It simulates keyboard and mouse activities.

· Outputs from the terminal server session can be checked for correctness.

· Scripts for user simulation are not provided with the tool.

· Tool-supported creation of customer-specific scripts is possible.

· Approximately only 5 to 10 users can be simulated on one load generator.

· Is suited for measuring load-balanced terminal server farms.

	LoadRunner for Citrix
	· Is an up-market commercial product offered by Mercury Interactive. 

· Only supports Citrix MetaFrame, but not Microsoft Terminal Server.

· Simulation of entries is achieved by means of a modified ICA client.

· Text and mouse activities are simulated.

· Outputs from the terminal server session are checked for correctness.

· Tool-supported creation of customer-specific scripts is possible.

· Not suited for measuring load-balanced terminal server farms.


As this list demonstrates, many of these load simulators are unfortunately very specialized and consequently cannot be used universally and without limit. Some of the simulators can cooperate only with a specific version of Terminal Server, whereas others do not allow modification of the user to be simulated, while yet another set of simulators may corrupt the measuring results through additional simulation software components running on the client or server.

Comparability

Other than with various application benchmarks, where there is a benchmark or an appropriate regulation for the implementation of the application from its manufacturer or an independent body, such as with the Microsoft Exchange Server, SAP R/3, SPECweb, or TPC-C, there has to date been no standardized and accepted benchmark for terminal servers.

Although various load generators are also offered with predefined load profiles (as is the case with the Terminal Server Scalability Planning Tool from Microsoft and CSTK from Citrix), there is a lack of regulation regarding the simulation environment and standardized load profiles. The leeway this leaves is the reason why every manufacturer consequently obtained different results. Another shortcoming is the fact that there is no standardized tool that can be used to measure and compare both Microsoft and Citrix Terminal Server.

The results of such performance measurements of various manufacturers or benchmark laboratories cannot of course be compared with each other under such conditions. Only measurements performed in the same environment and with the same load profile can be meaningfully compared. Therefore, Microsoft and Fujitsu Siemens Computers worked together to compare the results of their two measurement tools on the same PRIMERGY hardware. The differences in the results of the “Microsoft Terminal Server Capacity and Scaling” tool and the Fujitsu Siemens Computer “T4US” tool are discussed in detail in the section “Comparison of Measurement Tools.”

It must also be noted that performance measurements are carried out in idealized laboratory environments rather than in real productive environments. Although attempts are made to reproduce productive environments as close to reality as possible, it is not possible to consider all customer-specific conditions.

Although the “number of users per server” is our unit of measurement, the results should primarily be seen relatively, thus, for example, “system A is twice as powerful as system B“ or “doubling the main memory results in an x% increase in efficiency.” Therefore, as already mentioned in section “User,” a user is difficult to quantify and our synthetic user need not correlate with a real user in all cases.

With the issue of this document, version 3.x of the PRIMERGY Terminal Server Sizing Guide has been made available. As the marginal conditions have changed fundamentally during the periods between the individual editions, it is unfortunately not possible to compare the absolute user quantities specified in previous publications. On the one hand, a generation change of the operating systems and terminal servers has taken place in the meantime; and on the other hand, it was also necessary to adapt the measuring methodology to the changing requirements of the IT landscape. Thus, the load simulation tool employed for version 2.0 of the sizing guide, for example, showed serious weaknesses as regards the stability and reproducibility of the results, which meant that with today’s performance of the PRIMERGY servers it would only be possible to measure a monoprocessor system (see the section “User Simulation”). So as to be able to nevertheless make a comparison with older PRIMERGY systems, we also included processors of older PRIMERGY servers in the measurement series for this edition, thus enabling us to draw conclusions about the performance of older PRIMERGY servers in comparison to current mode (see the section “Processor Type”).

This study shows that many measuring tools, such as CSTK, supply user quantities that were too high as compared to reality. One reason for this phenomenon is that no user logged on or off during the entire measurement phase. With our new series of measurements, we considered this fact and can therefore assume that the user quantities determined correlate to the quantities in real productive environments.

Nevertheless, it must be observed that the terminal server sizing measurements are evaluations in a simplified, idealized, and standardized environment with the aim of creating comparable conditions for all systems. Additional components or programs are not installed, and the terminal server is loaded up to its performance limits. In reality, additional software will have been installed, such as a virus scanner or additional add-ons run from the Citrix MetaFrame Presentation Server or components from the Citrix Access Suite, for which processor performance must be available. Moreover, the terminal server should not be loaded up to its performance limits during regular operation.

It also became clear that it was possible to double or halve the number of users per terminal server simply by carrying out slight modifications on the user profiles as regards the input speed. Refer to the section “Input Speed” for the results of this study.

 “Tool for User Simulation”

For the reasons discussed in the previous sections, Fujitsu Siemens Computers decided to develop our own load simulator without all the shortcomings described that can simulate any user profile independent of the terminal server used and that does not have an impact on the system under test.

T4US, “Tool for User Simulation”, is a flexible tool that can simulate any terminal-server-based scenario—independent of the operating system or application software used—and that carries out an in-depth measuring of response times and usage of all the different system components.

User activities can be recorded in real time by using the T4US Record tool. Recording with this tool includes keyboard and mouse activities, the times between individual inputs as well as display outputs. All activities are stored in T4US Script in a readable format. During the simulation, the input data recorded is simulated with identical time behavior and the display outputs are compared with the recorded outputs. Moreover, it is possible to reproduce the simulation runs at any given time. Various T4US scripts can be combined to create any kind of load profiles on the basis of different user activities. Should it become necessary to adapt the load profiles to different environments or to use them for a large number of users simultaneously, it is possible to parameterize script parts using variable parameters such as user name, server name, domain name, and so on without influencing the time behavior.
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The T4US load simulator has three components. T4US Control is the master control panel. It uses a graphic user interface to centrally control and monitor the entire simulation process. All measuring values are captured during the measurement and transferred from the load generators through a separate LAN, the simulation network, to the control panel where they are collected. During the measurement, the values can also be analyzed and evaluated automatically and so be used for dynamic control of the measurement process.

Several instances of T4US Playback run on the load generator. Each T4US Playback “feeds” keyboard and mouse inputs in real time to a terminal server client on the basis of scripts recorded with T4US Record and monitors the display content of the terminal server client. Synchronization is carried out on the basis of the display content, whereby the script waits for the screen contents to be displayed completely. The response time of the terminal server is determined by means of high-resolution timers. Synchronization is particularly important for a reliable measurement tool because on the one hand it helps prevent faulty inputs and, on the other hand it ensures clear and measurable response times of the terminal server.

In this connection, each instance of T4US Playback can execute any script, which means that a mix of different user groups and asynchronous user behavior can be simulated. A T4US Agent runs on every load generator. The T4US Agent is responsible for handling communication with the controller, controls the instances of T4US Playback, monitors the measured response times, and transfers them to the controller.
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With T4US, the entire load simulation is performed externally without the need to modify the terminal server client or to install additional software on the terminal server. A separate network is even used for the communication between controller and load generators so that there are no influences on the data exchange between terminal server and terminal server clients. Thus, it is possible not only to measure the terminal server but also to determine the effects various clients or client options exert on the network bandwidth, such as screen resolution, color depth or audio output. The SUT, as the system to be measured is generally called, is not only comprised of the terminal server itself but, to be precise, the terminal server clients, the network between the clients, and the terminal server as well as the terminal server itself. T4US takes these facts into consideration by not intervening in the client-network-server relationship.
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The terminal server clients and the components of T4US Agent and T4US Playback all run on the load generators. However, comparative measure​ments are used to ensure that the load generator hardware is dimensioned sufficiently to make sure that it does not cause a bottleneck and has no adverse effect on the terminal server clients or, as a consequence, on the measuring results. Furthermore, a load generator can optionally be run as a so-called reference client simulating only a single user while all the other load generators simulate a large number of user groups. By comparing the measuring results from the reference client with the results from other clients, it is possible to exclude any influence that the load generators might exert on the measuring results.

The infrastructure server also located in the SUT network provides basic services such as Active Directory, Domain Name Service (DNS), and Terminal Services Licensing for the terminal server to be measured but the infrastructure server itself is not measured.

Measuring Environment

Having discussed user classes, user simulation, and load generators in general terms in the previous section, we will now take a closer look at the performance measurements carried out for the PRIMERGY server family.

We studied all the current PRIMERGY models suited to be employed as typical terminal servers in the measuring environment described below:
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· Controller (T4US Control):

The controller was equipped with Windows Server 2003 Standard Edition.

Load generators:

21 load generators with two Pentium III 1-GHz processors each and 1 GB of main memory were used for the measurements.

The load simulators ran under Windows Server 2003 Standard Edition.

Clients:

The terminal server client of “Citrix MetaFrame XP Presentation Server Feature Release 3” (program neighborhood with 32-bit ICA client, version 7.00.17534) was used to access the terminal server through the ICA protocol.

Microsoft’s RDP client (“Remote Desktop”) enables access to a terminal server using the RDP protocol. Windows Server 2003 Standard Edition includes version 5.2.3790.0 of the RDP client, which supports the RDP protocol V5.2.

Network:

The connection of the load simulators to the SUT network was established by means of a 100-Mbit Ethernet network where the terminal server was connected through the Gigabit Uplink. TCP/IP was used as the network protocol.

Terminal server (system under test):

The PRIMERGY servers measured (system under test) were in each case equipped with Windows Server 2003 Enterprise Edition. The terminal services were activated in the application server mode.

Citrix MetaFrame Enterprise Edition including Service Pack 3 and Feature Release 3 was installed for the tests measuring a Citrix Terminal Server. The terminal server farm included one terminal server. Data store was implemented as a Microsoft access database and maintained on the local system disk of the system measured.

The users’ files to be read and written during the measurement were also maintained locally on the terminal server.

By default, the user profiles were stored on the terminal server.

· Infrastructure server:

The infrastructure server itself was not measured but provided the required services to the system under test. The server was dimensioned sufficiently so that it would not represent a bottleneck.

The simulated users’ accounts were created on the Active Directory Domain Controller. Log-in was always effected to the Active Directory.

The Active Directory system was simultaneously used as a DNS server and as a Terminal Server Licensing Service.

The infrastructure server ran on the operating system Windows Server 2003 Standard Edition.

The synthetic measuring environment described above simplifies a realistic customer environment to a great extent so as to exclude influences from other systems and to obtain results that could be reproduced. Influences on a terminal server environment from other components will be discussed in detail in the section “Infrastructure.”
Load Profile

All the measurements were carried out with a medium load profile. According to the definitions provided in the section “User,” a “medium user” only works with one application at a time and enters data at a good pace. Our medium-load profile uses Microsoft Word from Microsoft Office as an application, and the user enters an illustrated text at an average rate of 230 strokes per minute.

The load profile was recorded in a real scenario, and the character input corresponded to the real work speed of an author using the 10-finger typing method.

In addition, the medium-load profile included the following features:

· Every user works under an own user account.

· The user’s first log-in and the first start of the application are not included in the measuring interval. Nevertheless, the user logs off after the first work session at the terminal server and logs in again to start a new session. Because the individual users start one after another with a delay, individual log-ins and log-offs take place continuously over the entire duration of the simulation.

· Every terminal server client (user) starts the application from its desktop; the application is started and ended for every script run.

· Every user has his own directory that stores the pictures to be used in the text. This approach ensures that not all users load the same picture files at the same time, thus preventing the pictures from being loaded into the server file cache after a short time. Every user writes a new document with a unique name for each script run. Once created successfully, the document is stored with a size of approximately 227 KB in a user-specific directory on the hard disk of the terminal server.

· The average input speed is approximately 4 characters or cursor movements per second. However, input does not take place during the entire run because various periods of reflection of differing length have been interspersed, which is almost equivalent to natural work behavior.

· The display resolution is 1024x768 pixels; the color depth is 16 bits.

· One script run takes approximately 16 minutes, including the waiting times.


Because this sizing guide deals with the relative comparison of the various PRIMERGY models, we have refrained from studying other load profiles. Although a study of other load profiles would lead to a different number of users per PRIMERGY, the relation between the individual PRIMERGYs would stay the same.

To make a statement as regards absolute user quantities, it is necessary anyway to analyze the customer-specific load mix and to set it into relation with the performance data in this publication (see the section “Comparability”).

Measuring Method

In addition to a simulation tool and a load profile that is as realistic as possible, a performance measurement includes a regulatory framework that serves as a basis for carrying out and analyzing the individual measurements.

Measurement Types, Duration, and Phases

All the systems, that is, load generators and servers under test including the T4US client components T4US Agent and T4US Playback, are always restarted before a measurement takes place. The T4US Controller on the controller system is restarted every time.

T4US supports three different measuring functions:

· Reference measurement with a constant number of users. A constant but low number of users run one or several T4US scripts several times. In the terminal server measurement environment, the T4US script was run at least three times by five users. The resulting measuring data were collected and used by the T4US controller to calculate comparable values for each measurement point and the values in return serve as the baseline for further measurements.
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· Measurement with a constant number of users. For the measurement with a constant number of users, an invariable number of users work for a predefined period with the terminal server. As a result, the measurement yields the response times of the terminal server and the server’s performance counter.

The measurement itself is divided into three phases:

	Start-up

15 minutes
	During the start-up phase, all the T4US Playbacks start working one after another upon request from the T4US Controller. For this purpose, the T4US Controller distributes the start-up of scripts equally over the start-up phase, which always takes 15 minutes, irrespective of the number of users to be simulated. This approach corresponds to a real-life situation because a PRIMERGY server with a higher performance can, all in all, serve more users and therefore be expected to perform more log-ins at the same time than systems with a lower performance. Unevenly staggered log-ins that are often used in other measurements were intentionally not implemented because, in reality, users would also not wait for their log-in just because many other users are already working. The start-up phase is completed when all the scripts have been launched.

	Warm-up

30 minutes
	During the warm-up phase, all T4US Playbacks are executed according to the scripts set.

	Measurement

60 minutes
	The 60 minutes after the warm-up are used to obtain measuring data. In this phase, the performance counters of Terminal Server and its response times signaled by the T4US Playbacks are analyzed and evaluated.


If an error is detected during any phase, the current measurement will be aborted and then repeated.

Although measuring data is gathered and checked during all phases, only the measuring data that begins and ends completely within the measurement phase will be used for the evaluation. The response times of Terminal Server are registered by the T4US Playbacks and reported to the controller.

The performance counters are queried by the controller. The data of the terminal server within the measuring phase is analyzed and evaluated. Data from other systems involved, such as load generators, controllers, and infrastructure servers, is monitored for supervisory purposes to ensure that the systems are not overloaded and a measurement does not become invalid due to side effects.
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All the measurements of the Terminal Server Sizing Guide V3.0 were performed with this measurement method.

· Measurement with a variable number of users. For the measurement with a variable number of users, the number of users working with Terminal Server is continuously increased according to a predefined rule until Terminal Server is overloaded.

The Terminal Server response times are monitored by the T4US controller during the entire measurement. The T4US controller compares each individual measuring value with a stored reference value that was determined from a previous reference measurement. Certain end criteria were configured as a standard for defining the server overload.

The result of this measurement yields the number of users (“score“).
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For the measurement with a variable number of users, the phases where new Terminal Server users log on alternate with phases where the number of users remains stable. During the individual start-up phases, a part of the T4US Playbacks starts working one after another at the request of the T4US controller. For this purpose, the T4US controller distributes the start-up of the scripts equally over the start-up phase. A start-up phase is completed when all the scripts of T4US Playbacks have been launched. During the subsequent “steady-state” phase, the measurement is in a steady state where no new users log on. The start-up and the steady phases are continuously repeated. In the initial period of the measurement, a large number of users can be started very quickly, whereas the duration of the start-up phases constantly increases as the measurement progresses. This results in the intervals between the user log-ins being prolonged. Due to this prolongation of the user log-in interval, it is possible to achieve more accurate and reproducible measuring results.

If an error is detected during any phase, the current measurement will be aborted and then repeated.

The performance counters of the terminal server are queried and evaluated by the controller over the entire measuring phase. Data from other systems involved such as load generators, controllers, and infrastructure servers are monitored for supervisory purposes to ensure that the systems are not overloaded and a measurement does not become invalid due to side effects.

All the measurements since the Terminal Server Sizing Guide V3.1 were performed with this measurement method.

Processor Usage
In particular, it remains to define when a server is used to capacity. Because it is undoubtedly possible to start an additional application on a system, on which x applications are up and running, it is, however, inadvisable to overload a server at will. This would only determine how “elastic” the administration tables of the operating system are. Rather, it is necessary to find a benchmark for stable work on the system. If this has been exceeded, the system is then overloaded and becomes unstable. All the Windows Server operating systems offer a variety of performance counters in this connection, which provide information as to the status of the system. A counter for the usage or overloading of the system is the “Processor Queue Length.” This counter states how many threads are waiting to be executed by the CPU. If this counter rises significantly and continuously, it is an indication of a system overload. The fact that only one counter is for the queue length, regardless of the number of processors, must be taken into consideration. Even with a high value for the queue length, the usage of the CPU in percent does not have to be close to 100%. Even in the event of lower CPU usage under 50% it is possible for the processor queue to increase. This occurs when a large number of processors are in an idle state, a condition that is particularly brought about in the terminal server scenario through numerous users, who in principle do nothing more than hold an application open. For more information in this respect, see “Operating System Restrictions.”
Response Time

A second benchmark for the stability of the server is the response time, with which the server reacts to user input. It is of course directly connected with the usage of the processor and the processor queue length. 

For the measurements with a constant number of users, the terminal server is loaded to such an extent until the average CPU load is above 70%. The processor queue rises significantly or the response time of the application slows down by more than 10% in comparison with a reference time.

To define the reference time, one instance per relevant load profile is started on five clients and allowed to run for three times. Reference times are largely limited by the waiting times in the scripts and only differ minimally from system to system. The reference times themselves are not used to document the efficiency of the PRIMERGY system concerned, but only to calculate the prolongation of the response times.

To determine the response times, an average of all the measuring data from the individual measuring points determined by the clients during the measuring phase was calculated and then compared to the reference times.

Because an average is calculated from all the measuring values gathered during the measuring phase, the percentage of 10% by which the response times may deteriorate is not very high.

For a measurement with a constant number of users, the number of users working with the terminal server during the measurement is predefined. It will not be possible before the completion of the measurement to determine whether the terminal server was capable of handling these requirements.

For the measurement with a variable number of users, the terminal server is put under load until the response time of the application in comparison with a reference time has deteriorated to such a degree that it no longer complies with the predefined rules. Although the performance counters are recorded and analyzed after the measurement has been taken, only the response time of the terminal server is used to determine the number of users that are able to work with the terminal server in a satisfactory manner.

The degree of user satisfaction can be configured in the T4US controller. Each measuring value of the measurements forming the basis of this Terminal Server Sizing Guide may decrease by 30% (values over 1500 msec) or 100% (values up to 1500 msec). All in all, 90% of the measuring values must be within this range, 10% freak values will be tolerated. Any additional measuring value exceeding the deterioration limit of 30% (or 100%) will cause the measurement to be terminated. The number of users thus determined is the result of the measurement and is called “score.”
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The diagram illustrates the way in which the T4US controller works when analyzing the measuring values. The horizontal line at a response time of 1000 msec is the set limit that may not be exceeded by 90% of the measuring values. Some freak values are permitted, and they will be compensated by subsequent values within the permitted range. However, if too many freak values are determined, the terminal server is assumed to be overloaded and the measurement will be terminated at this point. The diagram also shows how the measuring values would deteriorate even more if more users were added. The score in this case is “76 users.“

To define the reference time, one instance per relevant load profile is started on five clients and allowed to run for three times. Reference times are largely limited by the waiting times in the scripts and only differ minimally from system to system. The reference times themselves are not used to document the efficiency of the PRIMERGY system concerned, but only to calculate the prolongation of the response times.

In comparison with the measurement with a constant number of users where a deterioration in the response times of 10% is permitted, the measurement with a variable number of users operates with the higher limit of 30%. This is because each individual measuring value of the measurement with a variable number of users must adhere to this limit instead of only the average adhering to it.

Tuning

Even if there are numerous articles from Citrix and Microsoft about the optimization of operating system and terminal server settings, we dispensed with these fully in our measurements. The reason for this is that many of these settings only make sense in certain environments. Used in another environment they often bring about the opposite effect. Since this series of measurements examined various PRIMERGY systems with different system components, it would not have been possible to compare the results with each other.
The only settings that are changed to subject all PRIMERGYs to the same test conditions are the following ones:

· The page file of the operating system was set to a fixed size of 4 GB to avoid fragmentation and to ensure the same conditions for all servers under test.

· The restriction to 100 users per server—also preset by the integrated load balancing (even if the terminal server farm consist of only one terminal server) —had to be lifted.

The previously required extension of the registry on a terminal server under Windows 2000 Server no longer applies for Windows Server 2003.

Resource Requirements

The following performance-relevant factors are critical for a server system:

· Computing performance

· Main memory

· Disk I/O subsystem

· Network

Depending on the task of the server, the individual components have varying weighting as regards the overall performance of the server. Below we want to discuss and, in the light of the measurement results, substantiate which components have which influence on the performance of a terminal server system.

Computing Performance

The computing performance of a system depends on the processor features and the number of processors.

The following table provides an overview of the PRIMERGY systems and processors that are currently available. In this respect, this is of course only a snapshot taken at the time this paper came into existence, because new processors and PRIMERGY models are continuously being launched onto the market.

	PRIMERGY
	Pro-cessor type
	Max CPUs
	Hyper-thread-ing
	Clock frequency
	SLC (KB)
	TLC (KB)

	Econel50
	Celeron
	1
	no
	335J (2.8 GHz)
	256
	

	
	Pentium 4
	1
	yes
	530J (3.0 GHz) and 540J (3.2 GHz)
	1024
	

	Econel200
	Xeon
	2
	yes
	2.8 and 3.4 GHz
	1024
	

	TX150 S3
	Celeron
	1
	no
	335J (2.8 GHz)
	256
	

	
	Pentium 4
	1
	yes
	530J (3.0 GHz), 540J (3.2 GHz), and 560J (3.6 GHz)
	1024
	

	TX200 S2
	Xeon
	2
	yes
	2.8, 3.0, 3.2, and 3.4 GHz
	1024
	

	
	Xeon
	2
	yes
	3.4 GHz
	2048
	

	TX300 S2
	Xeon
	2
	yes
	3.2, 3.4, and 3.6 GHz 
	1024
	

	
	Xeon
	2
	yes
	3.6 GHz 
	2048
	

	TX600
	Xeon MP
	4
	yes
	2.0 GHz
	512
	1024

	
	Xeon MP
	4
	yes
	2.2 and 2.7 GHz
	512
	2048

	
	Xeon MP
	4
	yes
	3.0 GHz
	512
	4096

	RX100 S2
	Celeron
	1
	no
	2.8 GHz
	256
	

	
	Pentium 4
	1
	yes
	3.0, 3.2, and 3.4 GHz
	1024
	

	RX200 S2
	Xeon
	2
	yes
	2.8, 3.0, 3.2, 3.4, and 3.6 GHz
	1024
	

	
	Xeon
	2
	yes
	3.6 GHz
	2048
	

	RX300 S2
	Xeon
	2
	yes
	2.8, 3.0, 3.2, 3.4, and 3.6 GHz
	1024
	

	
	Xeon
	2
	yes
	3.6 GHz
	2048
	

	RX600
	Xeon MP
	4
	yes
	2.0 GHz
	512
	1024

	
	Xeon MP
	4
	yes
	2.2 and 2.7 GHz
	512
	2048

	
	Xeon MP
	4
	yes
	3.0 GHz
	512
	4096

	RX800
	Xeon MP
	8
	yes
	2.2 and 2.7 GHz
	512
	2048

	
	Xeon MP
	8
	yes
	3.0 GHz
	512
	4096

	BX300
	LV Pentium III
	2
	no
	1.0 GHz
	512
	

	
	Pentium M
	1
	no
	725 (1.6 GHz) and 755 (2.0 GHz)
	2048
	

	BX620
	Xeon
	2
	yes
	2.8 GHz
	512
	

	
	Xeon
	2
	yes
	3.06 and 3.2 GHz
	512
	1024

	
	Xeon
	2
	yes
	3.2 GHz
	512
	2048

	BX620 S2
	Xeon
	2
	yes
	2.8, 3.0, 3.2, 3.4, and 3.6 GHz
	1024
	

	
	Xeon
	2
	yes
	3.6 GHz
	2048
	

	BX660
	Xeon MP
	4
	yes
	2.2 and 2.7 GHz
	512
	2048

	
	Xeon MP
	4
	yes
	3.0 GHz
	512
	4096


Processor Type

There are a great many processor variants available for Intel-based servers nowadays. If we disregard the manufacturers of Intel-compatible processors, Intel alone has several processor lines to offer that are nowadays installed in PRIMERGY systems: Intel Celeron, Intel Pentium III, Intel Pentium 4, Intel Pentium M, Intel Xeon Processor, and Intel Xeon Processor MP. Whereas the Celeron is meant more for the low-end field, Pentium 4, Pentium Xeon, and Pentium Xeon MP processors have established themselves in the server sector. The extremely power-conserving processor types LV Pentium III and Pentium M used in the so-called blade server technology represent a special case. These processor types fulfill specific requirements regarding their power consumption and heat dissipation, thus providing an extremely high computing performance even in the most densely packed space.

The summary below shows the various processors currently being used for the terminal server and their performance data for one CPU, respectively. It is not possible to draw conclusions about the performance of a system with a higher number of CPUs because the performance gain is not linear. For information on the scaling of processors, please refer to the sections ”Clock Frequency“ and Number of Processors.”
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As far as computing performance is concerned, all systems are equipped with sufficient main memory to ensure that the main memory does not represent a bottleneck in this comparison. The main memory was not varied in the comparison.

The processors differ from each other in their architecture as well as in their clock frequency, caches, Hyperthreading technology and the possible number of CPUs. These aspects will be discussed in detail in the following sections.

Clock Frequency

The processor lines are in turn available in various rating classes. Depending on the processor module, clock frequencies are available from 1 GHz up to currently 3.6 GHz, and the speed of the front-side bus ranges from 133 MHz to currently 800 MHz.

Scaling of the CPU clock frequency with terminal server applications was studied with several processor families.

	Processor type
	Clock frequency
	FSB

	LV Pentium III
	1.0 GHz
	133 MHz

	Celeron
	2.8 GHz
	533 MHz

	Pentium M
	1.6 GHz – 2.0 GHz
	400 MHz

	Pentium 4
	3.0 GHz – 3.6 GHz
	800 MHz

	Xeon
	2.8 GHz – 3.6 GHz
	533/800 MHz

	Xeon MP
	2.0 GHz – 3.0 GHz
	400 MHz


It becomes evident that a higher clock frequency also means higher performance, but an increase in clock frequency is not reflected 1:1 in the relative performance increase. This is explained by the constant front-side bus and thus the unchanged speed of the memory and I/O accesses. An extension of cache, as discussed in detail in the following section, however, has a stronger impact than the clock frequency.

The section below provides a detailed presentation of the scaling of the Pentium M, Pentium 4, Xeon, and Xeon MP processors for the current PRIMERGY systems.

Pentium M

The diagram shows the CPU scaling of Pentium M processors for a mono-CPU blade of the PRIMERGY BX300. It is evident that higher performance can be achieved when CPU frequency is raised, and this results in a higher number of users. The frequency increase, however, is not translated 1:1 into a higher performance because the speed of the memory and I/O accesses through the front-side bus remains unchanged. Thus, a frequency increase of 25%, for example, from 1.6 to 2.0 GHz, leads to an increase in the number of users by 12.5%. The effects of the various cache sizes are explained in detail in the following section.
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Pentium 4

The Pentium 4 processor is installed in the PRIMERGY servers with one CPU. A PRIMERGY TX150 S2 was used as an example to analyze the frequency scaling. At present this CPU generation is available only with 1 MB second-level cache. With this series of measurements, too, it became evident that a higher clock frequency resulted in an increase in the performance, yet it is not possible to translate the higher clock frequency 1:1 into an increased number of users. When, for example, the clock frequency was increased by 7%, the number of users was raised by only 3%. This is explained by the constant front-side bus and thus the unchanged speed of the memory and I/O accesses.
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Xeon

If a two-way PRIMERGY server—here a PRIMERGY RX300 S2 with one or two Xeon processors, respectively—is analyzed, it is again evident that a performance increase resulted from the CPU frequency. With the mono-system used in this example, a frequency increase of approximately 7% resulted in an increase in the number of users of approximately 2.5%. This is explained by the constant front-side bus and thus the unchanged speed of the memory and I/O accesses. An additional aspect with a dual system is the fact that the performance gain achieved by higher frequencies is somewhat lower than with mono-systems because as a result of additional processors the operating system has a greater synchronization outlay.
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This Xeon generation is currently available with a 1‑MB and 2‑MB SLC. The performance increase caused by a bigger cache is higher than the performance increase resulted from a higher CPU frequency. The effects of the various cache sizes are explained in detail in the following section.

Xeon MP

With the PRIMERGY RX600 with one, two, and four processors, respectively, it is possible to observe the CPU scaling at the various frequency levels and cache sizes, as well as the scaling of the number of CPUs. As anticipated, performance increases when more processors are added but scaling by means of the frequency is much better for mono-systems than for multiprocessor systems. In addition, the increase in the clock frequency of the dual system had a much higher effect than with the four-way system. This effect is due to the constant front-side bus and thus the unchanged speed of the memory and I/O accesses as well as from the greater synchronization outlay on the part of the operating system, which increases with the number of processors.
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The effects of various cache sizes and the number of CPUs are explained in detail in the following sections.

Caches

Generally speaking, a cache is a faster temporary memory accelerating data access by buffering data. Caches of Intel CPUs are cascaded on several levels. A difference is made between level 1 caches, level 2 caches (also called second-level caches—SLCs, and level 3 caches (third-level caches—TLCs). In most cases, only the cache of the last level is mentioned when talking about performance data of CPUs. The cache has been designed to save the processor from having to wait for data from the slower main memory. The greater the cache, the less memory accesses are necessary. This saving in time results in turn in a greater computing performance.

In addition to offering different clock frequencies, the Intel Xeon processor and the Intel Xeon processor MP are also available with caches in different sizes.

On average, a gain in performance of approximately 10% can be assumed when the cache is doubled.

For the terminal server, doubling the cache results in a decrease in the CPU load. Measurements with a variable number of users were carried out with the medium load profile. 
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(Medium load profile, Microsoft Offi ce XP, Citrix MetaFrame)  


Two processors with a 1‑MB cache and 2‑MB cache, respectively, were used under otherwise identical conditions. Hyperthreading was enabled. As shown in the diagram, the load on the terminal server system processor is lower when a larger cache is used. For measurements with a variable number of users, the measuring process is terminated when the response times of the terminal server exceed the permissible threshold. Due to the CPU reserves of the system with larger cache, the terminal server is able to serve a larger number of users before this threshold is reached.

An increase of 15% in the number of users could be observed for the medium-load profile, as shown in the diagram.

The increase in performance achieved with the larger cache is most with a heavy user.
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(Medium load profile, Microsoft Office XP,    Citrix MetaFrame)  


Hyperthreading

Most processors of current generations support Hyperthreading. The advantage of Hyperthreading over classical multiprocessing lies in a gain in performance at reduced costs. With the processor types available today, a processor family is entirely offered with or without Hyperthreading.

With Hyperthreading processors, some resources on the chip are doubled so that the CPUs are now capable of executing two threads in parallel. Thus, two virtual or logical CPUs are simulated. To the operating system, a CPU with Hyperthreading appears to be two CPUs and will be controlled as such. This increases speed if the operating systems and applications are suited for higher speeds. Windows is designed as an operating system capable of Hyperthreading, and particularly within terminal server environments, numerous individual users simultaneously work with quite a large number of mostly small applications so that Hyperthreading can be expected to lead to a performance increase.

Measuring has shown that the increase in performance due to Hyperthreading is the largest for systems with low to medium load. The performance gain is lower for systems working at their load limit. Moreover, the performance gain on a mono-system is higher than that on a multiprocessor system.

A measurement sequence was run on a PRIMERGY RX200 with two processors; one set of simulations each was carried out with enabled and disabled Hyperthreading. The same number of users (101) was simulated in both cases. For terminal server applications, Hyperthreading resulted in a reduced load on the system. The CPU load could be lowered by 31% as shown in the diagram. When the test was run on the PRIMERGY RX200 and 101 users without Hyperthreading, a CPU bottleneck was indeed detectable. The response times of Terminal Server were no longer within the specified time slice. 
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However, the system complied with the specified response times again when the relief of the CPU load was achieved by Hyperthreading. This means that with a medium-load profile the number of terminal server users operating on the same PRIMERGY system can be increased by approximately 20% as a result of Hyperthreading. A reduction of the CPU load cannot be reflected 1:1 in an increased number of users because the CPU time in the high-load range does not rise on a linear scale, but rather in an accelerated manner (see the diagram in the section “Behavior at High CPU Load”).
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( Medium  load p rofil e , Microsoft Office  2003 ,  Microsoft Terminal Services)  


The measurement method with a variable number of users was applied to determine the absolute number of users for systems with and without Hyperthreading. The diagram shows the measuring results. The PRIMERGY system used for the test was a PRIMERGY RX300 S2 with one or two processors with different clock frequencies. For this comparison, all processors were equipped with a 1‑MB SLC. Hyperthreading was alternatively enabled (“HT on“) or disabled (“HT off“). It can be seen that a larger number of users can work with Terminal Server when Hyperthreading was enabled. The performance gain due to Hyperthreading for a slower mono-system is much higher than for a fast dual system.

Number of Processors

On top of that, the computing performance of a system can be increased by using several processors. The use of several identical physical processors is also called symmetric multiprocessing (SMP). All the resources of a CPU are redundant, that is, they exist on every physical CPU. Thus, several processes can be executed at the same time. In contrast to this, with Hyperthreading (see above) a physical CPU acts like two logical CPUs.

Thus, scaling with an increasing number of processors is only linear in the ideal case of an application that can be parallelized optimally. However, the more accesses made to shared resources, such as main memory, hard disks or network—thus necessitating coordination between the processors—the more the scaling curve levels out. In an extreme case, with a very large number of processors and with a large proportion of the processors coordinated to each other it is even possible for “reverse state” of the scaling to occur (see “Scale-up”). Designers of large multiprocessor systems counter this by providing the processors with large caches or by forming groups of processors and assigning separate storage and I/O components to the processors. The latter, however, necessitates specifically modified operating systems and applications such as Windows Server 2003 Enterprise and Datacenter Edition with nonuniform memory access (NUMA) support to achieve optimal performance.
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The PRIMERGY RX800 was used as an example to study scaling of the number of processors with terminal server applications. The diagram shows scaling of one to eight Pentium Xeon MP processors with identical clock frequencies of 2.2 GHz. Hyperthreading was enabled. Similar to the dual-system PRIMERGY RX200 S2 (see above), a gain in performance was detectable after adding processors to the PRIMERGY RX800 system: the performance increase when up-scaling from one to two processors was 66%, up-scaling from two to four processors led to a gain of 25%. It goes without saying that the number of users cannot increase by 100% when the number of CPUs is doubled! As a result of additional processors, the operating system has a greater synchronization outlay; the processes (to be more precise the threads) have to be distributed and accesses to other resources, which remain unchanged, have to be coordinated. When up-scaling from four to eight processors, it becomes apparent that “Amdahl’s Law“ unfortunately proves to be true in reality. For terminal server applications, a repeated doubling of the number of processors does not lead to an increase in the number of users. The terminal server is not capable of managing additional sessions although CPU backup reserves should be available.

Behavior at High CPU Load

When the number of users, the CPU load of the system and the response times are put into relation to each other, you can see how the response times of the terminal server behave with increasing usage. The number of users was continuously increased during the initial 15 minutes of a measurement lasting 25 minutes. Each user first logged in, then worked with Microsoft Word, and finally logged off after approximately 16 minutes to start all over again.
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This means that the user logons (blue graph () were spread over a relatively small time slice, a behavior that is very close to reality if all users start their work at roughly the same time. The CPU usage of the terminal server showed a steady increase (red graph () up to almost 100%. Two significant measuring results could be observed: the time a user needed to log on to the terminal server (magenta graph () and the time required to add a picture under Microsoft Word (green graph (). The logon to Terminal Server not only includes this process itself, but a user’s desktop must also be started. This represents a higher load for Terminal Server than inserting a picture under Microsoft Word. Actions that by their nature represent a higher load for Terminal Server are slowed down to a greater extent under high-load conditions than with less demanding activities.

Three phases can be observed in the terminal server usage:

· The CPU load of Terminal Server is below 70%. The response times of the server are extended only to a small degree, which will not become apparent to the user.

· The CPU load of Terminal Server is between 70% and 90%. Actions placing a higher load on the server are slowed down, but the response times are still within tolerable limits for the user. Actions placing a lesser load on the server show, on average, the same response times but fluctuations in the response times are possible.

· When the CPU load of Terminal Server exceeds 90%, the server is clearly overloaded. Depending on user actions, the server responds with a considerable delay, in particular actions such as a logon require more time. But even more simple actions are slowed down considerably. The user will no longer tolerate the response time behavior of the server.
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For all PRIMERGY servers, but in particular for the more powerful servers, it is possible to observe a behavior where a system with a seemingly normal load becomes overloaded when some more users are added. A PRIMERGY RX600 with four processors, 4 GB of main memory, and enabled Hyperthreading was used to find out whether this behavior occurs only with the terminal server or whether this limitation is caused by the operating system itself. A small synthetic application used for this test alternately loaded the system and then waited, that is, it behaved like an application would do on a terminal server system. New instances of the synthetic application were continuously started. As shown by the diagram, the system is not put under load by the continuous start of the applications. Nevertheless, there is a point in time where adding only a few processes caused a volatile increase in the CPU load to more than 90%. Although this threshold is not as clear in studies carried out with the terminal server as in this synthetic case, there is also a point in time where “the last straw is reached that breaks the camel’s back.”
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When measuring T4US with a variable number of users, the measurement process is terminated the moment the response times of the terminal servers are no longer sufficient, independent of the CPU load of the server at that time. Therefore, it is interesting to study the processor load at that moment and to establish a correlation of the results from the PRIMERGY systems with different CPU configurations. The Y axis of the diagram shows the number of users served by the relevant PRIMERGY system while the CPU load in percent required to run this number of users is entered on the X axis. The various straight lines show the different CPU configuration levels of the systems: a solid straight line represents a system without Hyperthreading; a dotted line represents a system with enabled Hyperthreading. The diagram only shows the trend of the CPU load, the actual processor load in reality varies around this straight line. The figures represent the “real/virtual“ number of CPUs. Thus “2/4”, for example, refers to a system with 2 CPUs and enabled Hyperthreading. The diagram clearly shows that for an identical number of users the processor load of a system without Hyperthreading is correspondingly higher than for a system with Hyperthreading. Moreover, the CPU load is lower the larger the system is. Therefore, the number of users that such a system can still serve with the anticipated response times is not always achieved at the same CPU load. Although a mono-system is able to achieve the response times with a CPU load of 90% to 100%, a dual system may fail to serve any additional users at a CPU load as low as 70%. Despite these differences, a larger system can of course serve more users in total but its CPU resources cannot be used as efficiently because other components in the system have a limiting effect.

Main Memory

The main memory exerts the greatest influence on the performance of the terminal server. This is particularly reflected in the response time. As and when required, Windows acquires further virtual memory by relocating (swapping) data currently not needed from the main memory (RAM) to the swap file on the hard disk. However, since disk accesses are about a thousand-fold slower than memory accesses, this results directly in a breakdown in performance and a rapid increase in response times.

In practice, it is not hardware that sets the limits nowadays, but the software architecture. The 32-bit design software mostly used at present can frequently no longer fully use the available hardware. In detail, limits result from addressing the main memory and consequently 32-bit applications are restricted to 4 GB of virtual address space. If the server is physically equipped with more than 4 GB main memory, this memory cannot be used effectively in most cases. As a result of the dependency between the demand for main memory and processor performance many applications cannot fully use the processor performance offered by 8-way and 16-way servers.

Hence, the terminal server limit no longer indicates the required increase in performance. This limit becomes apparent with the current 32-bit Windows Server 2003 running on a four-way system with 4 GB of main memory. This is only remedied with 64-bit operating systems and 64-bit applications. Although 64-bit versions of Windows Server 2003 and 64-bit PRIMERGY systems are available nowadays, there is, a lack of 64-bit applications. For a perspective of the terminal server on 64-bit systems, refer to the section “Terminal Server on 64-bit Systems.”
User processes occupy virtual memory space, irrespective of whether users are currently working and even if the session at that moment is in the “disconnected” state. Since these limits affect the virtual memory space, an improvement cannot be achieved even by adding main memory. Microsoft has made improvements to the memory management in Windows Server 2003: now the limited virtual 32-bit address space is used by the kernel optimally so that, according to Microsoft, up to 80% more users can be handled by Windows Server 2003 running on a specific hardware as compared to Windows 2000 Server. Naturally, this only applies to systems where the virtual memory management represents the bottleneck. Systems where the bottleneck is caused by the CPU or physical storage can be operated by the same number of users under Windows 2000 Server and under Windows Server 2003.

However, the fact that memory requirements grow linear according to the following formula is universally valid:

Memory requirements = system requirements + number of users × memory requirements per user.

In this connection, note that the memory requirements per user greatly depend upon the application used. If the memory requirements are known for an application for a user, it is easy to calculate the overall memory requirements.

The maximum possible memory configuration of the system as well as the support of the operating system has the effect of an upper limit in this case (see table).

It is not easy to calculate the memory requirements of a Windows application. Various performance counters are available, for example “Available MBytes,” “Committed Bytes,” and the “Working Set.” Although “Available MBytes” indicates the free physical main memory currently available, “Committed Bytes” specifies how much virtual main memory was assigned to the running applications and reserved in pagefile. The “Working Set” of an application is the memory already occupied by this application. One feature of the Windows operating system must be noted in this context: if sufficient main memory is available, then the applications also occupy more memory. Windows does not “tidy up” and swap out the memory outside the “Working Set” unless the free memory space falls below a given threshold value. This means that it is not possible to see the actual memory requirements for a system that is operated outside the memory limit range.

	PRIMERGY
	Windows Server 2003

	
	Standard
Edition
	Enterprise
Edition

	
	max. GB
	max. GB

	Econel50
	4
	4

	Econel200
	4
	4

	TX150 S3
	4
	4

	TX200 S2
	4
	12

	TX300 S2
	4
	16

	TX600
	4
	16

	RX100 S2
	4
	4

	RX200 S2
	4
	16

	RX300 S2
	4
	16

	RX600
	4
	16

	RX800
	4
	32

	BX300
	2 or 4
	2 or 4

	BX620
	4
	12

	BX620 S2
	4
	12

	BX660
	4
	16


However, when the occupied memory calculated from “Available MBytes,” the “committed” memory and the “Working Set” is shown as a graph, a linear development can be observed that rises with the increasing number of users but is not identical to it. Theoretically, this straight line could be continued to the maximum configuration level of the PRIMERGY systems. However, it should be noted that the overall system performance is determined by the weakest component and that the limitations mentioned above apply here.
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Our sizing recommendations are based on the values determined here, and the estimation of the required memory is rather conservative because the system should be dimensioned so as to avoid an insufficient memory size from the onset.

	Memory requirements
in MB
	Microsoft recommendations
	Measured
Fujitsu Siemens

	
	Light User
	Power User
	

	System
	128
	128

	Per user
	3.5
	9.5
	20

	Total
	Memory = System + number of users × memory per user


The operating system (Windows Server 2003 Enterprise Edition with Citrix MetaFrame Enterprise Edition) has basic requirements of 128 MB, and another 20 MB is needed per user or client. In the measuring scenario, however, all users work with the same application. And that is why all user groups have the same memory requirements. However, the memory requirements depend on the applications used and must therefore be calculated on a customer-specific basis.

If the processor performance is no longer sufficient, the connected clients can then no longer be served with an acceptable response time, even if adequate main memory is still available. This is illustrated by the example of the PRIMERGY RX200 in the diagram.
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With a memory configuration of 1 GB, none of the processors used can put its efficiency to the test since the insufficient main memory is the limiting factor (. Doubling the main memory size from 1 to 2 GB results in an increased user number for all four variants. However, doubling the main memory from 2 to 4 GB does not cause any benefits for the PRIMERGY RX200 with a 2.4‑GHz processor, for example, because here the CPU is the weakest component (. To find an optimal system for a certain application range, it is always necessary to establish a balanced relationship between the CPU and main memory.

As previously mentioned, a system equipped with insufficient main memory remedies this problem by transferring unnecessary data onto a hard disk.

The Windows operating system and the applications running under it use more memory if sufficient main memory is available. The system does not “tidy up“ unless the free memory space falls below a specific threshold value. This behavior can be demonstrated by measuring a Microsoft Terminal Server system fitted with only 512 MB of main memory. In the diagram, the time when the system detects an imminent memory bottleneck is identified by the first vertical line. The “Working Set“ is reduced, thus causing an increase in the available memory. This behavior of the operating systems allows the number of users working on the terminal server to be increased. The method described here of relocating memory areas that are no longer needed is caused by the Memory Managing mechanisms of the operating system and does not fall under the dreaded “swapping” method where required memory areas are reloaded into the main memory from the hard disk.
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A PRIMERGY RX200 with 81 users served as an example to investigate which impact the size of the main memory has on the response time of the terminal server. In this case 4 GB of RAM proved to be sufficient, whereas 2 GB of RAM were tightly dimensioned and 1 GB of RAM was too small.

The impact of the main memory size can clearly be identified when regarding an almost identical processor load (left bar in each group of four bars) of 44% to 46%. An insufficient memory configuration of only 1 GB forces the terminal server to swap out (page) parts of the operating system. This means 184 accesses per second to the pagefile (second bar on the left-hand side) as compared to only 11 accesses with a 2‑GB and 0.7 with a 4‑GB memory configuration. In addition, the rate of 184 hard disk accesses per second by far exceeds the performance an individual hard disk is capable of as indicated by the disk queue length of 3.9 (third bar on the left-hand side).
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With the 2‑GB main memory configuration, it becomes clear that the bottleneck has been eliminated: 10 hard disk accesses to the pagefile are quite normal. The time required to start a new terminal server session is decreased from 62 to 49.8 seconds (fourth bar).

 A further extension of the main memory to 4 GB of RAM, however, does not lead to a considerable gain in performance. Although the number of accesses to the pagefile still decreases, this does not result in a faster start of new sessions.

When calculating the main memory for the terminal server, two particular features should not be disregarded:

· “Desktop” or “Published Application”?

In terminal server environments it is not necessary to make the entire desktop with all its applications available to the user, that is, access to it can be limited. It is possible to set up Microsoft Terminal Server in such a way that only one particular application is started instead of the entire desktop. With Citrix MetaFrame, it is possible to make individual applications directly available to the users (“Published Application”); starting the application on the desktop is no longer applicable. In this respect, a savings of approximately 5 to 10 MB of main memory is achieved per user. Even if it is perhaps not a matter of winning this small amount of main memory in a certain environment; one advantage of this configuration that cannot be neglected is the fact that the user can only let the applications planned for him run on the server. In other words, the user's actions can be better forecast and also be limited.

The memory required by a user starting an application from the desktop was compared with the memory required by a user starting the same application without the desktop. This was studied on a PRIMERGY RX300 S2 with two processors, 4 GB of main memory, and enabled Hyperthreading. The Microsoft Word application from Microsoft Office 2003 was started once through the desktop and once directly through the RDP client.

The increase in the memory used up by the desktop per user is clearly visible, as shown by the diagram. In case of the “Memory used,” the desktop occupies approximately 3.3 MB of additional RAM while the difference is approximately 4.1 MB for “Memory Committed“, and the required memory for the ”Working Set“ without desktop is approximately 8 MB smaller.
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·  “Logoff” or “Disconnect”?

It is a difference whether the user ends the connection to the terminal server by logging off or whether he only interrupts the connection with a "Disconnect.“ In the latter case, the application continues to run on the terminal server and does not release its resources. The user can continue his work at this juncture. When the used main memory of the server is analyzed, the connections of the "Disconnect" status also count. Some applications still require CPU resources even after the connection has been disconnected. “Disconnected” sessions are support by both Microsoft as well as Citrix.

Disk Subsystem

If we assume that a server is used as a dedicated terminal server and not as a file server or database server at the same time, then no great demands will be made on the disk subsystem. In the main, it only has to accommodate the operating system, the swap area, and the applications available to the terminal clients. Disk accesses in this connection are low. The operating system and the applications are only accessed when they are loaded into the memory for the first time. In principle, the swap area does not play a role either because the system has to be configured in such a way that it does not begin swapping. Otherwise, the efficiency of the system is by all means substantially impaired. For more information in this respect, see the section “Main Memory.”
If only two hard disks are available and security is an issue, mirroring should then be set up for security reasons through RAID 1. The operating system, swap area, and applications are then to be found there. Mirroring can either be implemented by means of the RAID 1 functionality offered by almost all PRIMERGY servers as standard or as a software solution using Windows Server 2003. Alternatively, it is also possible to use a RAID controller.

For a better performance, the pagefile should not be configured on a mirrored disk. If only two hard disks are available, the operating system and the applications should be hosted on the first disk while the pagefile should be stored on the second disk. Because the disk of the operating system is not mirrored, be sure to place no user data on this disk and take backups at regular intervals.

If a total of three hard disks is available, two hard disks should be mirrored by using RAID 1 and the operating system, and applications should be accommodated there. The swap area is placed on the third dedicated hard disk because configuring the pagefile on a mirrored disk may have substantial performance implications. Since these data are all of a temporary nature, a safeguard by means of RAID is of course unnecessary.
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Even relatively slow hard disks, such as in the PRIMERGY BX300 due to its low-power notebook technology, do not represent a serious bottleneck with the terminal server applications. Although the illustration shows that a 2½" hard disk is considerably slower than a high-end 3½" disk, the disk I/O activities performed by Terminal Server on the hard disk with the operating system are almost negligible as shown by the horizontal line, so that even a 2½" hard disk can handle them without problems. The write cache was enabled for each measurement. In a productive environment use of a UPS is recommended to protect the system against power failures and the consequent loss of data.

A significant indicator for the load of the disk subsystem is the Windows performance counter “Avg. Disk Queue Length.“ This counter should not be permanently greater than 1 per net available hard disk. In a RAID 1 configuration consisting of two hard disks it should therefore not exceed 1, in a RAID 1+0 with 6 hard disks it should not be higher than 3.

In all our measurements, the “Avg. Disk Queue Length“ for the hard disks with the operating system this figure was well below 0.5.

If the terminal server system is also simultaneously used as a file or database server, it goes without saying that additional criteria, as are typical for file or database servers, are then applicable for the disk subsystem. Such a constellation, however, is not advisable, unless the system is only used in a very restricted workgroup environment. Otherwise, dedicated systems should be installed for the individual tasks, such as terminal server, file server, database server, or application server. A server system can only be optimally tailored for its task area in this way.

For a load-balanced terminal server farm, in particular, it is important to store user files on a central disk subsystem rather than on the terminal server. A network attached storage (NAS) or also a classical file server is best suited for this purpose.

The following types of disk subsystems can be distinguished:

· Direct attached storage (DAS) is the name of a storage technology through which the hard disks are connected directly to one or more disk controllers installed in the server. Typically, SCSI is used in conjunction with intelligent RAID controllers. These controllers are relatively cheap and offer good performance. The hard disks are either in the server housing or in the external disk housing. A DAS offers top-class performance and is a good choice for small‑ and medium-sized installations. However, their limited scaling capabilities, complex wiring, and restricted cluster compatibility are disadvantageous for larger installations. Since the disk subsystem is explicitly assigned to a server, it cannot be used as a central storage for user files in server farms.

The data storage, on the other hand, is not explicitly assigned to a server; therefore, it can be used ideally by server farms as a central storage for user files.

· Network attached storage (NAS) is principally a classical file server. Such an NAS server is specialized in the efficient administration of large data quantities and provides this storage to other servers through a LAN. Internally, NAS servers typically use the DAS disk and controller technology. Classical LAN infrastructures are used for the data transport to and from the servers. Consequently, NAS systems can be constructed at reasonable prices. The data storage, however, is not explicitly assigned to a server; therefore, it can be used ideally by server farms as a central storage for user files.

· Storage area network (SAN) can be based on the basis of Fibre-Channel and LAN (iSCSI).

Unlike NAS, storage area network (SAN) based on Fibre-Channel does not use the LAN for data transport. Instead, it communicates data in its own Fibre Channel (FC)-based network with a high bandwidth. Specific FC controllers and specific wiring as well as FC switches are necessary to establish a Fibre Channel infrastructure.

Unlike the FC-based SAN, SAN with iSCSI (IP SAN) uses the LAN for the data transport. In the course of the previous year, “Internet SCSI“ (iSCSI) as an additional form of SAN was increasingly gaining ground. Contrary to the Fibre Channel, iSCSI does not require an own infrastructure with special boards, special wiring, and switches; it is possible to use existing TCP/IP infrastructures instead or extend them where required. Structure and administration of separate storage networks for iSCSI do not differ from the structure and administration of “normal” TCP/IP networks. In most cases, special controllers are not at all necessary for the operation of iSCSI because software solutions are available that provide the required functionality on the network adapters installed in the PRIMERGY servers.

In a SAN, all servers and the storage systems are interconnected. However, data are explicitly assigned to individual servers, which means that a SAN is not suited as a central storage for user files in a server farm, regardless of whether the SAN is a Fibre Channel or an iSCSI.

Network

The network has an important role to play in the terminal server environment. The thin clients of a terminal server may, from their genesis as somewhat older, small PC systems, frequently have 10-Mbit Ethernet or even slower PPP connections at their disposal. Such bandwidths are of course focused on the server side. If, for example, a 100-kbit bandwidth is required per client, a 10-Mbit Ethernet would then theoretically be exhausted with 100 clients. Therefore, with such a number of clients, the thing to do would be to interface the backbone of the network to the server with a higher bandwidth of 100 Mbit or Gigabit and to distribute the bandwidth to the clients by means of switches or hubs.
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If the task scenario calls for the applications that run on the terminal server to access large quantities of data, databases, or even host applications, it is then advisable to equip the terminal server with a further network card for dedicated access to these server services so as to separate the data transfer in this three-tier environment between server/server and client/server communications.

In practice, however, compromises must frequently be made in this connection because existing network topologies must be taken into account and the terminal server must be integrated in these.

In a terminal server environment the following network traffic must be taken into account:

· Terminal Server and Active Directory. Information from the Active Directory was mainly required when individual users logged on to the domain. In real configurations, this kind of traffic is frequently handled through a network segment that is isolated from the client networks.

· Clients and Terminal Server. Keyboard and mouse activities were transferred to the terminal server, and changes in the display contents were sent to the client.

Terminal server clients can be connected through WAN, LAN or W-LAN, with the wireless connection becoming increasingly popular. And the ICA protocol in particular with its advantageous compression has been optimized for connection down to 14.4 kbit/s.

When presenting the data sent and received by the terminal server in graphic form from the client’s point of view, it becomes evident that the data transferred per user across the network is scaled in a linear manner. This type of linear scaling can be observed with all PRIMERGY systems. Non-achievement of this constant increase in the data rate can only be seen under high load.

In this example, the network load of up to 40 users was studied on a PRIMERGY RX300 S2. The diagram “ICA Client“ represents the measuring results. With a medium load profile, approximately 0.72 kbps per user on average were sent to the terminal server in 11.03 packages, whereas 2.41 kbps were received in 10.55 packages by the terminal server. This measurement was based on the ICA protocol.
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When comparing the network data rate of a measurement based on the ICA protocol with an equivalent measurement using the RDP protocol, it becomes evident that a larger amount of data must be transferred in the direction of the client (“received”) when the RDP protocol is used. For the medium-load profile, this means approximately 0.73 kbps per user on average were sent in 11.59 packages and 6.04 kbps were received in 13.75 packages (from the client’s point of view). The diagram “RDP Client“ with the same scale shows the measuring results of Microsoft Terminal Server.
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The difference between Microsoft Terminal Services and Citrix MetaFrame is illustrated more clearly by another graphic presentation of the measuring results shown in the diagram. For a PRIMERGY RX300 S2 with 40 users, as used in this example, up to 150% more data were transferred from the server to the client with Microsoft Terminal Services than with Citrix MetaFrame.
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In the LAN environment the underlying network will normally not cause a bottleneck. In the WAN environment, however, a smaller bandwidth per user is available.

User Behavior

In addition to the server hardware discussed in detail in the previous sections, there are other variables that have a decisive impact on the behavior of the terminal server. The users’ method of working plays an important role in this context and was studied with the input speed as an example.

Which effect does user behavior have on the efficiency of the terminal server?

The input speed has a considerable effect on the performance of a terminal server. A variation of the speed alone can cause a server to be underloaded or overloaded even if all the other conditions remain unchanged. In a laboratory environment, all the simulated users work constantly and at the same input speed. In reality, however, this varies considerably.

With terminal server applications, all the user’s keystrokes and mouse clicks are transferred to the server, and changes on the screen are returned to the client. Thus, every user action triggers several processes on the server system and also initiates network traffic.

The diagram shows the number of users that can be served by a Microsoft Terminal Server with the specified response times for 25%, 50%, 100%, and 200% of the input speed. The real recorded input speed corresponds to 100%. At 50% the simulated user works with half the speed, and at 200% his input speed is doubled. For the measurement, a PRIMERGY RX300 S2 with two 3.6‑GHz processors with enabled Hyperthreading and 4‑GB main memory was used as a terminal server test system.
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When the input speed is doubled from the standard speed of 100% to 200%, the number of users that can be served by a terminal server with the specified response times falls by 86.5% from 125 to 67. The limiting factor here is the CPU.

When the input speed is lowered from 100% to 50% and to 25%, respectively, the terminal server can handle a larger number of users. Thus, it is possible to manage as many as 177 or 230 users; the server, however, encounters a memory bottleneck while the CPU still has available reserves.

Operating System

In addition to the server hardware discussed in detail in the previous sections, there are other variables which have a decisive impact on the behavior of the terminal server.

Operating System Restrictions

Number of Processes

Even if it sounds like a paradox—it is possible to have constellations in which there can be performance bottlenecks although sufficient CPU and memory resources are available. Even disk I/O or networks do not represent a bottleneck in this situation, but virtually the system architecture. This situation is especially provoked by a large number of users, who induce many processes with a low, even load. As already explained in the section “Measuring Method,” the processor queue plays a role that cannot be ignored. Therefore, in dependence of the processor performance and the number of processors, there is a point at which the system can no longer serve any further processes and thus clients. In principle, the system in this connection is only concerned with administering the processes. Or put technically: In a multitasking operating system, each process is given a time slice that it cannot release again quickly enough. This situation could only be remedied by smaller time slices and thus greater turn-around times. In other load situations, however, this would have a negative effect on the basic load that the operating system generates. The number of processes in which this situation occurs depends, in addition to the available CPU performance and number, on the applications used so that no general formula can be given for this. This effect mostly does not come to light for power users since other resources, such as memory and computing performance, are the dominating restrictive factors here.

Effective Memory

For the 32-bit version of Windows Server 2003, the magic limit is 4 GB. It is not possible to address any more with a 32-bit address. As a result of the system architecture of Windows Server 2003, the 4-GB memory is as standard split into 2 GB for the operating system and 2 GB for the applications. The 2 GB used by the operating system contains all the data structures and information of the kernel. Here three special data areas are worth mentioning: The paged pool area, the system page table entries (PTE) area, and the system file cache. Paged pool area memory is requested by components in kernel mode, whereas the entries in the PTE area are used for threads to make system calls. System file cache is used to store memory images of opened files. These areas share a memory area and the memory limit between them is defined during system start. If the limit of the operating system's memory is reached in one area during a run, it cannot be compensated by the other area. The consequence is that no more new users can be logged on or unexpected errors occur.

Windows Server 2003 has been optimized to now be able to make a more optimal use of the virtual address space. The predefined values have been adjusted so that most of the common configurations can benefit from the improvement. As a consequence, under Windows Server 2003 the number of terminal server users that can work on one system is higher than under Windows 2000 Server. According to Microsoft, it is possible to increase the number of so-called “knowledge workers” using the system by 80% and the number of “data entry workers” by more than 100%. Of course, these figures depend strongly on the user profile and system used, and they only apply to cases where the virtual address space causes the bottleneck rather than the CPU or the physical main memory.

For very specific configurations, it is of course possible to adjust these values individually. It is also possible to activate PAE. For more details, see section “Physical Address Extension (PAE).”
For further information on this subject, refer to article Q247904 in the Microsoft Knowledge Base as well as the paper “Windows Server 2003 Terminal Server Capacity and Scaling.”

For a perspective on the 64-bit system, refer to the section “Terminal Server on 64-bit Systems.”
Windows Server 2003 Service Pack 1

Windows Server 2003 Service Pack 1 added several performance improvements for Terminal Server systems:

· Improvements in memory management paging behavior.
· Improvements in registry locking contention.
· Improvements in kernel timer manipulation.
On a PRIMERGY RX300 S2, measurements were taken with Windows Server 2003 Enterprise Edition with and without Service Pack 1. The processor used was a Xeon 3.6 GHz CPU with a 1‑MB SLC. 
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Hyperthreading was enabled. The diagram shows the performance improvements with Windows Server 2003 Service Pack 1. In the same measurement environment, the same system with Service Pack 1 can support up to 9% more users than without the service pack. The performance gain due to Service Pack 1 on a mono-system is lower than for a dual system. (At the time taking this measurements, only the Release Candidate 2 (RC2) of SP1 was available, but there should be no performance differences between RC2 and the final version.)

Physical Address Extension (PAE)

On a 32-bit system with 32-bit address space, only 4 GB of main memory can be addressed. To overcome this limit, more main memory can be used if PAE is enabled on this platform.

If the CPU is not the cause for the limitations but memory, then the number of users that can be managed on a 32-bit system with 16 GB of main memory is considerably higher than on a 32-bit system with 4-GB main memory. The previously applied medium user already represents an excessive load for the CPU; therefore, the input speed of the simulated user was reduced to 25% to obtain a light user. With an input speed of 25% and a 16-GB memory, today’s capacity of the measuring environment was reached with 401 users at a CPU load of only approximately 40%. The 32-bit system with 4 GB of main memory was only able to serve 230 users because of paging activity.

[image: image43.emf](Medium load  profile  with 25% input speed ,   Microsoft Office 2003, Microsoft Terminal Services)  


However, if a terminal server is limited by CPU performance and not by memory, PAE could have a slightly negative effect. The diagram shows that enabling PAE on a system where the CPU is the bottleneck leads to a slight performance decrease of 2% to 6 %.
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The measurements were taken on a PRIMERGY RX300 S2 system with Hyperthreading enabled. Up to two processors with 3.6 GHz and 1‑MB SLC and 4 GB and alternatively 16 GB of main memory have been used.

Terminal Server on 64-bit Systems

The section “Operating System Restrictions” provided a description of the limitations for the terminal server caused by the 32-bit architecture. In this section, we would like to give a perspective of future 64-bit versions of Windows Server 2003 and discuss the performance gain that can be expected for the terminal server.

Intel Itanium

64-bit PRIMERGY systems based on Intel Itanium and Itanium-2 processors have been available for some time now. These processors are, however, not code-compatible with 32-bit applications (x86). x86 applications are merely emulated on Itanium systems, which unfortunately means a corresponding loss in performance caused by the emulation layers. Although Itanium systems have been available for 3½ years now, there are only a few applications to date that have been optimized and compiled for Itanium processors. Thus, Windows Server 2003 and consequently Terminal Services are available for Itanium systems but Citrix MetaFrame is not offered for Itanium. The same applies to standard Office applications such as Microsoft Office, which are not available for the Itanium platform.

Therefore, it would be extremely inefficient to run a terminal server on an Itanium architecture because (almost) all user applications would have to be emulated. This would therefore be effectively slower than a terminal server based on the 32-bit x86 architecture.

x64

A smoother migration path from 32-bit systems to 64-bit systems is offered by processors that are 100% compatible with the x86 architecture and offer 64-bit extensions. Such processors include AMD Opteron with the AMD64 architecture and the Intel Pentium 4 and Xeon processors of the latest generation with EM64T-architecture. In the following sections, we use the short description “x64” for both types of architecture.

As all 32-bit applications run without emulation on an x64 system, the overhead is considerably smaller than with an Itanium system. Nevertheless, it would be ideal if x64 versions of the software were available. For the second quarter of 2005, Microsoft announced the introduction of an x64 version of Windows Server 2003 at the same time as the launch of Service Pack 1 for Windows Server 2003. Many system-related applications and all the applications containing driver components must be adapted specifically for x64 systems because they are not executable in the 32-bit mode. This also applies to Citrix MetaFrame Presentation Server 3.0.

Advantages of a 64-bit System

One of the major advantages of a 64-bit system is its extended address space. Today’s servers can be fitted with more than 4 GB of main memory without any problems, whereas a main memory of a similar size on 32-bit systems requires a higher addressing outlay. Under 64-bit Windows, 240 bytes = 1TB can be addressed directly. For 32-bit applications running in the so-called compatibility mode an addressing space of 4GB is available for each application. This still exceeds the addressing space of a pure 32-bit operating system where no more than 3 GB are available (see also the section “Operating System Restrictions”).

Applications with memory and without CPU limitations benefit in particular from the 64-bit architecture. In this context it should be mentioned, however, that 64-bit operating systems and 64-bit applications generally require more main memory than the 32-bit versions because all the address pointers of 64-bit systems are twice as wide. This can in extreme cases mean that the memory required by 64-bit is twice as large when compared with 32-bit.

64-bit (x64) in practice

As mentioned above, the Itanium platform is not recommended for Terminal Services. The term “64-bit” in the following document only applies to the x64 platform.

Some initial performance measurements were carried out for orientation purposes on the basis of the currently available release candidates of Windows Server 2003 SP1. However, with the measuring results, it must be taken into account that this is a preliminary version that at present may not necessarily offer the final performance and functionality range.

Since a 64-bit version of Citrix MetaFrame is currently not available, it was only possible to use Microsoft Terminal Services for measuring. The operating system used was Microsoft Windows Server 2003 Enterprise Edition (RC2). A PRIMERGY RX300 S2 with two Xeon processors with 3.6 GHz and 1-MB and alternatively 2-MB SLC and enabled Hyperthreading was used as “system under test.“ In both 32-bit and 64-bit mode, the PRIMERGY RX300 S2 was configured with up to a 16‑GB main memory. If the 32-bit system was configured with more than 4 GB of RAM, PAE was enabled.

Processor Performance

The same medium-load profile and the same general conditions as for the 32-bit measurements were used to examine the processor performance. The 64-bit version for Windows Server 2003 has the same code base as Windows Server 2003 with Service Pack 1 (SP1). Because of the optimizations made for Terminal Server in both Windows Server 2003 Service Pack 1 and Windows Server 2003 (x64), it is necessary to compare all three versions of the operating system on the same hardware.

The measurement was performed a PRIMERGY RX300 S2 with 3.6‑GHz processors with a 1‑MB SLC, 16 GB of main memory, and enabled Hyperthreading. For Windows Server 2003 Service Pack 1 and Windows Server 2003 (x64), Release Candidate 2 (RC2) was used. If the CPU is the limiting factor, then a 64-bit system with the preliminary version of the operating system available today can handle approximately 10% to 20% less users than a comparable 32-bit system. As shown in the diagram, the 64-bit system can support 10% less users compared with the 32-bit operating system without the service pack, and up to 20% less users can be seen when compared to the 32-bit Service Pack 1 platform. 
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On the 64-bit operating system with the medium-load profile used in these measurements, the CPU works at its load limit. The specified response times can no longer be maintained while sufficient main memory of the 8‑GB RAM remained free. The 4 GB RAM of the comparable 32-bit system was also adequate. The 64-bit system showed a larger overhead as a result of the 64-bit wide address pointers. This fact has an impact whenever these data are written, for example, when paging memory areas. Also, because of handling more data, the size of the system cache has a bigger influence.

Therefore we examined the influence of the cache. The same PRIMERGY RX300 S2 system was equipped either with a Xeon 3.6-GHz CPU with a 1‑MB or 2‑MB SLC. Windows Server 2003 Enterprise 32-bit without Service Pack 1, with Service Pack 1 and the 64-bit version with Service Pack 1 included was used. Hyperthreading was enabled. The diagram shows that doubling the cache results in a higher performance for the three platforms. 
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The 64-bit system profits most from the double size cache; the performance increase is 25%. The 32-bit system gains 5% to 15% more performance with the bigger cache. These measurement results prove that the 64-bit system needs a larger cache because of its address over​head. If a bigger cache is given, it can support more users than a 32-bit system with half the cache size. But doubling the cache also leads to more performance on the 32-bit system, so the 32-bit system with Service Pack 1 can support the highest number of users in this comparison. This measurement result is caused by the medium-load profile, where the CPU is the bottleneck.

If, on the other hand, the main memory rather than the CPU causes the bottleneck, as is the case with a light user, then the number of terminal server users able to work with a 64-bit system is larger than for a 32-bit system. This aspect is discussed in the following section “Memory Requirements.”
Memory Requirements

As already mentioned above, the terminal server user of a 64-bit system uses more memory space than a user of a 32-bit system. In both cases, the application run by the terminal server user is Microsoft Word, which at present only exists as a 32-bit version. The Microsoft Terminal Services as part of the operating system are provided as a 64-bit version. As shown in the diagram, the same user who started the desktop and is working with Microsoft Word 2003, uses approximately 60% more main memory compared with the 32-bit system. This is caused by the doubled width of the 64-bit address pointer already mentioned.
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If the CPU is not the cause for the limitations, then the number of users that can be managed on a 64-bit system is considerably higher than on a 32-bit system. The previously applied medium user already represents an excessive load for the CPU; therefore, the input speed of the simulated user was reduced to 50% and 25% to obtain various light users. For this test, the memory of the 64-bit system was upgraded to 8 GB and to 16 GB, respectively. With an input speed of 25% and a 16‑GB memory, today’s capacity of the measuring environment was reached with 401 users at a CPU load of only approximately 40%. A 32-bit system with an input speed of 25% was able to serve 230 users. For further information, refer to the section “Input Speed.”
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Also in the Microsoft lab, tests were performed with a PRIMERGY RX300 S2 terminal server of Fujitsu Siemens Computers with the 32-bit and with the 64-bit operating system, too. The 32-bit measurement was done with 4 GB and 8 GB of main memory and for the 64-bit measurement the system was equipped with either 8 GB or 12 GB of RAM. Microsoft’s “Terminal Server Scaling and Capacity Planning tool” was used. A description of the Microsoft measurement environment and of the comparison of the results of both measurement environments can be found in the section “Comparison of Measurement Tools.”
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The diagram shows that the number of users the terminal server can support depends on the amount of memory. Be aware that the absolute results of the Microsoft measurement tool and the Fujitsu Siemens “T4US” measurement tool differ.

For both x64 cases, the response time degradation seems to correlate with degradation in the system file cache efficiency. The cache hit ratio percent starts degrading significantly around the same time when response times start showing significant increases. Another significant fact is that most of the actions showing response time degradations are related to file operations (open file dialogs, save file dialogs. and so on). The cache performance degradation is due to increased memory pressure in the system that prompts the memory manager to reuse some of the pages holding file cache data for other purposes. The situation improves significantly with the increase of available RAM: a 4-GB increase in RAM size allows the system to accommodate another 100 users.

In the 32-bit operating system cases, it’s again the performance of the file system cache that plays the key role in response time degradation, although the mechanisms involved are slightly different for the 8GB test case. In this case, there is still plenty of RAM available (~2 GB) when the response time start to degrade. The factor that determines the system cache low hit ratio is the limited amount of virtual memory available to the kernel (2 GB). Since Paged Pool area is getting close to maximum, the memory manager is forced to reclaim some of the memory holding data structures used to track file cache data and thus diminishing the cache efficiency.

The test results show that the 64‑bit operating system requires a higher amount of RAM to achieve performance similar to the 32‑bit system. As expected, the advantage of the 64-bit architecture shows toward the higher end of the load spectrum, where it can overcome the inherent limitations of the 32-bit architecture in terms of address space and can take advantage of more RAM/CPU power.

Disk Subsystem

Although no differences can be detected with the load of the data partition, increased write activities and a correspondingly increased percentage of disk time as well as an overall rise in the average disk queue length become apparent for the system partition. The reason for this phenomenon is the larger data quantities (resulting from the wider address pointers) being written in the direction of the page file. Even a system with sufficiently dimensioned, free main memory writes data to the page file.

Network

There are no differences between the 32-bit and the 64-bit system as regards the network data traffic. Data quantities received by and sent to the RDP client are within the same range of size because the format of the protocol is architecture independent.

Terminal Server Version

Microsoft Terminal Server vs. Citrix MetaFrame

What are the differences between Microsoft Terminal Services and Citrix MetaFrame?

The most important differences between Microsoft Terminal Services and Citrix MetaFrame lie in the network area. This aspect was already discussed in the section “Network.” When the network does not cause the bottleneck, then the differences in the number of users that a terminal server is capable of serving are within the bounds of measuring inaccuracies.

When studying the performance counter in detail, it is possible, apart from the network, to detect further differences between the various Terminal Server implementations. Citrix MetaFrame uses a slightly larger main memory per user. The “Working Set“ is larger by approximately 3%, and the “Committed Bytes“ are higher by approximately 5%, whereas the free “Available Mbytes” main memory is reduced by approximately 8%. The Citrix solution offers advantages for the interrupts: the number of interrupts needed for the same user load is approximately 8% lower. Disadvantages, however, become apparent when examining the context switches where in comparison with Microsoft Terminal Services the number of context switches executed is approximately 20% higher. No significant differences can be noticed with hard disk accesses. These differences, however, have no relevant impact on the performance for a terminal server under real working conditions, which does not work at load limit.

Citrix MetaFrame Version

What effects does an upgrade from Citrix MetaFrame XP 1.0 FR3 to Citrix MetaFrame Presentation Server 3.0 have?

For reasons of comparability with older measurements, the Citrix measurements were performed with Citrix MetaFrame XP 1.0 FR3. The current version is Citrix MetaFrame Presentation Server 3.0 (MPS 3.0).

The difference between both Citrix versions under Windows Server 2003 Enterprise Edition was investigated on a PRIMERGY RX300 S2 with two 3.6‑GHz processors and enabled Hyperthreading. Only the software on the terminal server was updated while the ICA client on the load generators remained unchanged.

For the measurement with a variable number of users, both Citrix versions were able to reach the same “score” of 111 users, and in both cases the CPU was the limiting factor.

Even if the absolute number of users was identical in both cases, it is still possible to detect differences between the two versions when comparing the performance counters recorded during the measurement. For MPS 3.0 the memory usage was all in all higher as was the number of processes started per user. No differences can be observed for the performance counters of the “Disk,” “Network,” and “Processor” resources.

Applications

The version and certain settings for the applications being made available under the terminal server can also have an impact on the performance of the terminal server.

Microsoft Office Version

To what extent does a new version of an application influence the Terminal Server performance?

Previous experience has shown that more current versions of an application provide more functions but also make higher demands on the system and require more resources.

Microsoft Office served as an example to investigate this behavior. In the study, Microsoft Office XP was compared to the newer Microsoft Office 2003. Microsoft Word was used as an application in the medium load profile while Terminal Services from Microsoft with the RDP protocol was used as a terminal server.

The maximum number of users that can be handled by a terminal server is restricted by the processor performance rather than depending on the Office version being used.

However, in this context a detailed comparison of the performance counters also revealed difference. It can be noticed that Office 2003 has slightly higher CPU usage when compared to Office XP, but the differences are not significant. The number of read accesses to the system disk is lower for Office 2003 while the number of write accesses is higher. Since the written document has the same size under both Office versions, the data disk accesses for both versions were identical. Office 2003 uses more network resources because more data are sent to and received by the network. This is why the number of interrupts also increases. In the Office 2003 environment, the number of processes started on the terminal server system is lower. Office 2003 uses a slightly smaller portion of main memory resources than Office XP. On a terminal server system with average load, however, these differences do not lead to a different number of users.

Tuning Microsoft Office in a Terminal Server Environment

Although Microsoft Office XP and Microsoft Office 2003 installs and runs on a terminal server without problems, there are some tuning recommendations from Microsoft that can improve performance if these applications are used in a terminal server environment.

For Office 2003, reduce polling for connection status changes by setting the following registry key:

[HKEY_CURRENT_USER\Software\Microsoft\Office\11.0\Outlook\RPC]

"ConnManagerPoll"=dword:0x00000600

If the RPC key does not exist, it has to be created first.

Other recommended Microsoft Office configuration tuning:

· Disable common background save operations:

Disable saving auto-recover info in Word.
Disable automatically saving of unsent messages in Outlook.
Disable auto-archive for Outlook messages.
· Disable background checks:

Disable automatic grammar checking in Word.
Disable automatic name checking in Outlook.
· Disable Word as e-mail editor.
Note that these settings are user specific and must be changed for all users on the terminal server.
This can be easily configured for all users by leveraging the install option provided by Terminal Server application compatibility layer. To do that, as soon as you install the application (and before any user has a chance to log in) you need to execute from a command prompt:

Change user /install

Then start the application you need to customize (let’s say Word for example), go to the option dialog, change whatever configuration you want (for example disable automatic grammar checking) and close the application. Then execute again from a command prompt:

Change user /execute

This way the registry configuration changes are saved by the application compatibility layer and will be applied to each user registry settings as soon as they log on.
Infrastructure

In our discussions, we have always studied the terminal server as an isolated entity. The simulation environment included other components cooperating with the terminal server. These components were, however, always constant and designed to ensure that they could not represent a bottleneck. In reality, however, this is not always the case. In this section, we will discuss which other components of the infrastructure influence user perceptions within a terminal server environment, thus possibly reflecting a negative overall impression.

Clients

In addition to the server resources and the network, the thin client also forms a part of the overall environment of server-based computing. In other words, as far as the client is concerned, the question as to the influence of its performance on the overall configuration is also justified. Since the actual application runs on the server in server-based computing, the CPU performance of the client is only needed for the operation of the network and for image processing, which with regard to its demand on computing power cannot be ignored. It was found that the entire time required to execute an application may, depending on the client system used, altogether vary by up to approximately 10%. Under realistic operating conditions, however, these differences should at best be reflected in a subjective performance impression of the user and have no direct influence on the performance of the terminal server system.

The “thinness” of the thin client depends primarily on the demands the application used makes of the graphics, such as resolution, color depth, and complexity (text, graphics) as well as, if need be, on additional requirements, which exceed pure server-based computing and are made of applications running locally on the server.

Today, in addition to stationary (thin) clients, there is also more and more demand for mobile devices, such as notebooks or PDAs, to be connected to the terminal server. Usually, these devices are then no longer connected to cable-bound networks but through radio LANs (W-LAN) or mobile radio networks (such as general packet radio services—GPRS).

This does not represent a problem for the resource-saving ICA protocol. The ICA client also exists for many current PDAs and the ICA protocol is as a result of its design also particularly suited for slow connections. For users who work with terminal server applications permanently and exclusively, such a device is undoubtedly not the ideal client, but someone who has to work when mobile and only occasionally needs to access a terminal server profits from the flexibility and functionality of this solution.

[image: image50.emf] 

PDAs  

Thin  Clients  

Notebooks   Desktops  

Futro S  

Futro C  

Lifebook S  

SCENIC E  

SCENIC W  

Lifebook  T  

Loox 700  

PDAs  


These clients are only a few of the possible examples for the range of terminal server clients from Fujitsu Siemens Computers.
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Active Directory

Under normal circumstances, terminal server users authenticate in a domain, that is, the terminal server verifies the user credentials entered against the Active Directory. Apart from very small workgroup environments, Active Directory and Terminal Server should always run on different systems, and no users should be managed on the terminal server system itself. Although Active Directory must fulfill the same requirements as in an environment without a terminal server, neither Active Directory nor the network between Active Directory and the terminal server should represent the bottleneck.

User Profiles

A user profile serves to store the individual user settings. Even when terminal server users log on to a domain, in an Active Directory environment their user profiles would be stored on the terminal server by default. With a load-balanced terminal server farm in particular, the user profiles would have to be stored centrally on a server within the network to ensure that the user will always find the same settings, independent of which terminal server his session was run on. This functionality has already been made available for so-called “roaming users” who log on to different workstations. When using terminal servers, it should be taken into account that different user profiles may have to be managed. This is the case when, for example, the local operating system of the workstation differs from the operating system on the terminal server and/or when different applications are available. For this reason, a terminal server user profile can be set up in addition to the user profile to be loaded locally. The mandatory user profile is a specific variant of the server-based user profile, and it cannot be modified by the user. Server-based user profiles should in general be kept as small as possible.

DNS

DNS is also used in the terminal server environment and serves to implement the name resolution of connections. In a load-balancing environment in particular this method is used to link a virtual name with a virtual or real IP address so that a terminal server farm presents itself as a single server to the user. This in turn results in the request that DNS must always be available to enable a user to establish a connection to the terminal server. Although DNS in general does not represent a bottleneck, this service should be designed in a fail-safe and redundant manner.

Terminal Services Licensing Server

When a user logs on to Terminal Server, the server will try to find a licensing service server and request a valid license for the access through Terminal Server from the licensing server. In major configurations, this licensing server will be a separate system.

Back-End Server

Particularly in load-balanced terminal server farms, user files will not be stored on the local hard disks of the terminal server systems but rather on file servers or NAS systems. It can be assumed that in larger environments other services such as e‑mail, databases, and so on will also be required, which means that servers for applications such as Exchange, SQL, or SAP R/3 will be found together with the terminal server. While only a small network bandwidth is required for the connection of clients to terminal server, this does not apply to the connection of the terminal server with the back-end server. For the latter sufficient network and processor, capacity should be made available. For information on the individual server types, refer to separate performance studies and sizing guides, as these aspects would go far beyond the framework of this paper.

It is not recommended to host back-end services on a Terminal Server system.

Comparison of Measurement Tools

As already mentioned above, different measurement tools can result in different user numbers. This is caused by the different user profiles and measurement methods. But although the absolute numbers are different, the relative scaling of the server system can be compared.

Microsoft Testing Tools and Scripts

Microsoft developed testing tools and scripts used on the client computers to closely simulate an actual user session. The utilities used to perform these tests are available on the Windows Server 2003 Resource Kit.

Testing Tools and Environment

Terminal Services Scalability Planning Tools (TSScaling) is a suite of tools that assists organizations with Microsoft Windows Server 2003 Terminal Server capacity planning. They allow organizations to easily place and manage simulated loads on a server. This in turn can allow an organization to determine whether its environment is able to handle the load that the organization expects to place on it.

The measurement environment consists of hardware and tools as shown in the figure below.
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The terminal server system is the “System under Test.” Other components of the testing laboratory include:

· Domain Controller and Test Controller: Dynamic Host Configuration Protocol (DHCP) and DNS server for the domain. Manages 35 workstations including script control, software distribution, and remote reset of the workstations.

· Workstations (35): Multiple Terminal Services Client sessions can be running on each of the 35 workstations.

· Mail server and Web server: The server was used for the Knowledge Worker Tests.

The suite includes the following automation tools:

· Robosrv.exe, the tool that drives the server side of the load simulation testing. Together RoboServer and RoboClient drive the server-client automation. RoboServer is typically installed on the test controller computer and must be running before an instance of RoboClient can be started. After an instance of both RoboServer and RoboClient are running, RoboServer commands the RoboClients to run scripts that load the terminal server at operator-specified intervals.

· Robocli.exe, the tool that controls the client side of the load simulation testing. Together RoboServer and RoboClient drive the server-client automation. RoboClient is typically installed on the test client computers, and requires RoboServer to be running before an instance of RoboClient can be started. RoboClient receives commands from RoboServer to run scripts that load the terminal server at operator specified intervals.

The suite includes the following test tools:

· Qidle.exe, when used in an automation environment, determines whether any of the currently running scripts have failed and require an administrator to intervene. QIdle determines this by periodically checking to see if any of the sessions logged on to the terminal server has been idle more than a specific period of time. If there are any idle sessions, QIdle notifies the administrator with a beeping sound.

· Tbscript.exe is a script interpreter that drives the client-side load simulation. It executes Visual Basic Scripting Edition scripts and supports specific extensions for controlling the terminal server client. Using these extensions, a user can create scripts that control keyboard/mouse input on the client computer and synchronize executions based on the strings displayed by the applications running inside the session.

Testing Scripts

Two scripts were developed based on Gartner Group specifications for the knowledge worker and data entry worker as defined below.

	Heavy
	Knowledge Worker
	Workers who gather, add value to, and communicate information in a decision support process. Cost of downtime is variable but highly visible. These resources are driven by projects and ad-hoc needs towards flexible tasks. These workers make their own decisions on what to work on and how to accomplish the task. Example job tasks include marketing, project management, sales, desktop publishing, decision support, data mining, financial analysis, executive and supervisory management, design, and authoring.

	Light
	Data Entry Worker
	Data entry workers input data into computer systems, for example, transcription, typing, order entry, clerical work, and manufacturing. Additionally, the data entry worker script was tested in a ”dedicated” mode, by not starting a Windows Explorer shell for each user.


A detailed flowchart describing the functions of the scripts is contained in the “Terminal Server Scaling and Capacity Planning Document.”

Testing Methodology

Windows Server 2003, Enterprise Edition and Office 2003 were installed using settings described in “Appendix B: Terminal Server Settings.” An automated server and client workstation reset was performed before each test-run to revert to a clean state for all the components.

Response times, based on user actions, were used to determine when or if a terminal server was overloaded. Client-side scripts drive the user simulation and record the response times for a set of simulated user actions. 

The scripts contain many sequences. A sequence starts with the test script sending a key stroke through the client to one of the applications running in the session. As a result of the key stroke, a string is displayed by the application. For example, CTRL+F opens the File menu that would then display the Open string.

The response time is the time from the key stroke to the display of the string. To accurately measure the response time, this measurement is calculated by taking two initial time readings ti1 and ti2 from a reference time source before and after sending the key stroke. Ti1 is the time when the test manager sends the instructions to the client and ti2 represents the client sending the keystroke to the server. A third reading tf3 is made after the corresponding text string is received by the client. Time is measured by milliseconds. Based on these values the response time is estimated as belonging to the interval (tf3 – ti2, tf3 – ti1). In practice, the measurement error (the time between ti1 and ti2) is less than 1 millisecond and the response values are approximated to tf3 – ti1.

For each scenario, the Test Manager workstation started groups of ten client sessions on the workstations with a 30-second interval between each session. After the group of ten client sessions was started, a five-minute stabilization period was observed in which no additional sessions were started. After the stabilization period, the knowledge worker script starts the four applications it will use in the test within five minutes; this prevents any interference between each group of ten client sessions.

For each action, as the number of users log on, a degradation point is determined when the response times increase to a value that is deemed to be significant: 

· For actions that have an initial response time of less than 200 ms, the degradation point is considered to be where the average response time is more then 200 ms and 110% of the initial value.

· For actions that have an initial response time of more than 200 ms, the degradation point is considered to be the point were the average response time increase with 10% of the initial value.

This criterion is are based on the assumption that a user will not notice degradation in a response time while this is lower then 200 ms.

The test harness supports the previous system of tests that determine system load threshold based on a “canary” script that is running between the logon groups while the system is stable. The canary script is run before any users are logged onto the system and the time the script takes to complete (elapsed time) is recorded. This elapsed time becomes the baseline and is deemed to be the baseline response rate for a given configuration of server. This method would consider that maximum load was reached when the total time needed for running the canary script is 10% higher than the initial value. The response time method is considered to be more accurate since it measures the key parameter for the actual user experience, takes into account the logon period impact, and provides a richer data support for decision making. The “canary” script method can still be more efficient for setups that support a small number of users where the response time method will not provide a large enough sample of response time values.

A more detailed description can be found in the Terminal Server Scaling and Capacity Planning Document.

Results of Fujitsu Siemens Computers and Microsoft

To compare the values of the Microsoft "Terminal Server Scaling and Capacity Planning tool" and the Fujitsu Siemens Computers tool “T4US”, a set of measurements has been set up at both Microsoft and Fujitsu Siemens Computers, using the same PRIMERGY server models:

· A PRIMERGY RX300 S2 server with two processors with 3.6‑GHz, 1‑MB SLC and 8 GB of RAM. Hyperthreading was enabled and Microsoft Office 2003 was used as the office application. The 32-bit version and the 64-bit versions of Windows Server 2003 Enterprise Edition were used as the operating system.

· A PRIMERGY TX600 server with up to four processors with up to 2.8‑GHz, 2‑MB SLC and 8 GB of RAM. Hyperthreading was enabled and Microsoft Office 2003 was used as the office application. The 32-bit version of Windows Server 2003 Enterprise Edition was used as the operating system.

Microsoft used the Terminal Server Scaling and Capacity Planning tool, and Fujitsu Siemens Computers used their own “T4US” tool. The medium-load profile that is used by T4US is explained in detail in the section “Load Profile.” The user profiles of the Terminal Server Scaling and Capacity Planning tool of Microsoft are described earlier in this section.

A measurement series was set up on the PRIMERGY TX600 system. As you can see in the diagram, the CPU scaling factor from one to two CPUs is always 1.6, regardless of the user profile used. The scaling from two to four processors is 1.25 for both measurement scenarios. However, the absolute user numbers are different.
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Another measurement series was done on a Fujitsu Siemens Computers PRIMERGY RX300 S2 system that supports both 32-bit and 64-bit operating systems. Microsoft also performed tests on this hardware with the 32-bit Windows Server 2003 operating system (with Service Pack 1) and with the 64-bit version of Windows Server 2003. For all measurements, the system was equipped with sufficient main memory to ensure that the main memory does not represent a bottleneck in this comparison. If these absolute results, as shown in the diagram, are compared with the numbers of the Fujitsu Siemens Computers T4US Medium Load profile, it can be seen that the results also scale in the same range, although the absolute numbers are different.
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With the T4US medium-load profile of Fujitsu Siemens Computers, generally fewer users can be supported on the same hardware as with Microsoft’s user profile. Because the compared measurements are performed on the same hardware, the user numbers are only depending on the load profile.

In our early sizing guides, we also used load profiles that resulted in higher numbers like the Microsoft’s “Terminal Server Scaling and Capacity Planning” tool. But our customers reported that these numbers are much too high. Therefore, the “T4US” medium-load profile was generated with the goal to achieve a relatively low numbers of users. With the new series of measurements, we took this fact into consideration and can therefore assume that the user quantities determined correlate to the quantities in real productive environments.

Microsoft’s “Terminal Server Scaling and Capacity Planning” tool reports a number of users that is actually the absolute maximum to be supported in that scenario. If those numbers are adjusted to match an acceptable load level for actual field deployment, they would be getting much closer to what field deployments report. 

It is important that different measurement tools result in comparable relative numbers. The comparison of Microsoft’s “Terminal Server Scaling and Capacity Planning” tool and Fujitsu Siemens Computers’ “T4US” shows that this is given and both tools can be used to evaluate the scaling of Terminal Server systems.

Summary
The efficiency of the terminal server is determined by CPU performance and main memory. It is possible to assess the memory configuration quite easily on the basis of the formula:

[Memory] MB = 128MB + [number of clients] × [memory of the application] MB

If various applications are used at the same time, then it is necessary to form the sum of the memory requirements of all the simultaneously used applications.

Unfortunately, there is no simple formula for CPU performance. For a medium or heavy user, the CPU performance generally represents the restrictive factor. For a class of light users, the maximum number of users is more restricted by other system resources, such as the number of processes and threads.

The table in the section on computing performance with its numerous processors, with which each PRIMERGY model can be equipped, gives cause to suspect that there is not a certain number of users who can be served by a PRIMERGY model, but that every PRIMERGY model covers a certain bandwidth. There is also no exact demarcation where the performance of one model ends and that of the next, more powerful one begins. On the contrary, there are overlaps between the systems. The following results that were gained in our series of measurements are therefore only in a position to give an impression of the performance range.

[image: image54.emf] 

PRIMERGY  

10   20   30   40   50   60  

Medium User  

Tower  Solutions  

Blade   Solutions  

Rack   Solutions  

TX150 S3  

RX100  S2  

BX300  1)  

1)  for one  CPU - Blade  

70   80   90   100   110  

TX600  

RX6 00  

B X6 6 0   1)  

TX200  S2  

TX300  S2  

RX300  S2  

RX200  S2  

BX6 2 0   1)  

BX6 2 0  S2   1)  

TX150  S2  


If you are planning a terminal server or a terminal server farm, you should take the time to precisely analyze the user behavior beforehand.

· Which applications usually have to be provided by the terminal server?

· Which user uses which application when, how often, from which device and through which network?

· What response times are expected?

For larger configurations, a pilot phase under real conditions should not be omitted.

Resources

General information about Fujitsu Siemens Computers products
http://www.fujitsu-siemens.com 

General information about the PRIMERGY product family
http://www.PRIMERGY.com 
Contact: mailto:PRIMERGY-PM@fujitsu-siemens.com

PRIMERGY Benchmark Overview 
http://www.fujitsu-siemens.com/products/intel_servers/primergy_bov.html
Contact: mailto:primergy.benchmark@fujitsu-siemens.com

Citrix MetaFrame Presentation Server
http://www.citrix.com/metaframe
Microsoft Windows 2003 and Terminal Services
http://www.microsoft.com/terminalserver

Windows Server 2003 Terminal Server Capacity and Scaling
http://www.microsoft.com/windowsserver2003/techinfo/overview/tsscaling.mspx
Microsoft Windows Server 2003 Terminal Services
Bernhard Tritsch, Microsoft Press, ISBN 0-7356-1904-2
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